BioAacsAa

W HERE R FE W I S D 0O M S H ANEERE S

International Journal of Advanced Computer Science and Applications

Volume 12 [ssue 12

Jecember 202!

ISSN 2156-5570(0nline)
ISSN 2158-107X(Print)

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 12, 2021

Editorial Preface
G the i o Wlonaging Coltor...

It may be difficult fo imagine that aimost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
infernal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission fo provide an outlet for
quality research. We want to promote universal access and opportunities for the infernational scientific community to
share and disseminate scientific and fechnical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our artficles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like fo express our gratfitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Machine Learning Augmented Breast Tumors
Classification using Magnetic Resonance Imaging
Histograms

Ahmed M. Sayed

Biomedical Engineering Department, Helwan University, Helwan, Cairo, Egypt
EECS Department, MSOE University, Milwaukee, WI, USA

Abstract—At present, breast cancer survival rate significantly
varies with the stage at which it was first detected. It is crucial to
achieve early detection of malignant tumors to reduce their
negative effects. Magnetic resonance imaging (MRI) is currently
an important imaging modality in the detection of breast tumors.
A need exists to develop computer aided methods to provide
early diagnosis of malignancy. In this study, | present machine
learning models utilizing new image histogram features using the
pixels least significant bit. The models were first trained on an
MRI breast dataset that included 227 images captured using the
short TI inversion recovery (STIR) sequence and diagnosed as
either benign or malignant. Three data classification methods
were utilized to differentiate between the tumor’s classes. The
examined classification methods were the Discriminant Analysis,
K-Nearest Neighborhood, and the Random Forest. Algorithms’
testing was performed on a completely different dataset that
included another 186 MRI STIR images showing breast tumors
with  verified biopsy diagnostics. A significant tumor
classification efficiency was found, as judged by the pathological
diagnosis. Classification’s accuracy was calculated as 94.1% for
the DA, 94.6% for the KNN and 80.6% for the RF algorithm.
Receiver operating curves also showed significant classification
performances. The proposed tumor classification techniques can
be used as non-invasive and fast diagnostic tools for breast
tumors, with the capability of significantly reducing false errors
associated with common MRI imaging-based diagnosis.

Keywords—Tumor classification; histogram analysis; magnetic
resonance imaging; breast cancer; machine learning

I.  INTRODUCTION

Breast cancer is the most common cancer type in women
worldwide. It is the fifth cause of female deaths due to cancer
[1]. Around 300,000 new female cases is estimated to occur
each year in the United States alone [2]. The survival rate for
breast cancer have generally improved over the past few years,
as diagnosis at an early and localized stage is now possible,
because of the progressive improvement in treatment strategies
[3]. Early diagnosis of malignant tumors is crucial to avoid
tumor metastasis and subsequently elevate the survival rate of
diseased cases. If the tumor was not diagnosed early, it may
spread beyond the original breast organ to other distant organs.
Currently the routine method for diagnosing suspected breast
tumors is imaging using Mammography, the main imaging
modality for the breast organ that is then followed by
pathological diagnosis through extraction of a biopsy sample
from the tumor invasively. Mammography breast cancer

detection sensitivity is generally high [4], however, this
sensitivity goes down to near 62% when imaging females with
dense breasts [5]. Additionally, the costly biopsy procedure,
the gold standard for diagnosis, is routinely performed under
ultrasound guidance. However, about 75% of the performed
biopsy procedures yield a benign diagnosis [6, 7], which is
considered an unnecessary, costly, and time consuming and
painful procedure to patients. In order to reduce the wasted
biopsy procedures, other imaging modalities were proposed,
such as magnetic resonance imaging (MRI) and ultrasound
elastography [8-13].

Lately, MRI has become a useful and important modality to
visualize and detect breast tumors in today’s clinical practice
[8, 14, 15]. This imaging modality is becoming increasingly in
use to preoperatively evaluate DCIS tumors and define their
extent [16, 17]. MRI has the advantages of not producing
ionizing radiation, exhibiting high imaging contrast, good
sensitivity rate, ability to show auxiliary nodes, and enjoying
3D imaging capabilities [18]. Additionally, Short inversion
time Inversion Recovery (STIR) MRI scanning sequence
provides a means for suppressing fat and inflammatory tissue
from the normal tissue in the resultant images [19, 20]. If MRI
is used in daily routine examinations, specific types of cancer
would have been significantly diagnosed with higher
sensitivity rates at an earlier stage [8], but cost remains a major
impediment. Nevertheless, breast imaging using MRI exhibit
relatively moderate specificity rates (down to 79%) that
increase the erroneous false positive diagnostic percentages
[15, 21-23].

One of the MRI imaging characterization methods is
histogram analysis that is usually used to distinguish different
anatomical and morphological regions, in addition to its more
fundamental usage as an image enhancement tool [24, 25].
Some previous studies used histogram methods to illustrate the
relation between the tumors physiological changes and their
associated histogram parameters to achieve improved
utilization of these histogram parameters as substitutive and
representative markers describing heterogeneity of the tumor
compositions [15, 26, 27]. In the past years, several studies
have exploited histogram approaches in various imaging
modalities [24, 27-32] with a growing emphasis on different
MRI techniques and imaging sequences. Histogram processing
methods showed its value for investigating various tumor
parameter distributions, for example, in dynamic contrast-
enhanced MRI (DCE MRI) it was possible to differentiate
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between responder and non-responder groups in brain tumors
radiotherapy [33], and in apparent diffusion coefficient (ADC)
using diffusion MRI, it was also possible to detect specific
types of cervical cancer [34] and endometrial cancer [35].
Despite that, information related to tumor’s heterogeneities
remain not fully scrutinized [15]. Along with the advances in
high resolution MRI and its associated signal processing
methods, histogram analysis of cancer tumors scanned using
MRI will be used to a greater extent.

In this research, breast tumor’s heterogeneity was
investigated and described by the least significant byte
histogram parameters calculated from STIR MRI imaging
sequences for a number of clinically and pathologically
verified patients diagnosis. The aim of this study is to
differentiate between the two main breast tumors’ classes;
benign and malignant, with higher accuracy rates. Computer
aided diagnosis was achieved using three classification
algorithms to categorize the acquired data. Following that, the
classification efficiency was calculated and compared with the
outcomes of pathological tumor’s diagnosis; consequently, the
classification errors and receiver operating curves were
calculated using two MRI data sets; one dataset for training the
classifiers and the other dataset was utilized for testing.
Throughout this study, it will be demonstrated that the
proposed breast tumor classification technique has the potential
as a noninvasive early diagnosis tool. This may lead to earlier
and faster tumors characterization, and also may reduce the
number of unnecessary biopsies performed pathologically to
determine benignancy or malignancy; the applicable criteria
that follow.

Il. MATERIALS AND METHODS

In this research, the used training dataset was an online
imaging dataset made available for scientific studies. It was
published by the Cancer Imaging Archive (TCIA) [36] under
the Breast-Diagnosis collection [37]. Table | lists the mass
types included in this training dataset and their pathologic
diagnosis, as published in the clinical, pathology, and
radiologist reports [37]. A different MRI dataset was used for
classification testing purposes. This testing dataset was
previously acquired from different health care faculties, where
tumors diagnosis was also verified with histopathology, as it
was used in a previously published study of the research team
[38]. The dataset included 186 tumor images, as listed in
Table I, and their biopsy results were also available.

TABLE I. PATHOLOGIC DIAGNOSIS OF THE EXAMINED CASES
Case Pathological Diagnosis (count)
Diagnosis | Training Dataset Testing Dataset
Fibroadenoma (27) .
. Fibrocystic Change (22) F!broader_\oma (43)
Benign . : Fibrocystic Change (15)
Fibrosis (25) Cystic Lesion (14)
Stromal Hyperplasia (8) y
Invasive Ductal Carcinoma (91) Invasive Ductal
Malignant | Ductal Carcinoma In Situ (19) Carcinoma (114)
Invasive lobular Carcinoma (35)
Total - .
Numbers Training Dataset Testing Dataset
Benign 82 72
Malignant | 145 114
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A. Generating Histograms

The presented analyses in this study focus on obtaining
tumor’s histograms and identify the important classification
features. Apparently, obtaining the whole image’s histogram
will degrade the classification overall accuracy by including
imaging features that represent the surrounding non-tumorous
tissue and healthy organs. Selection of the region of interest
(ROI); i.e., delineating only the tumor, is a common practice in
the routine radiology analysis. This is a particularly necessary
step in this study to exclude non-tumorous features from the
classification process.

Tumors’ locations and pathological diagnosis were already
determined in the training dataset’s pathological reports. This
information was used to manually select ROIs for all
independent breast tumors in the dataset. Fig. 1(a) and Fig. 1(c)
show selected ROIs for malignant and benign breast tumors,
respectively. Following that the histogram for the selected
image ROIs was generated for the least significant byte (LSB)
only; the reason for that will be explained shortly. The
corresponding histograms are presented in Fig. 1(b) and
Fig. 1(d), in which the horizontal axes represent gray scale
level variations, and the vertical axes represent the number of
pixels for a specific gray scale level.

After generating all tumors’ ROI imaging histograms, their
classifying features were then computed. The classifying
features were chosen to be ten histogram parameters. Those
parameters were used to describe the shape and profile of a
histogram. The ten histogram parameters were generally used
in similar studies found in the literature [15, 26, 34, 38, 39] that
aimed to differentiate tumors or identify various morphological
regions based on imaging data. The used histogram features
were: maximum, median, mean, mode, entropy, standard
deviation, kurtosis, skewness, 75 percentile and the 25
percentile values. Entropy measures the degree of uniformity
of a histogram. Kurtosis represents a measure of the histogram
general shape. Skewness represents a histogram’s data
asymmetry about the mean value. Percentile values represent a
value below a specified limit of the calculated histogram data.

Count

0 0 100 150 00 20
Gray Scale

(b)

] 100 150 200 2%
Gray Scale

(©) (d)
Fig. 1. MRI Imaging Examples of Breast Tumors’ ROI and their Least

Significant Byte (LSB) Associated Histograms: (a, b) Malignant Tumor; (c, d)
Benign Tumor.
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Statistically speaking, this study is an observational study,
with no control over the classification features. Statistical
testing was used to examine the classification significance of
the chosen histogram parameters/features. First normality test
had to be applied to select a suitable significance test. The
Jarque—Bera normality test was utilized to examine the features
normality. All features failed the normality test; therefore, the
parametric t-test could not be used and the non-parametric
Wilcoxon rank sum test was used instead. This test showed that
some features had a significant classification power, provided
that the alternative testing hypothesis of different features
distribution medians for the two classes (benign and malignant)
were different. Statistical significance level a of 0.05 was
considered throughout this study.

For both training and testing data sets, only Short TI
Inversion Recovery (STIR) MRI imaging were examined,
which is an imaging procedure that aims at highlighting the
breast mass’s morphology and facilitates visualization of
tumor’s heterogeneity. Each pixel of the studied MRI images
consists of two bytes; least significant bytes (LSB) and most
significant bytes (MSB). Two types of histograms were
generated: histograms based on the whole pixel size; LSB and
MSB, and histograms based using LSB only. As shown in
Table 11, the number of significant histogram features using the
full pixel size were only 6, compared to 8 significant features
when using the LSB. Kurtosis and skewness were the
additional significant features in the second case. For the full-
length histograms, the mode was the most significant feature
with P value of 0.0026, while for the LSB case, skewness was
the most significant feature with 8.35E-05 P value.

Evidently, features based on the LSB histograms would
provide more classification power between the two tumor
types. The LSB’s histogram information may have magnified
the tumor’s image heterogeneity and adherence pattern with
the surrounding normal tissue. Fig. 1 shows benign and
malignant examples along with their LSB histograms. The
malignant LSB histogram has a greater content of low pixel
values, in contrast to the benign LSB histogram that has larger
content of high pixel values that has been truncated in the
calculation of the LSB histograms. Therefore, this interesting
and useful effect was encouraging to proceed the classification
process using LSB histograms rather than full pixel length
histograms, which according to my knowledge, has not been
reported before.

B. Data Classifiers

Three classifiers were exploited to automatically categorize
the examined images as either malignant or benign, according
to the corresponding histogram features. The used classifiers
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were the discriminant analysis (DA), K-Nearest Neighbor
(KNN), and Random Forest (RF) classifiers. The 227 data
points were utilized to train and validate the three classifiers,
judged by their consequent resubstitution error, and the leave-
one-out analysis. The three classifiers were chosen for their
popularity, implementation simplicity, and prior use in similar
applications [40-42].

The DA classifier tries to find a combination of the
classifying features that divides the two disease main classes;
benign and malignant. The discriminant analysis as a
parametric method, attempts to estimate a categorical or
grouping dependent variable based on a number of continuous
independent variables; i.e. predictor variables using a
preselected discriminant function. The dependent variable in
our application was the tumor diagnosis outcome, while the
independent variables were the MRI imaging features.
Previous studies show that this classification method has
shown an acceptable classification performance, even with
inappropriate features selections [41, 43].

KNN is a nonparametric classification method. A data
point is classified according to the distance between it and its
neighbors in the feature space, with the point being assigned to
a class that is closest to its K nearest neighbors. The main
parameter controlling the performance of such classifier is the
number of neighbors, K. A common tradeoff in selecting the
right value of the parameter K exists, where larger K values
make classification outcomes less vulnerable to the effect of
noise or data outliers but results in less distinct classification
boundaries. On the other hand, lower values of K produce
uneven and irregular classification boundaries [44]. Therefore,
the classification analysis was repeated in the training phase for
different values of the K parameter, and the resultant
classification error was reported accordingly.

The third used classifier in this study was the RF which is
also a nonparametric classification method. In this method, a
group learning model is constructed using a large number of
decision trees. Classification is performed according to the
mode of the decision trees. Classification trees have the
advantage of making a good fit to the training data [45, 46].
The main parameter in this method is the number of trees T
used to build the classification model. Therefore, the
classification analysis was repeated in the training phase for
different values of the T parameter, and results were compared
at each selected value. It is worth mentioning that it has been
reported by Lin and Jeon [47], that a relationship exists
between RF and KNN methods, where both belong to the
weighted neighborhoods schemes.

TABLE Il.  STATISTICAL TESTING OF HISTOGRAM CLASSIFICATION FEATURES USING TWO IMAGING PIXELS SIZES
P-values based on LSB+MSB # Significant
Entropy Max Median Mean STD Mode Kurtosis skewness prctile75 prctile25 features
0.1077 0.0135 0.013 0.0034 0.59 0.0026 0.1077 0.4112 0.0125 0.0063 6
P-values based on LSB
Entropy Max Median Mean STD Mode Kurtosis skewness prctile75 prctile25
0.847 0.0468 1.34E-04 0.0071 0.327 0.0251 1.47E-04 8.35E-05 1.71E-04 0.0011 8
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After training each classifier using the training MRI
dataset, the associated resubstitution error was calculated.
Additionally, leave one out analysis (LOO) was performed as a
validation step. In leave one out analysis each classifier was
trained on the whole data set except for one data point, and
classification was then predicted for this data point. This
process is repeated until all points were diagnosed based on the
model generated using the other trained data points. Both
resubstitution and LOO analysis data were used to select the
classifiers’ parameters that generate the lowest false negative
error with a high level of accuracy. Achieving low false
negative errors is very crucial, as misclassifications of positive
malignant tumors are so severe, as they lose the early detection
and treatment privileges.

Following training, testing of the classification model
follows using another independent dataset that consists of 186
testing images. Classification accuracy and receiver operating
characteristic (ROC) curves were plotted for each classification
model and analyzed accordingly. A flowchart summarizing the
tumor’s classification process is shown in Fig. 2.

Training Dataset

I |
MRI Training : |
Dataset : Resubstitution :
Acquisition I \& LOO Analysis |
I 1
Tumor’s ROI I |
Selection _Jr_)_ Create & Train 1
" Models :
I |
Histograms IR -
Generation

I AREEhE ELEEEEE .
| 1
Features : Test Classifiers :
Calculation I 1
| 1

|
‘]’ I / Classification :
Feed into I Accuracy 1
Classifiers : Results :
I 1
' Testing Dataset :

Fig. 2. Flow Chart of the Breast Tumor’s Classification Process.

Il. RESULTS

Application of the described approach resulted in labeled
histogram data points. The points were used for training and
evaluation of the three classifiers. The classifiers where then
tested, and classification was found to be significant, with
different efficiencies according to the used classifier, as will be
shown in the following subsections.

A. Classifiers Training Evaluation

1) DA classifier: Five DA discriminant functions were
evaluated and the results of resubstitution error and leave one
analysis are shown in Table IlIl. The table lists the True
Negative (TN), True Positive (TP), False Negative (FN) and
False Positive (FP) values for each discriminant function.
Sensitivity, specificity, and accuracy values are used to
determine the classifier’s performance. The sensitivity value
provides a very important indication, as higher sensitivity
values point out the classifier’s ability to identify malignant
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tumors as malignant. It is ideal to have a false negative value
of zero (sensitivity of 1). The Positive and Negative
Likelihood Ratios (PLR and NLR respectively) are also
reported in Table Ill. It is desirable to have a classifier with
higher positive likelihood ratio > 2 and NLR < 0.5 for a better
discriminatory classification [48].

From the table, it is evident that the Mahalanobis
discriminant function provides satisfactory classification
results with high sensitivity and low NLR reflecting the low
possibility of producing false negative errors. Although the
other functions provided a lower FP error, yet the severity of
FN errors is much higher than FP errors.

2) KNN classifier: The KNN classifier was trained using
the standard Euclidean distance metric. This classifier requires
determination of the number of neighboring points; K
parameter, to be included while creating the model decision
boundary. A good value of K would provide a suitable
compromise between the classifier’s sensitivity to noise at low
values of K form one hand, and the reduced classification
accuracy at high values of K on the other hand. Therefore,
different K values were examined, as shown in Fig. 3.

In Fig. 3, both the resubstitution and LOO analysis were
performed for K values ranging from 1 to 100, to explore any
potential useful values of K. Only the classification accuracy is
being graphed to show the overall performance of the
classifiers, but specificity and sensitivity are also reported and
analyzed in Table 1V. The resubstitution accuracy profile in
Fig. 3(a) shows a rapid accuracy decline as K increases with a
small peak that appears at K=15, then the curve declines again
until it settles at an accuracy of 79% approximately. The LOO
accuracy profile in Fig. 3(b) shows two peaks at K=5 and
K=15, then the curve settles at about 79 % accuracy level.
From both curves, it is rational to select the value of 15 rather
than 5, to make the model more generalized and less sensitive
to data outliers and data irregularities. For this value of K = 15,
an overall training classification sensitivity of about 85.5% was
achieved with a low NLR; which is an indication of a low
possibility of producing false negative diagnosis.

3) Random Forest Classifier: In this classifier, the main
parameter is the number of trees (T) composing the forest. The
resubstitution and LOO analyses were performed for T values
from 5 to 300, to explore potentially useful T values, as
illustrated in Fig. 4. The resubstitution accuracy profile shown
in Fig. 4(a), exhibits a steady accuracy of 100% for T values
larger than 40 trees. The LOO profile in Fig. 4(b) shows
accuracy fluctuations around the 79% accuracy level for
almost all values of T. It can be noticed from the figure that
the resubstitution error is infinitesimal and only occurs for
small tree numbers. Nevertheless, the LOO analysis reveals
the actual performance of the RF algorithm when data points
not included in the training are tested, which indicates a model
overfitting effect. Based on these results, a classifier with a
decision trees number T of 100 was chosen for further testing,
and the corresponding training evaluation calculations are
listed in the second section of Table IV.
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TABLE IIl.  TRAINING AND EVALUATION OF THE DISCRIMINANT ANALYSIS CLASSIFIER USING DIFFERENT DISCRIMINANT FUNCTIONS
A- Resubstitution Analysis
Discriminant function TN TP FN FP Count Sensitivity | Specificity | Accuracy PLR NLR
Mahalanobis 52 137 8 30 227 0.945 0.634 0.832 2.583 0.087
Linear 56 134 11 26 227 0.924 0.683 0.837 2914 0.111
Diagonal Linear 68 106 39 14 227 0.731 0.829 0.767 4.282 0.324
Quadratic 73 107 38 9 227 0.738 0.89 0.793 6.723 0.294
Diagonal Quadratic 72 81 64 10 227 0.559 0.878 0.674 4.58 0.503
B- Leave One Out Analysis
Discriminant function TN TP FN FP Count Sensitivity | Specificity | Accuracy PLR NLR
Mahalanobis 52 136 9 30 227 0.938 0.634 0.828 2.564 0.098
Linear 54 133 12 28 227 0.917 0.659 0.824 2.686 0.126
Diagonal Linear 68 104 41 14 227 0.717 0.829 0.758 4.20 0.340
Quadratic 69 107 38 13 227 0.738 0.841 0.775 4.655 0.311
Diagonal Quadratic 72 81 64 10 227 0.559 0.878 0.674 4,580 0.503
TABLE IV. EVALUATION OF THE KNN AND RF CLASSIFIERS’ TRAINING PERFORMANCE
‘ TN ‘ TP ‘ FN ‘ FP ‘ Count ‘ Sensitivity ‘ Specificity ‘ Accuracy | PLR ‘ NLR
KNN Resubstitution Analysis
K =15 |62 |16 |19 [20 227 | 0.869 | 0756 | 0828 | 3563 [ 0473
KNN Leave One Out Analysis
K =15 BEEERNERE 227 | 0841 | 0.744 | 0.806 | 3285 [ o213
RF Resubstitution Analysis
T=100 (82 |15 |0 o 227 E E E | inf 0
RF Leave One Out Analysis
T=100 ENERERE 227 | 0876 | 0707 | 0815 | 2003 [ o176
1 16
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Fig. 3.

Values of K Parameter using LOO Analysis.

KNN Classifier: (a) Training Accuracy for different VValues of K
Parameter using Resubstitution Analysis. (b) Training Accuracy for different

Fig. 4. Random Forest Training Evaluation: (a) Training Accuracy for
different Values of T Parameter using Resubstitution Analysis. (b) Training
Accuracy for different Values of T Parameter using LOO Analysis.
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B. Classifiers Testing Evaluation

One contribution of this study is exploitation of trained
classification models to classify an entirely different testing
dataset that was not included in the models training. No further
tuning or post processing was applied on the models, and
testing was performed directly resulting in the following tumor
diagnosis outcomes.

1) Testing DA classifie: A summary of DA testing
outcomes is presented in Table V. The DA classified the
tumors with a sensitivity of 99.0%, specificity of 87.8%, and
accuracy of 94.1% with a very low NLR ratio.

2) Testing KNN classifier: The KNN classifier testing
results are summarized in Table V for the same K value used
in the training process. The testing accuracy of the algorithm
was calculated for all values of K; from 1 to 100, as shown in
Fig. 5(a). Two accuracy peaks appear at 15 and 23 and giving
the same exact classification accuracy.

It is apparent that the KNN has a very close performance to
the DA classifier, yet the sensitivity measure was found to be
better using the KNN, as the calculated NLR was almost zero
with no FN errors.

Classification Accuracy

0 20 40 60 80 100
K Parameter
@
085

080+

075 ¢ R l

Classification Accuracy

1] 50 100 150 200 250 300
T Parameter

b)
Fig. 5. (a) Accuracy of Classification Testing for all Values of K Parameter
for the KNN Classifier. (b) Accuracy of Classification for all Values of T
Parameter for the RF Classifier.

3) Testing random forest classifier: The RF algorithm
tumor categorization outcomes were summarized in Table V
for the same T value used in the training process. Once more,
the testing accuracy of the algorithm was calculated for all
values of T; from 5 to 300, as shown in Fig. 5(b). The
accuracy profile does not show specific peaks or range of T
values with higher accuracy levels. A fluctuating, yet steady
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performance is noticed for T values of more than 25, around
the 77.5 % accuracy level. Yet, a sensitivity level of only 76%
was noted, as the classifier failed to correctly categorize 25
malignant tumors. The RF testing profile is very similar to the
RF LOO training profile. This observation is interesting, as it
shows that the RF classifier performance can be accurately
predicted based on the LOO training curve profile.

To compare the three classifiers’ performance at the
selected classification parameters, a combined ROC curve was
plotted in Fig. 6. It is clear that the DA and KNN classifiers are
superior to the RF classifier, in terms of sensitivity and
specificity. The areas under the curves (AUC) were 0.956 and
0.953 for the DA and KNN, respectively, indicating a very
good and significant classification performance. The AUC
value for the RF model was calculated to be only 0.845
reflecting a moderate classification performance.

1

-

True positive rate
o
(5.

—— DA AUC =10.956
===KNN AUC =0.953
""" RF AUC =0.845

0 0.2 0.4 0.6 0.8 1
False positive rate

Fig. 6. ROC Curves showing Performance of the Three Breast Tumor
Classifiers.

IV. DISCUSSION

In this article, breast tumor classification methods based on
MRI LSB histogram parameters were demonstrated. The
selected histogram features were used to train three different
machine learning methods as tumor classifiers, and their
corresponding performances were compared. Previous studies
in the literature used histogram parameters to characterize
breast cancer and its response to therapy [27, 41, 49-51]. Their
main goal was finding the statistical significance of histogram
features to categorize the examined breast tumors, yet the
usage of machine learning techniques for such a purpose was
limited in the literature. The study reported by Vidi¢ and
coworkers presented a support victor machine algorithm to
evaluate breast tumors classifications [50]. Although the
authors showed an overall classification accuracy of up to 0.96,
they reported only accuracy values without considering
specificity nor sensitivity ratios, therefore, no information were
provided about false positive or negative classification errors.
Lee and associates reported five machine learning algorithms
to predict prognostic biomarkers of breast cancer [51]. The
authors reported an AUC value of 0.8 using a random forest
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model, which is quite close to the RF AUC value we report
herein, although higher AUC values were achieved using other
algorithms, as demonstrated in the paper in hand. Additionally,
usage of histogram features calculated using only the LSB
imaging pixels has never been reported, according to my best
knowledge, which have shown more significant differences
between benign and malignant tumors. This effect can be
explained as follows: important information pertaining to the
tumor’s heterogeneity, adherence to the surrounding normal
tissue, and response to magnetic excitations may have been
emphasized in the image’s low gray scale values, due to the
scanning nature of STIR MRI sequence that suppresses the
fatty normal tissues, i.e., it nulls the signal from fat.

Herewith, two different breasts MRI dataset were
exploited: one for training the classifiers and the other for
independently testing them. One main contribution in this
study is the application of a trained machine learning method
on a totally different dataset from a different source. This
strengthens the hypothesis that the described methods are
generalized classification methods that could be efficiently
used to classify any given STIR MRI breast tumor images.
Furthermore, the described methods can be easily repeated and
validated by other research groups on their own datasets.

Statistical analysis of the selected histogram features
showed skewness as the most significantly different parameter
between benign and malignant tumors, with a P value of
8.35E-05. In general, skewness represents the shape and
asymmetry of a given histogram. Based on the training MRI
dataset, the average skewness value for the benign images was
5.866, while for the malignant tumors the value was 2.001;
approximately 3 folds. This indicates that benign histograms
were quite asymmetric around the mean and more right-
skewed towards the higher image pixel values as compared to
malignant histograms.

As mentioned earlier the selection of the three classifiers
was based on their inherent implementation simplicity and
prior use in similar applications [40-42]. The aid of machine
learning algorithms to improve diagnostic accuracy is of
significant interest and utility, as human interpretation of MRI
breast data is neither 100% sensitive nor 100% specific. Even
though the DA algorithm assumes a multivariate normal
distribution between the used features, which is not the case
here, yet it was successful in categorizing the testing tumors
data. It has been reported that violations of the normality
assumption can be permitted in certain cases, and the algorithm
outcomes can still be considered reliable, given that the non-
normality violations are not caused by data outliers [52]. The
other two algorithms; KNN and RF, do not assume normality
for the input data points.

The KNN classifier was also very successful and specific in
classifying the examined breast tumors. Selection of a certain
K parameter was a compromise between good classification
performance and robustness against noise and data outliers.
Optimization techniques can be used to find the optimum KNN
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parameters by minimizing the cross-validation loss error.
Readily available hyperparameter optimization methods
(MATLAB, The MathWorks Inc., Natick, Massachusetts, US)
was attempted using the training data and tested as well using
the testing dataset. The optimization process recommended
using the Spearman distance function (instead of the standard
Euclidean method used throughout this study) and a K value of
38. In this case, the classification error occurred only for 1 FP
and 1 FN data points out of the 186 testing points (sensitivity
of 99% and specificity of 98.8%), which is a remarkable
classification performance. Yet, the goal of this paper is to
demonstrate the feasibility of using different machine learning
techniques to categorize breast tumors and compare between
their performances in a pilot study. The task of finding an
optimal classifier for that purpose would need more
investigation and testing using larger datasets, which is
considered future work.

The DA and KNN classification performance metrics
showed significantly better outcomes in categorizing testing
data over the training data. Training outcomes showed an
accuracy of approximately 83%, while testing data showed
about 94% accuracy; more than 10% of accuracy increase. This
effect can be explained by the fact that the training dataset was
larger and more diverse than the testing dataset. As
demonstrated in Table I, the training dataset included 227
independent images with 7 different tumor types, while the
testing dataset included 186 images showing 4 types of
common breast tumors. The training dataset included more
tumor types, however, some of them were uncommon and rare
tumor types, such as stromal hyperplasia and Ductal
Carcinoma in Situ [53, 54]. The trained algorithms used a more
generalized data than the testing data, which was the main
cause behind the accuracy differences between the two
situations. The lack of a more generalized testing dataset is
considered another limitation of this study. Despite the
encouraging results that have been shown in this study, testing
the developed classification methods on a larger and more
diverse MRI dataset is an ongoing work.

The RF algorithm had though a moderate classification
performance with an utmost accuracy ratio of 80%. It has also
the disadvantage of being expensive regarding the
computational time. RF LOO analysis was completed in
approximately 70 minutes to run using MATALB (The
MathWorks Inc., Natick, Massachusetts, US) on a modern
computer (Windows 10, 10th Generation Core 15, 2.11 GHz,
16GB RAM), while DA LOO and KNN LOO were completed
in 2 and 6 seconds, respectively. Nevertheless, this method’s
testing performance may be directly predicted from the training
LOO data analysis, as the RF algorithm behaved in a very
similar and consistent way in both cases, with slight accuracy
degradation under the testing mode. This was clear from the
demonstrations in Fig. 4(b) and 5(b). Another interesting
observation is that the three unoptimized algorithms had very
close specificity ratios though; 87.8 for DA, 87.8 for KNN and
85.4 for RF, respectively.
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TABLE V. TESTING RESULTS FOR THE BREAST TUMOR’S CLASSIFICATION USING THE THREE ALGORITHMS
Algorithm Parameter ‘ TN ‘ TP ‘ FN ‘ FP ‘ Count ‘ Sensitivity ‘ Specificity ‘ Accuracy ‘ PLR ‘ NLR
DA Algorithm
Mahalanobis |72 Jw3 |1 |10 [1s | 0990 | 0878 | 0041 [ 8121 | oom
KNN Algorithm
K=15 |72 Jwe Jo |10 [1se E | 0878 | 0.946 | 82 B
RF Algorithm
T=100 |70 [79 J25 |12 [1s | 076 | 0854 | 001 | 5101 | 0282

V. CONCLUSION AND FUTURE WORK

New breast tumors’ classification methods based on MRI
imaging were presented. The methods showed the potential to
provide more accurate tumor’s diagnosis non-invasively and
timely efficient. This method may provide an alternative
approach to the unnecessary biopsy procedures routinely
performed to verify a breast tumor preliminary diagnosis. From
the demonstrated results, it has been shown that the
discriminant analysis and K nearest neighborhood methods can
provide good tumor categorization performance with a
significant sensitivity and accuracy levels. The random forest
method proved to provide a moderate degree of classification
accuracy, however, it showed consistent outcomes in both the
training and testing data. The reported least significant byte
histogram-based algorithms may be applied on other tumor
types, but this requires further investigation to prove being
valid. Future research projects include applying the described
methods on larger and diverse STIR MRI imaging datasets to
find an optimized tumors classification scheme.
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Abstract—The total losses through online banking in the
United Kingdom have increased because fraudulent techniques
have progressed and used advanced technology. Using the history
transaction data is the limit for discovering various patterns of
fraudsters. Autoencoder has a high possibility to discover
fraudulent action without considering the unbalanced fraud class
data. Although the autoencoder model uses only the majority
class data, in our hypothesis, if the original data itself has various
feature vectors related to transactions before inputting the data
in autoencoder then the performance of the detection model is
improved. A new feature engineering framework is built that can
create and select effective features for deep learning in remote
banking fraud detection. Based on our proposed framework [19],
new features have been created using feature engineering
methods that select effective features based on their importance.
In the experiment, a real-life transaction dataset has been used
which was provided by a private bank in Europe and built
autoencoder models with three different types of datasets: With
original data, with created features and with selected effective
features. We also adjusted the threshold values (1 and 4) in the
autoencoder and evaluated them with the different types of
datasets. The result demonstrates that using the new framework
the deep learning models with the selected features are
significantly improved than the ones with original data.

Keywords—Financial ~fraud; online banking; feature
engineering; unbalanced class data; deep learning; autoencoder

I.  INTRODUCTION

As the online payment system advances, fraud schemes
have shifted from physical fraud actions using ATMs into an
advanced technique that uses digital banking accounts.
Unauthorized remote banking fraud is formed by three
categories: Internet banking, telephone banking and mobile
banking. A fraudster accesses a customer’s bank account
through these remote banking channels and steals money by
making an unauthorized money transfer from the account. UK
finance announced that total losses through remote banking in
the United Kingdom have increased and reached £197.3
million in 2020, 31percent higher than in 2019. The annual
number of cases of internet banking fraud and mobile banking
fraud has been growing rapidly from 32,721 cases in 2019 to
66,150 cases in 2020. Other financial fraud losses such as
payment cards and cheques decreased from £470.2 million to
£452.6 million [1].

The fraud Detection System (FDS) used by many financial
institutions, has not caught up with the advancement in
fraudulent schemes on remote banking. To address constant

changes in fraud behavior, some financial industries employ
machine learning (ML) methods in FDS [2, 3], but it is still
challenging to reveal new fraudulent behaviors by applying
ML to raw data only.

Financial transaction data is also very unbalanced because
legitimate transactions account for 90% and above of all
transaction data and only less than 10% of the rest of the data is
fraud. It is difficult to find fraudulent patterns out for ML
algorithms specifically for supervised learning.

In the new feature engineering framework published in
[19], we created and selected the effect features for fraud
detection models built with ML algorithms: We selected
Support Vector Machine (SVM) and Isolation Forest (IF) as
fraud detection models.

Throughout this research, we apply the feature engineering
framework on remote banking data for deep learning with the
experimental dataset being provided by a European private
bank.

Deep learning has been popularly used for image, audio
and video recognition in terms of coping with big data in
depth. It learns by dividing input data into a plurality of
segmented data patterns through many hidden layers. Recently,
it came to be used for classification issues such as fraud
detection in the financial area. The original concept of deep
learning will be traced to studies of artificial neural networks
(ANN). Autoencoder is a type of ANN, an unsupervised deep
learning algorithm [4]. It learns how to compress and
decompress input data for representation of the original input
data and consists of three layers: Encoder, latent (hidden) layer,
decoder (Fig. 1). It discovers specific features from the given
data during the process of data compression, also known as
dimensionality reduction, and how to map the compressed
features to the latent layer. The autoencoder finds out how to
reconstruct the input data from mapping the features. The most
advantage of using autoencoder for financial fraud detection is
that autoencoder does not need fraudulent transaction data to
learn fraud patterns. As mentioned above, the proportion of
fraud transaction data is very little whereas the number of
legitimate transaction data is very large. It is difficult to keep
track of new fraudulent behavior and state-of-the-art fraud
schemes from a few fraud samples because fraudulent actions
are not carried out by one person. On the other hand, legitimate
transactions are carried out by the same customer who holds
his or her own bank account or credit card. Autoencoder can
reconstruct customers’ behavior patterns by learning from
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specific features among large history transaction data.
Autoencoder models judge fraudulent data by using loss
function with mean squared error (MSE) that measures the
error distance of variables in specific features between the
learnt data and new input data. There are some related studies
of fraud detection using the autoencoder model [5, 6, 7, 8] and
they chose autoencoder techniques from the perspective of
coping with unbalanced transaction datasets. They commonly
use two popular techniques of feature engineering, which are
principal component analysis (PCA) and standardization. PCA
is a technique of dimensionality reduction and uses orthogonal
transformation that computes covariance matrix which
represents the correlation between two variables. Unlike
machine learning models, deep learning is essential for data
processing standardization as it standardizes and weight each
attribute to measure how much specific features influence.

Standardization is an essential data processing for using
deep learning because deep learning multiplies each attribute
and sets the weighting coefficients. Deep learning has not
implemented feature engineering on input data from the point
of view of adding latent data patterns.

QO—0
° Encoder Code Decoder

Hidden Layer

0000600

Input Layer Ouput Layer

Fig. 1. Autoencoder with Hidden Layer.

In this paper, we propose a new feature engineering
framework that newly creates features using feature
engineering methods of feature aggregation and feature
transformation and selects effective feature candidates for deep
learning. In the experiment, the autoencoder is used for
building a fraud detection model and verifying the effect of the
paper. The rest of the paper is structured as follows: Section 2
reviews the recent development of feature engineering in
financial fraud detection for deep learning. Section3 develops a
new feature engineering framework that combines feature
creation and feature selection processes, and section 4
introduces an autoencoder for fraud detection. Section 5
presents the experimental remote banking dataset, and the final
section demonstrates a simulation of the framework for the
deep learning model. Finally, section 6 presents results,
discussions, and future work.

The main contribution of this study is around improving the
accuracy of fraud detection models through using the
engineered features produced with the framework, which are
the combination of creation and selection processes.

Il. RELATED WORK

Until several years ago, the credit card was the great
majority of transaction methods in financial services at ATMs,
shops, and online shopping. In recent years, remote banking

Vol. 12, No. 12, 2021

has also become a popular method for transferring money and
at the same time, financial fraud losses through remote banking
exceed fraud losses of using credit cards according to a report
by UK finance in 2021 [1]. Despite the increase of the
fraudulent cases of remote banking, there are still very few
studies on using feature engineering for deep learning in
remote banking.

A. Feature Engineering Framework for Financial Fraud
Detection

There exist some similar works of feature engineering
framework for financial fraud detection in [9,10,11,12] and
they all use feature aggregation methods to create behavior
attributes that reveal latent fraudulent patterns. J.S. Kalwihura
et al. [11] and Zhang et al. [10] use the HOBA feature
engineering methodology which groups into homogenous
fraudulent patterns by using feature aggregations based on
recency, frequency and monetary (RFM) for insurance fraud
detection. The RFM is for behavior analysis which is popularly
used in the marketing area. Feature aggregation methods in
HOBA feature engineering consist of four aggregation
categories related to behavior analysis based on a defined
period during a transaction. HOBA also comprises a feature
selection method which is a bootstrapped ensemble of bagged
trees to select a subset of features from original data. They
select random forest as an experimental model which
demonstrates a 56.2% increase in the F1-score compared
against the original data. Y. Lucas et al. [9] suggest using a
feature engineering framework based on multi-perspective
Hidden Markov Models (HMMs) for credit card fraud
detection. The history of credit card transactions has the card
holder’s habits of the timing or the place of using a credit card
in the last 24h. HMM is a sequence classification model which
considers the sequential properties of transaction data. The
multi-perspective HMMs categorize a symbol on transactions
such as “merchant and amount”, “timing”, “fraud or
customer”,” genuine” and observe each symbol as the
sequential event on transactions. The HMMs calculate the
likelihood of sequences of observed symbols and create
features of each event. To measure the effectiveness of the
addition of the HMM features, they use perspective, recall and
AUC metrics, and random forest as an experimental model.
Consequently, the use of the HMM-based features improved
the precision-recall AUC of the random forest model
significantly compared with the use of the original features
only. All the above studies have demonstrated the impact of
using feature engineering methods on data with improved
performance of machine learning models. In their works, they
focused only on the feature aggregations side to reveal latent
fraudulent patterns. A. Nagaraja et al. [14] introduced an
approach for any network anomaly detection using feature
transformation based on mathematical methods. They use
feature clustering based on the Gaussian distribution function
and a k-Nearest Neighbours (KNN) classifier as a detection
model for finding the similarity between observations. The
distribution function provides the equivalent deviation and
threshold values to carry similarity calculation, and then the
distance function of KNN measures the distance of the
transformation features and determines if the input is fraud or a
legitimate value. Using transformation features improves the
detection accuracy in comparison with using the raw data only.
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In the new framework [19], we use feature aggregation and
feature transformation jointly to create important feature
candidates. R. Wedge et al. [15] suggest Deep Feature
Synthesis (DFS) that creates new attributes for machine
learning models of credit card fraud detection using the
relational structure of the dataset. In the processes of DFS, both
feature aggregation and transformation methods are used to
create new features using attributes of the related transactions.
For instance, they applied the Hour in transaction time to
determine when a transaction has occurred during the day and
use statistical methods i.e., average, mean, sum and standard
deviation to express the user behavior on the transaction time
base. Timestamps in transactions are significant processes in
DFS to compute features of every month and within 24 hours.
Eventually, they generated 237 features (over 100 behavioral
pattern features) for each transaction and reduced the false
positive rate by 54%. However, in their study, they use all 237
generated features which may cause overfitting if the number
of the training data is not enough.

In the work described in [19], we used the engineered
features created through using the feature engineering
framework which has improved the performance of machine
learning models.

In this paper, we make use of the new feature engineering
framework for deep learning, specifically for autoencoder
neural network models.

B. Fraud Detection using Autoencoder Neural Network

Fraud transaction data is always imbalanced and needs to
be carefully handled while using machine learning algorithms.
Popular methods of coping with imbalanced datasets are
oversampling and undersampling which are techniques to
balance the class distribution. Oversampling is utilized to
synthesize new samples of fraudulent classes but, it will take in
noise. Undersampling removes samples from the majority class
in the trained dataset but, it may remove useful information or
important data. Autoencoder is good for coping with
imbalanced datasets without considering the minority class
issue because it only uses majority class samples. Some
research for credit card fraud detection uses an autoencoder
model [16, 17, 18]. P. Jiang et al. [16] designed a six-layer
autoencoder for the dataset and selected SoftMax with cross-
entropy as the loss function for final classification to detect
credit card fraud. The autoencoder model improved the
classification accuracy of the fraud class when the threshold
was equal to 0.6. A. Pumsirirat et al. [17] used deep learning
based on auto-encoder and restricted Boltzmann machine for
credit card fraud detection because fraudsters gain new
technology that enables them to steal money from customers.
Their autoencoder applied backpropagation by setting the input
data equal to the output data. Restricted Boltzmann machine
can reconstruct legitimate transactions to discover fraudsters
from legitimate patterns and holds two layers, input layer and
hidden layer. They used the library of TensorFlow to
implement autoencoder and restricted Boltzmann machine. The
number of studies of financial fraud detection using
autoencoder is not a few, but almost all studies use only raw
data as the input data for autoencoder. They do not apply
feature engineering methods to the raw data.

Vol. 12, No. 12, 2021

I1l. FEATURE ENGINEERING FRAMEWORK FOR DEEP
LEARNING MODEL

The main contribution of the new framework lies in joining
two processes of feature creation and feature selection (Fig. 2).
Whether machine learning or deep learning algorithms are
selected, the processes of feature creation and feature selection
in the framework remain the same. In the case of feature
creation for deep learning, it is necessary to standardize
variables in all features before building a model.

Feature Creation Processes Component Feature Selection Processes Component
Implementation of Feat
Data Pre-Preparation mpemi a’lonz’) sate Feature M Perf M
i Feature Calculate Deep Learning
Data Integration i ] )
Aggregation Correlation Deep j Model 1
l l l Learning
Deta Modelng Feature ' ' Drop Hrithm \1 Deep Learning
Transformation High Correlated Model 2
Groupby Customer Standaradizston Measure | Performance
D Feature Imp | W by
| I | e
PCA Raw Selent Recall
Data Cleaning (Dimentional Dataflus i e Percision
) _y| Created Effective Features
Reduction} Features F-measure

Selected
Features

Fig. 2. Feature Engineering Framework.

A. Feature Creation Processes

In the feature creation component, there are two categories:
data preparation and implementation of feature engineering.
Data preparation contains four processes before the data are
ready for implementation using feature engineering methods.
The raw data collected from various sources are not clean and
need to be maintained by handling missing data and unifying
data formats. After the data preparation is made, feature
aggregation and feature transformation are sequentially carried
out. At this point, a first feature set candidate including all
features which include newly created features and original
attributes are prepared.

1) Feature aggregation based on customer behavior:
Feature aggregation represents a customer’s behavior when an
online transaction occurs. Based on a unique customer ID,
some action attributes e.g., amount, time, access device and
network information are aggregated. Aggregation increases the
dimensions that can express the data pattern in more detail. The
created features by these aggregations represent latent
customers’ behavior from various angles of data. Table I
describes some attribute candidates which can be aggregated
with other action attributes for creating individual customer’s
journeys via online banking.
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TABLE I. FEATURE AGGREGATION

Attributes Combinations

- Days since the last transactions

- Hours since the last transactions

- Minutes since the last transactions

- Days since the last access by same device

- Hours since the last access by same device

- Minute since the last access by same IP address
Time - Hours since the last access by same IP address

- Days since the last event type occurred

- Hours since the last event type occurred

- Days since the last transaction occurred from specific
location/ATM

- Hours since the last transactions occurred from specific
location/ATM

IP Address - IP address of access device since last transaction

- Amount of the last transaction

- Amount of the last transaction from specific
location/ATM

- Amount of the transaction via IP address

Amount

Channel - Channel type when each event is occurred

- Event type accessed via IP address

Event Type - Event type accessed by a specific device

2) Feature transformation based on mathematical
functions: There are some available mathematical functions
and equations to transform a single attribute into other
dimensions by mapping data. The purpose of using
transformations is to generate features that discover
implications in a given data from mathematical functions i.e.,
scaling (standardization), log transformation, binning, linear
combination, count, on numerical attributes. Some of the
functions which are used in the framework are described
below:

a) Confidence Interval Formulas
Confidence interval (CI) is a statistic estimation formula
that uses the normal distribution for observing a point estimate
by calculating maximum, minimum, median, and mean.
b) Standard Deviation

Standard deviation is a method of scaling the values based
on z-score which calculates the following equation:

L, (Xi—X)?

Standard Deviation = T Q)
Where:
X; = Value of each data point
X = Mean
N = Number

¢) Logarithm Transformation Formula

Log transformation is one of the popular transformation
methods used to cope with skewed data because it can remove
skewness adapting the formula below.

x; = log(x;) 2
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x; =log(x; + 1) in case value can be zero (3)
xi
x; = sgnxloglxl =7~ loglxi
l
in case value can be negative 4)
x; =log(x; +/xZ? + 1) (5)

generalized log transformation

d) (Linear) Regression Function

This function adapts the concept of linear or multiple
regression which classifies the data by fitting two or more
attributes to determine the best line. Applying regression helps
to discover a mathematical equation for adjusting the data and
smoothing out the noise (Fig. 3).

The equation: Let Al, ...... , An be n matrices having
dimension K x L.
v
Y1
Yl . y=x+l
|
. .
Xl X

Fig. 3. Linear Regression Function.

B = a1A1+. . +anAn (6)

e) Clustering (K-Means)

The clustering is to group a set of spots into clusters based
on a measured distance. Fraud will be recognised by locating
spots out from similar clustering (see Fig. 4). All customers are
classified into groups based on similar data patterns by using
the K-means clustering method. K-means is an unsupervised
learning algorithm that discovers the k number of clusters in a
dataset. The K number of clusters are grouped by similarities
based on a point at the centre of a cluster. All data are assigned
to the closest cluster.

Fig. 4. Clustering.
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f) Principal Component Analysis (PCA)

Principal component analysis (PCA) is an unsupervised
method to reduce feature dimensions from the original feature
dimensions but keeps the meaningful variation in the original
attributions. PCA explores correlations among the given data
and produces new aggregate variables which is a condensed
dimensional feature, called principal components (PC).

In Fig. 5, the left side (plot A) shows the original data on
the x-axis and y-axis. On the right-side (plot B), the 1st
principal axis in the PC1 pivot displays the largest norms. PC2
pivot shows the 2nd principal axis and is orthogonal toward the
pivot of PC1. The data in 2-dimension may be diminished to
one dimension with extruding each element on the PC1.

Plot 1A

Plot 1B
40~

1
1

1

i 1
20 !
1

L)
N . e, % 2a%0P
S R ¢
!
20~ 1
1
1
40~ i
-80 -40 0 40
X PC1

Fig. 5. Principal Component Analysis.

The mathematical approach of PCA is to maximize
variances by converting a sequence of values as it is expressed
in the following formula. Samples, X, X, ..., Xy € R, of the
variable X € R,, that was randomly selected.

1 . 1 . . 1 .
Vex = 3 2ima (X — S Ejo XX = S XL, X7 O
1 i 1 i
maXiq|=1 y ic1 (@ (X =~ X, X7))? = maxjg=1 @ Viea  (8)

Where a is eigenvector corresponding to the maximum
eigenvalue of a variance-covariance matrix of V.X; X;.

B. Feature Selection Processes

In the feature creation component work introduced above,
we created many additional new features. However, redundant
features that correlate strongly with other features might be
also included. Increasing high dimensional feature space
impacts the model performance and causes overfitting,
according to Mwadulo [13]. In the feature selection
component, there are two main parts for selecting appropriate
features from all features having both newly created features
and the original data. The first part is feature measurement. In
the feature measurement part, we calculate the correlation
coefficient and measure feature importance, and then drop
redundant features.

e Pearson Correlation Coefficient

When there are high correlations between two or more
explanatory variables in the dataset, multicollinearity exists and
will cause overfitting in a multiple regression model. The
correlation coefficient is a statistical method to measure the
degree of intensity of the relationship between feature

Vol. 12, No. 12, 2021

variables. In the framework, Pearson correlation is selected to
calculate the strength between two variables from different
types of correlation coefficients. The range of the strength
values of the correlation is expressed between -1 and 1. A
value of -1 indicates the perfect negative relationship between
the two feature values. On the contrary, a value of 1 indicates
the perfect positive relationship between the two feature
values. Values close to zero means weak or no relationship
between the two values (Table I1). The equation of the Pearson
correlation coefficient is shown below:

4 )
Pry = Cov(xy) 9)

OxOy
Where:
Pxy = Peason product-moment correlation coefficient
Cov (%, y) = covariance of variables x and y

a, = standard dviation of x

a, = standard deviation of y

TABLE Il.  BENCHMARK OF CORRELATION COEFFICIENT
Range of Correlation Interpretation
+09to + 1.0 Very high positive (negative) corrlation
+0.7to +0.9 High positive (negative) correlation
+0.5to0 +0.7 Moderate positive (negative) correlation
+0.3to +0.5 Low positive (negative) correlation
0.0to +0.3 No correlation

o Feature Importance Measurement

As an evaluation method of relevant features, we select
feature importance to measure the relative importance of each
input feature. Scores are calculated by finding a rate of
contribution indicating which features influence predictions. In
a decision tree model, every node indicates a status of how to
split values in an individual feature. The status depends on Gini
impurity or information gain in the case of classification. While
building a decision tree model, feature importance computes
how much a single attribute contributes to reducing the
weighted impurity.

IV. DEEP LEARNING ALGORITHM FOR FRAUD DETECTION
e Autoencoder

Autoencoders are unsupervised learning neural networks
that learn to encode input data to specific features by reducing
dimensions and discovering how the features can be
reconstructed and decoded to the original data. In order to
measure how well the input data can be reconstructed, a loss
function is calculated for updating different weights and
reducing the loss between the represented data and the original
data. Autoencoder uses unlabeled training data {x (1), x (2), x
(3), ...}, where x (i) € Rn and applies backpropagation to learn
how to approximate to a function h w, b (x) =~ x displayed in
Fig. 6. The output x" is similar to x.
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Pw,(X)

Fig. 6. Autoencoder.

There are three main layers of autoencoder: encoder,
hidden and decode.

a) Encoder Layer
An autoencoder model learns how to reduce dimensions of
input features and compress the given data into an encoded
representation.

b) Hidden Layer

This layer holds the compressed representation of the given
data and expresses the most compacted dimensional features.

c) Decoder Layer

The model learns how to reconstruct the compressed data
to the original data by using the loss function and calculates the
loss between the original data and the reconstructed data. The
Mean square error is utilized to measure the error value shown
below:

1 (x, X) =%

P (xi — x)h2 (10)
The equation of encoder and decoder are given as follows:

Encoder h(x) = g((ax))

= (Wx)or tan h(Wx) (12)
Decoder x" =0(a”(x))
=2 (W * h(x))or tan h(W * h(x)) (12)

V. ONLINE BANKING TRANSACTION DATASET

The online banking dataset is provided by a European bank
for only academic purposes. The dataset contains about
130,000 transactions that occurred via online banking with
each customer party ID. The dataset includes fraudulent actions
which account for 5% of all transaction records and it is
unbalanced labelled data (see Fig. 7).
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Fig. 7. An Unbalanced Target Data.

There are 39 attributes collected from various data sources
such as customer information, bank account, online banking
information, device information, network information,
timestamp, as described in Table Il1l. Before applying these
attributes to the framework, fraudulent tendency from the point
of view of transaction amount and timestamp is checked.

In the Fig. 8 shows two distributions of transaction amount
frequency. One distribution (in green color) is fraudulent
transactions whereas another one (in red) describes normal
transactions. Both distributions show little difference between
fraud and customer in this context only.

We used a logarithm function on this amount attribute,
which is one of the popular mathematical functions. The
histogram of log transformation is shown in Fig. 9. The
distribution in green shows normal transactions while the one
in red represents fraudulent transactions. From the diagnose in
Fig. 8, it is shown that the fraudster in red does not steal large
money at one time and seems not to be different from normal
customers’ transactions. It indicates that it is difficult to detect
fraud transactions by the rule-based fraud detection system.

The timestamp is considered as an important feature to
discover different behavior between a customer and a fraudster
as customers will have their usual lifestyle patterns on a time-
series basis. Days, Hours and Minutes plot transactions are
shown in Fig. 10, 11, 12.

The timestamp in this dataset does not have a remarkable
difference between fraud and non-fraud at a glance. Through
our framework, this timestamp is segmentalized based on each
customer by aggregating customer’s information such as
amount, network information and access information and
creating new features which reveal latent customer behavior or
fraudulent pattern.
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TABLE Ill.  DESCRIPTION OF ATTRIBUTES IN ORIGINAL DATA

Attribute Name

Description

ED_EVENTTYPETX

Type of event e.g., Customer Login,
Make Payment etc

ED_TXNID

Transaction ID

ED_CHANNELIDENTIFIER

A way that customers can interact with
a bank. This can be via the telephone,
internet banking, branch, mobile.

ED_FINANCIALINSTITUTENM

Financial Institute name

ED_SUBCHANNELNM

Sub-channel name

CUSTD_PARTYID

Customer Party 1D

CUSTD_EMAILADDRESSTX

Customer’s email address

EVENT

Event of transaction

AUTO_RESPONSE

Auto-response

LATENCY

Latency

IDVD_LOGINTYPE

Login Type

ACTD_BANKACCTNO

Account’s bank account number

ACTD_ACCTTYPENM

Account type

ACTD_AVAILABLEBL

Available balance

TRNSD_BENEFICIARYSORTCD

Beneficiary sort code

TRNSD_BENEFICIARYACCTNO

Beneficiary account number

TRNSD_TRNSAM

Transaction amount

TRNSD_PAYMENTDT

Transaction Datetime

TRNSD_TXNREFERENCETX

Transaction reference

TRNSD_PAYMENTDT

Transaction Date Time

IDVD_AUTHENTICD

Authentication code

IDVD_INTESESSIONID

Internet session ID

IDVD_IPADDRESSID

IP address

IDVD_CLIENTSCREENRESOID

Client screen resolution

IDVD_USERAGENTTX

User-agent

IDVD_DEVICEID

Device ID

IDVD_INTESESSIONID

Internet session ID

IDVD_CLIENTSCREENRESOID

Client screen resolution

IDVD_USERAGENTTX

User-agent

IDVD_BROWSERLANGTX

Browser language

IDVD_IPADDRESSID

IP address

IDVD_DEVICEID

Device ID

IDVD_TELSESSIONID

Telephone session 1D

IDVDATA_TRNSTS

Transactions timestamps

EVENT

Event of transaction

AUTO_RESPONSE

Auto-response

Last_LATENCY

Latency

IDVD_LOGINTYPE

Login Type

IDVD_AUTHDETAILS1

Authentication details

Is Fraud

Fraud flag whether fraud or not

Density

0.007

0006

0.005

0003

0002

0001

0.000

Vol. 12, No. 12, 2021

Transaction Amount Frequency distribuition

o 1000 2000 3000 4000 5000
Amount

Fig. 8. Fraudulent and Customer’s Distributions of Transaction Amount.
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Fig. 9. Distributions of Transaction Amount with Log Transformation.
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Fig. 12. Transactions base on Hours.
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VI. EXPERIMENTS AND RESULTS

A. Experiments

From our previous published work in [19], it has been
demonstrated that the performance of fraud detection models
with prepared feature sets, performs better than the models
with original data only.

The purpose of the experiments in this research is to verify
the effectiveness of using a feature set that is created through
the processes using our framework for deep learning. The
online banking dataset described in Section 3 is used. Target
attributes in original data that are used for implementation of
feature aggregation and transformation methods are almost
fixed specifically for online banking transaction data. This is
because the banking system has common attributes in some
tables such as customer information, banking information,
network information. According to processes in the feature
creation component, we apply feature engineering methods on
the original data and create 65 new features after aggregating
features and transforming features (see Table V).

TABLE IV. CREATED NEW FEATURES

Vol. 12, No. 12, 2021

mean_last_balance

max_last

max_balance

max_last_balance

CUSTD_PARTYID_IDVD_CLIENTSCREENRESOID_count_LATUPDATE
_Weekdays

CUSTD_PARTYID_IPADDRESSID_count_LATUPDATE_Weekdays

CUSTD_PARTYID_IDVDATE_TRNSTS_count_LATUPDATE_Weekdays

CUSTD_PARTYID_LAST_LATENCY_count_LATUPDATE_Weekdays

CUSTD_PARTYID_TRNSD_TRANSSESSIONCD_count_LATUPDATE_W
eekdays

CUSTD_PARTYID_TRNSD_Amonut_log_count_LATUPDATE_Weekdays

CUSTD_PARTYID_ACTD_AVAILABLBALANCE_log_count_LATUPDAT
E_Weekday

CUSTD_PARTYID_ACCESS_CD_count_LATUPDATE_Weekdays

CUSTD_PARTYID_TRNSD_Amount_log_count_LATUPDATE_weekdays

CUSTD_PARTYID_TRNSD_Amount_count LATUPDATE_Weekdays

LATENCY1_std

New Attributes Created by Feature Engineering

LATENCY?2_std

LATUPDATE_Weekdays

LAST_LATENCY std

LATUPDATE_Hours

LGIN_LATENCY1

LGIN_LATENCY2

LATUPDATE_Days

LATENCY1_std

LATUPDATE_Minute

LATENCY?2_std

BALANCE._log

Balance_min_mean

clusters_1

Balance_min_std

clusters_2

clusters_3

Amount_log count_cluser
AUTO_RESPONSE_std Days_std
ACTD_AVAILABLEBALANCE_log Weekday_std
ACTD_AVAILABLEBALANCE_min_mean Hours_std
ACTD_AVAILABLEBALANCE_min_std PCA_EVENTO
Trans_min_mean PCA_EVENT1
Trans_min_std PCA_PASS0
mean_last PCA_PASS1
mean_last_count PCA_PASS2

mean_balance

PCA_Financiallnfo0

min_last

min_balance

PCA_Financiallnfol

PCA_Financiallnfo2

min_last_balance

PCA_CustomerID_IP_Amount

max_last

max_balance

max_last_baalance

count_last

count_balance

count_last_balane

mean_last

mean_balance

The result of feature importance measurement is presented
in Table V. We measured the feature importance of all features
both original and the created features and recognized that the
most of features with higher importance rate are the new
features created via the feature engineering framework. Based
on higher scores, we selected 57 features among all 104
features and the rest of feature’s importance rate were nearly
equal to zero.
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TABLEV.  FEATURE IMPORTANCE MEASUREMENT (TOP30) only excluding fraudulent data. In the testing, the autoencoder
: encodes and compresses the input data and tries to represent
Attribute Importance . X . .
the original data based on leaned dimensional reduction and
count_last_balance 0.103799286 reconstruction. Then, it can distinguish a fraudulent transaction
CUSTD_PARTYID_ACCESS_CD_count 0.095292695 if it cannot represent the data again.
_LATUPDATE_Weekdays ' 2) The number and size of layers are set from left to right
min last balance 0.094270386 57-18-10-6-6-10-18-57 in the case of the selected feature set.
count_balance 0.091391504 These numbers show h_ow to encode_and decode in the neurz_all
networks. From the fifth to the eighth layers the data is
count_last 0.07332497 L
reconstructed, and the mean squared error as a loss function is
TRNSD_BENEFICIARYACCTNO 0.064115062 calculated. The significant point in the layers is that the number
BALANCE _log 0.060077297 of input data size is the same as the output data size.
Balance_min_mean 0.05803433
IDVDATA_TRNSTS 0.04700098 TABLE VI. PARAMETERS OF AUTOENCODER
CUSTD_PARTYID 0.041534992 Parameter Name Value
CUSTD_PARTYID_TRNSD_Amount_log_count Optimizer Adam Optimize
_LATUPDATE_Weekdays 0.041354892 P P
mean_last_balance 0.025604612 Loss Function Mean_Squared_Error
mean_balance 0.024146388 # of Epoc 1000
min_last 0.015255225 Batch Size 128
ACTD_AVAILABLEBLBALANCE_min_mean 0.014513752
Test_size 0.2
ACTD_AVAILABLEBLBALANCE_log 0.013771143
IDVD_SCREENSIZE 0.013566704 TABLE VII. AUTOENCODER MODEL USING TENSORFLOW
TRNSD_TRANSSESSIONCD 0.011465614
LATENCY1_std 0.010989958 input_layer = Input (shape= (input_dim,))
PCAID_DO 0010124042 encode.r = Dense (enc.:odmg_dln"!, activation=""tanh”, activity_regularizer =
regularizers. I1(learning_rate)) (input_layer)
CUSTD_PARTYID_ACTD_AVAILABLEBLBALANCE encoder = Dense (hidden_dim1, activation =" elu™) (encoder)
0.009920134 . . -
_log_count_LATUPDATE_Weekdays encoder = Dense (hidden_dim2, activation =” tanh™) (encoder)
LGIN_LATENCY1 0.009015999 decoder = Dense (h?dden_d?mz, act?vat?on = “elu”) (encoder)
decoder = Dense (hidden_dim1, activation = “tanh”) (decoder)
max_last_balance 0.008283598 decoder = Dense (input_dim, activation =" elu”) (decoder)
ACTD_AVAILABLEBLBALANCE_min_std 0.007470134 autoencoder = Mode (inputs = input_layer, outputs = decoder)
CUSTD_PARTYID_TRNSD_TRANSSESSIONCD 0.004289627
_count_LATUPDATE_Weekdays TABLE VIII. AUTOENCODER LAYERS (SELECTED FEATURES)
PCAID_D1 0.003624484
PCA_PASSO 0.003490054 Layer (type) Output Shape Param #
LATUPDATE_Days 0.003359021 input_1 (Input Layer) [ (None, 57)] 0
max_last 0.00317593 dense_(Dense) (None, 18) 1044
Days_std 0.003111183
. . . i dense_1 (Dense) (None, 10) 190
Now, three different deep learning models are built with
three types of feature sets: (1) original dataset only, (2) original dense_2 (Dense) (None, 6) 66
dataset plus newly created features, (3) only selected features
following feature importance scores (see Tables VI to VIII). dense_3 (Dense) (None, 6) 42
We then use Tensor Flow \_/vhlc_h provides a simple dense_4 (Dense) (None, 10) 70
autoencoder program from Python libraries.
Autoencoder requires the setting of some parameters and | dense_5 (Dense) (None, 57) 627
we manually determine optimal parameter values. The
Autoencoder algorithm is applied in the settings below: Total params: 2,039 627
9 pp g : Trainable params: 2,039
1) The data are divided into 80% training data and 20%
testing data. The training data consists of customer transactions
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B. Performance Metrics for Fraud Detection Models

Classification problems using unbalanced labelled data
cannot be evaluated by the accuracy only. Especially in the
case of financial fraud detection, we should evaluate and
compare the model performance with plural metrics because
the classification problem is necessary to be considered as a
balance between the true positives ratio (TP) and the false-
positive ratio (FP). TP is the number of predictions as fraud
where the actual result is also fraud. FP is the number of
predictions as a legitimate transaction where the actual result is
the customer. The true negatives (TN) and the false negatives
(FN) are also significant metrics when measuring the
performance of recall and precision. A recall is the ratio of
frauds that are perfectly classified whereas precision is the ratio
of the accuracy of fraud predictions. When the score of recall is
high, it indicates a poor rate of FN which is the number of
predictions as a legitimate transaction where the actual result is
fraud. When the score of precision is high, it indicates a poor
rate of FP which is the number of predictions as fraud where
the actual result is the customer.

F1-Measure is the harmonic mean of precision and recall.
The best score is 1 whereas the worst score is 0. This metric
seeks the balance between precision and recall (see Table IX).
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TABLE XI.  COMPARISON OF AUTOENCODER MODELS WITH THRESHOLD
VALUE =4 IN THE DIFFERENT DATASETS

Threshold=4 AUC Recall Precision F-measure
Model1 with only 0.65 0058 | 0.188 0.0896
original data
Model 2 with original 083 0.064 0215 0.0986
data plus new features
Model 3 with the 0.92 0064 | 0215 0.0986
selected features

TABLE IX. PERFORMANCE METRICS DEFINITION
Precision TP/(TP+FP)
Recall TP/(TP+FN)
F1-measure 2*Precision*Recall/ (Precision + Recall)

The confusion matrix shows a matrix describing the
performance of the model using True Positives (TP), False
Positives (FP), True Negatives (TN) and False Negatives (FN)
(see Table X).

TABLE X. CONFUSION MATRIX

# of Observations Predicted Normal Predicted Fraud

Actual Normal TN FP

Actual Fraud FN TP

C. Results and Evaluations

The effectiveness of the feature engineering framework is
measured by comparison with the performance of the
autoencoder model with the original data only. As stated in the
previous section, in order to evaluate the efficiency of the
created and selected features, the model performance is
assessed by AUC, recall, precision, and F-measure. The
following Table XI shows the comparison of autoencoder
models with two threshold values (Threshold=4 and 1) with
three different types of datasets.

The results in Table Xl shows that model 3 with the
selected features and model 2 with original data plus newly
created features are higher in all performance metrics than
model 1 (with original data only). Model 3 has a higher AUC
than Model 2.

Different threshold values are chosen based on the situation
shown in Fig. 13. We can adjust the threshold value to a better
classification part.

Hezonstnuchon eror for dfierent casses
i *  Homal
+ P
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Fig. 13. Data Distribution in Threshold 4.
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Fig. 14. Data Distribution in Threshold 1.
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The data distribution presents the thresholds between
fraudulent data and legitimate data. In the case of threshold 4,
most fraud transactions are not classified well with the
confusion matrix confirming this. Now let’s change the
threshold value from 4 to 1. Fig. 14 shows the data distribution
when the threshold value is equal to 1.

It appears that fraud transactions with the threshold value of
1 are better classified than the ones with a threshold equal to 4.
The performance of the models with a threshold value of 1
becomes as described in the table below:

TABLE XIl. COMPARISON OF AUTOENCODER MODELS WITH THRESHOLD
VALUE=L1 IN THE DIFFERENT DATASETS

Threshold=1 AUC Recall Precision F-measure
Modell withonly |, 75 0.161 0.104 0.1263
original data
Model 2 with
original data plus 0.91 0.358 0.451 0.3994
new features
Model 3withthe | o¢ 0648 | 0430 0.5167
selected features

Table XII demonstrates the superiority of Model 3 with
selected features.

From the above results two suggestions are drawn. First,
the performance of the autoencoder models significantly
improves when the new features are created based on the
proposed feature engineering framework. The experiments
indicate that it is efficient for a deep learning model (for
classification) to implement feature engineering on original
data before inputting the data. Second, adjustment of threshold
in autoencoder also made an impact on the model accuracy. A
combination of an appropriate setting of threshold and optimal
feature set can improve a deep learning model performance for
fraud classification.

Another point of view from the experiments is about scores
of Recall and Precision of each model. Recall has an impact on
huge money loss whereas Precision influences customer
satisfaction and confidence. All measurements of the models
using the selected feature set are the highest scores than model
1. Precision in model 2 is higher than the precision in model 3
which indicates that a balance between precision and recall is a
trade-off. As mentioned above, a high score of recall indicates
the model can identify fraudulent activities without mislabeling
them as actual customers. On the other hand, a high score of
precision means the model can identify actual customers’
transactions without mislabeling them as fraud. In either case,
using the created features in the newly built feature engineering
framework could improve the model performance and detect
fraudulent transactions based on the reconstruction of the input
data.

VII. CONCLUSION

A fraud detection system in recent years adopts machine
learning models which learn anomaly data patterns from past
transaction records. However, the total losses through online
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banking in the United Kingdom have been increasing because
fraud schemes continue to further evolve as the online payment
system advances. Feature engineering is a key to improving the
accuracy of fraud detection models and can reveal latent data
patterns by transforming raw data into another dimension. In
the paper, we used the feature engineering framework which
creates new features and selects effective features through
feature engineering techniques for autoencoder, a deep neural
network, this time. As a result, the performance of the
autoencoder models built with selected features from the
framework was better in comparison to the performance of the
autoencoder models built with raw data only.

Deep learning methods have a function of feature
extraction to reduce the number of features in an input data and
automatically learns features at multiple levels by combining
the input features. Although they already have a part of feature
engineering function in the algorithms, using the prepared
dataset including new features created through the feature
engineering framework was more effective for improving the
deep learning model performance.

In this paper, we used an autoencoder as a deep learning
model and presented the effectiveness of using the feature
engineering framework. In further work, we will use other deep
learning algorithms such as recurrent neural network (RNN)
and convolutional neural network (CNN) which are often used
for financial fraud detection. Moreover, the feature selection
component in the framework will be studied and improved.
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Abstract—The analysis of heart rate variability is based on
the intervals between the successive heartbeats and thanks to it
information about the functional state of the person can be
obtained and the dynamics of its change can be traced. The
nonlinear dynamics methods provide additional, prognostic
information about the patient's health, complementing
traditional analyses and are considered potentially promising
tools for assessing heart rate variability. In this article, studies
have been carried out to identify the mono- and multifractal
properties of two groups of people: healthy controls and patients
with arrhythmia using Wavelet Transform Modulas Maxima
Method. The obtained results from the studies show that for
healthy subjects the multifractal spectrum is broader than the
spectrum of patients with arrhythmia. The value of the Hurst
exponent is lower in healthy controls, and in patients with
arrhythmia this parameter tends to one. For the healthy subjects,
the scaling exponent showed nonlinear behaviour, while for
patients with arrhythmia it was linear. This indicates that heart
rate variability in healthy controls has multifractal behaviour
while patients with arrhythmia have monofractal behaviour. The
finding may be useful in diagnosing subjects with cardiovascular
disease, as well as in predicting future diseases, as the heart rate
variability changes at the slightest deviation in the health status
of subjects before the onset of relevant signs of the disease.

Keywords—RR time series; heart rate variability; wavelet
transform modulas maxima method; monofractal; multifractal

I.  INTRODUCTION

The effectiveness of the modern medical technologies is
closely linked to the improvement of the methods and the
instruments for monitoring and analysing the condition of
patients during their treatment. In medicine the problem with
patients’ clinical surveillance occupies a special place, as the
monitoring of their current state can be of vital importance.

The use of electrocardiographic data for analysis of the
cardiac activity of the patient is a generally accepted method.
The presentation of heart rhythm as a dynamic row of RR time
intervals (the distances between the R-tops of the
electrocardiogram) and the mathematical analysis of this data
[1] is widely used in the research of the cardiac activity. Based
on the RR interval series, heart rate variability (HRV) is
determined, which is one of the most accessible physiological
parameters [2] reflecting the processes of autonomic regulation
in the cardiovascular system. The dynamic characteristics of
the heart rate make it possible to assess the severity of changes
in the sympathetic and parasympathetic activity of the

This article is funded by the National Science Fund of Bulgaria (BNSF).

autonomic nervous system in changing the patient's health. The
sympathetic branch reduces the intervals between heartbeats
[3], while the parasympathetic branch increases them.

In modern cardiology, more and more attention is paid to
the analysis of heart rate variability and more specifically to the
changes in heart rate intervals [4]. Heart rate is the most
objective characteristic of the functional state of the human
body and depends on several factors: age, gender,
environmental conditions, stress, body temperature, etc. [5, 6].
HRV analysis is a unique diagnostic technique that allows not
only to assess the functional state of the human body, but also
to monitor its dynamics and to identify the occurrence of
pathological conditions when they are at a very early stage.
The heavy physical work, the psychological stress, as well as
the disease states of the human body lead to an increase in
heart rate and to a decrease in HRV. Conversely, when the
body is at rest, the heart rate is usually lower and the HRV is
higher.

The mathematical methods for assessing the functional
state of the human body through the study of HRV are
combined into the following two groups: linear and nonlinear
methods.

The linear methods include time-domain analysis and
frequency-domain analysis. These methods are standardized,
knowing the reference values of the studied parameters, but
this is often not enough to characterize the complex dynamics
of the RR time series of heart rate.

The nonlinear methods such as: Poincare plot, Detrended
Fluctuation  Analysis (DFA), Multifractal Detrended
Fluctuation Analysis (MFDFA), Wavelet Transform Modulas
Maxima Method (WTMM), AppEn, SampEn [7, 8, 9, 10] and
others are not standardized, which is the reason for their
limited use in clinical practice. The nonlinear methods for
HRV analysis are based on the theory of chaos and fractals.
These methods are in the process of active research, and it is
expected that in the near future they will be able to give a new
idea of the dynamics of heart rate in the context of
physiological changes in patients with cardiovascular disease.
Practically, each cardio interval contains elements of
nonstationarity (fractal components) and for their evaluation in
recent years methods of nonlinear dynamics are actively
applied. These methods provide additional prognostic
information of the studied signals, which complements the
traditional analyses in the time and frequency domains.
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To be able to deal with the problem of the accurate HRV
assessment of the studied cardiac signals, it is necessary to
choose an appropriate method of analysis that represents the
dynamics of the heart rate.

The aim of this article is to analyse and evaluate HRV in
two groups of people: healthy controls and patients with
arrhythmia, using the Wavelet Transform Modulas Maxima
method. The effectiveness of the method used was evaluated
by statistical t-analysis.

The rest of the paper is organized as follows: Section Il
provides an overview of related research in the scientific
literature. Section Il focuses on the Wavelet Transform
Modulas Maxima Method used in this paper for HRV analysis.
Section 1V describes the data used for the analyses performed.
Section V presents the results and discussions. The final
section (Section V1) of the article contains the conclusion that
can be made from the obtained results.

Il. RELATED WORK

In recent years, there has been an active introduction of the
mathematical methods of analysis in the medical practice.
Many scientists have studied the complex nature of the changes
in the parameters of electrocardiographic (ECG) signals using
nonlinear dynamic methods. The fractal and multifractal
approach in the analysis of the cardiological data allows to
obtain new knowledge and assessments that give an idea of the
nonlinear dynamic processes taking place in them. As a result
of the work of [11] on the heartbeat dynamics, the multifractal
analysis has become a widely used tool for applied research, in
cases where the non-stationary processes are limited by the
application of the classical methods of analysis.

The multifractal analysis expands the possibilities for
cardio-diagnostics based on the wavelet theory. The proposed
approach by [12] for multiresolution wavelet analysis of
heartbeat intervals allows distinguishing healthy patients from
those with cardiac pathology. This universal approach is
applicable in the analysis of non-stationary processes in the
physical and biological sciences, including the analysis of ECG
signals.

The authors in [13] proposed a technique for multifractal
analysis to determine the degree of multifractality of the heart
rate of patients suffering from partial seizures. The results
show that the degree of multifractality varies depending on the
severity of the disease.

The authors of [14] advise physicians to interpret the results
obtained from fractal and traditional methods with caution, as
they are still in the process of research and the measurements
obtained are not fully described as biomarkers for clinical use.

In [15], the authors show how the entropy and the
multifractal analysis can depict the dynamics of heart rate
when students performed selective inhibition tasks. The results
show that the entropy and the fractal markers outperform
markers in the time and frequency range of the heart rate
variability in distinguishing the cognitive tasks.

Vol. 12, No. 12, 2021

The WTMM method presented by Arneodo et al. [16] can
be used to study the structures of inhomogeneous processes of
various natures, based on wavelet and multifractal analysis.

Recent studies [17, 18] have shown that HRV changes in
individuals infected with Covid-19 even before the onset of
symptoms of the disease. This indicator can be useful for early
detection of this disease.

The need to study HRV through the application of
mathematical methods is determined by the fact that it
accurately reflects the state of regulatory processes in the
human body and provides information that is important in the
diagnosis, prognosis, treatment, and prevention of diseases of
various kinds.

I1l. METHODOLOGY

The choice of an appropriate mathematical method for time
series analysis is determined by its flexibility and ability to be
effectively applied to real processes. Among such universal
methods for time series analysis, the WTMM method, which is
discussed in this article, can be applied.

The WTMM method [19, 20, 21] is based on the
mathematical tools of wavelet, fractal and multifractal analysis,
which can reveal the hidden dynamics of the studied time
series of heart rate in the context of mono- and multifractality.

The wavelet theory allows the studied signal to be analysed
in more detail than Fourier analysis [22]. The wavelets are
localized at both frequency and time, while the standard
Fourier transform has only frequency localization.

The continuous wavelet transform (CWT) is used to
decompose the continuous wavelet function. Unlike the Fourier
transform, CWT provides the ability to build a time-frequency
representation of the signal [23, 24], which achieves very good
localization in time and frequency.

The dynamic characteristics of the RR interval series have
fractal and in some cases multifractal properties [25, 26]. The
fractal concept is related to processes (objects) that meet the
following two criteria:

o Self-similarity: The process consists of many segments
that are similar to each other and to the whole object.

o Fractional dimension: According to this criterion the
fractal objects are distinguished from Euclidean ones,
which are characterized by a dimension that is an
integer.

The fractal processes are of two types: monofractal and
multifractal [25]. The monofractal process is homogeneous in
the sense that it has the same scaling properties, which both
locally and globally can be characterized by a single scale
indicator, such as: fractal dimension and Hurst exponent.
Unlike the monofractal processes, the multifractal processes
decompose into a large number of homogeneous fractal
subsets, whose properties can be characterized by a spectrum
of local fractal dimensions or Hearst exponents.
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The behaviour of the studied signal by applying the
WTMM method is performed in two stages [27, 28, 29, 30]. In
the first stage, a continuous wavelet transform is performed
according to the following formula:

Wab) = [y (0" () d (1)
Where:

o W are the wavelet coefficients;

e aisascale parameter, a € RY;

e Db isthe translation coefficient, b € R;

e X(t) is the input signal;

e v is a continuous function in the field of time and
frequency, called the mother wavelet, which is
complexly conjugated. The main purpose of the mother
wavelet is to provide a function to generate daughter
wavelets;

e T is the maximum value of time.

The scale parameter a can stretch or contract the signal
under study. When the value of this parameter is small, the
signal is compressed, which in turn leads to a more detailed
graph. On the other hand, when the scale parameter is higher,
the signal is stretched, which means that the resulting graph
will be presented in lower detail.

To determine the singularity of the function, it is sufficient
to use only the information about the maximum of the obtained
wavelet coefficients, constructing the skeleton of the wavelet
transform [31,32]. Following the lines of the skeleton, the
behaviour of the singularities of the function x (t) can be traced
[33].

The second stage of the WTMM method consists in the
creation of partition functions Z(qg, a), which allow to obtain
reliable estimates of the characteristics of the studied process:

Z(q,a) = Yier(@(Supa’<alW (@', x,(a’)) D4 )
Where:
o L(a)isasetofall lines;

e | are the local maxima of the modules of the wavelet
coefficients that exist for the scale a.

Equation (2) shows that the maximum value of the modulus
is selected for each line at scales smaller than a set value of a.
As a rule, it is expected that at small values of a, the partition
function will have a power dependence, which will
guantitatively characterize the scaling exponents t(q):

Z(q,a)~a™@ @)

The scaling exponent t(q) is defined by the following
expression:

1(q)~log10Z(q,a)/log,oa 4

By selecting different values of the parameter q, a linear or
nonlinear dependence of t(q) can be obtained, depending on
the type of the studied process [34]:
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e if the process is monofractal, then the function t(q) is
linear and the exponent h(g)=dt(q)/dg=const;

o if the process is multifractal, then the function t(q) is
nonlinear and the exponent h(q)=dt(q)/dg+const.

By analogy with thermodynamic formalism, the spectrum
of singularities is calculated on the basis of the Legender
transformation:

D(h) = qh(q) — 1(q) )

The spectrum D (h) is determined by the set of values of
the fractal dimensions of the original time series. The
maximum of the spectral curve corresponds to the Hurst
parameter. The following conclusions about the signal
behaviour can be made from the value of the Hurst parameter:

o if 0<h<0.5, then the signal has anticorrelation
dynamics;

o if 0.5<h<1.0, then the signal has a correlation
behavior;

o if h=0.5, it lacks correlation in the signal.

IV. DATA

The application of wavelet and fractal analysis of the
studied RR interval series is designed to determine and visually
assess the degree of harmonization of the studied time series
that have fractal-like structures. The purpose of this analysis is
to identify functional and pathological changes, as well as to
predict changes in the health status of patients.

To test whether HRV can provide information outside of
linear indices, the following two groups of people were
examined in this study:

¢ healthy controls (10 men and 10 women aged 56 * 4).

e patients with arrhythmia (10 men and 10 women aged
58 + 3 years).

V. RESULTS AND DISCUSSION

The software for the analysis of the fractal and multifractal
properties of the test signals was created with MATLAB.

On Fig. 1A and Fig. 1B are shown RR interval series
corresponding to the heart rate variations in a healthy
individual and a sick patient with arrhythmia. Variations in a
healthy individual are greater than those of a sick patient. This
property can be used as a criterion in cardiovascular diagnosis.
In practice, heart rate dynamics can be investigated using the
linear methods by applying methods in the time- and frequency
domains. The obvious shortcomings of these methods are that
they can only be applied only to stationary time series and the
heart rate shows heterogeneity and non-stationary of its
fluctuation.

On Fig. 1C and Fig. 1D are shown the results of the
wavelet transform and the graphics obtained have tree
structures. The tree structure is more pronounced in the healthy
patient. This property allows revealing the structure of the RR
interval series and can also be used as a diagnostic criterion.
The colour code of the graphics presents the values of wavelet
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coefficients. The light colours correspond to the higher
absolute values of the coefficients and darker colours
correspond to the lower values.

Important information about the behaviour of the studied
RR interval series is also contained in the wavelet skeleton of
the local maxima lines on each scale of wavelet coefficients
matrix (Fig. 1E and Fig. 1F). The local maximum modules of
wavelet transformation |W(a, B)| there are the greatest values in
those points of the analysed function in which it undergoes the
most significant changes (jumps).

On Fig. 2A and Fig. 2B are shown the partition functions
Z(q,a) for a healthy subject and for a patient with arrhythmia.
The calculation of the Z(qg,a) allow the signal fluctuations to be
monitored. Positive values of the parameter g accentuate the
large fluctuations of the signal (strong inhomogeneity), while
the negative values of q accentuate on small fluctuations.
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Fig. 1. RR Time Series for Healthy Subject (A) and for Subject with
Arrhythmia (B); CWT Coefficients Plot in the Case of RR Intervals for
Healthy (C) and Subject with Arrhythmia (D); WTMM Skeleton Plots for
Healthy Subject (E) and Subject with Arrhythmia (F).

Fig. 2. Partition Functions for Healthy Subject (A) and for Subject with
Arrhythmia (B); Scaling Exponent t(q) for Healthy Subject (C) and for
Subject with Arrhythmia (D); Multifractal Spectrum for for Healthy Subject
(E) and for Subject with Arrhythmia (F).

The function t(q) characterizes the fractal properties of the
RR time series investigated. The graphics of the scaling
exponent t(q) have been shown on Fig. 2C and Fig. 2D for a
healthy subject and for a patient with arrhythmia. For the
healthy subject, the t(q) spectrum has nonlinear behaviour and
for the patient with arrhythmia this function is linear.

The statistical differences for multifractal spectrum
between the RR time series of the two investigated subjects
have been shown on Fig. 2E and Fig. 2F. The key
characteristics are: the width of the spectrum of the singularity
and the value of the exponent corresponding to the maximum
value of the spectrum (Hurst exponent). For healthy people, the
singularity spectrum is wide with non-zero singularities. On the
other hand, for the patient with arrhythmia the singularity
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spectrum is a very narrow range. In Table I is shown the values
of the multifractal spectrum parameters: hmax, Nmin, Ah=hpay-
hmin and the value of the Hurst exponent observed for healthy
subjects and patients with arrhythmia. The results show that the
width of the multifractal spectrum of the group: healthy
controls are greater than the group: patients with arrhythmia.
The value of the Hurst exponent is lower in healthy subjects.
The studied parameters determined by t-test have statistical
significance (p-value <0.05), therefore with these parameters
the two studied groups can be distinguished.

The obtained results show that the heart rate of the healthy
people is characterized by uneven dynamics in the form of
multifractal behaviour, which cannot be detected by traditional
methods, but can be observed using the WTMM method. In the
pathological cases, the uneven dynamics of HRV is destroyed,
which reflects the state of the cardiovascular system.

The results demonstrate the effectiveness of applying the
WTMM method for HRV analysis as an additional measure
that can expand and improve the information obtained from the
RR time series in the diagnosis and prognosis of cardiovascular
disease.

TABLE I. MULTIFRACTAL SPECTRUM PARAMETERS AND HURST
EXPONENT
healthy controls patients -arrhythmia
Parameter N=20 N=20 p-value
meanzstd meanzstd
Pmax 1.42+0.12 1.31#0.15 0.01
himin 0.30+0.20 0.8+0.14 0.0001
AP=Nraxhmin | 1.0+0.22 0.6£0.20 0.0001
Hurst 0.72+0.10 0.93+0.3 0.01

VI. CONCLUSION

The results obtained in this article confirm the hypothesis
that monofractality is a marker of pathological dynamics of
heart rhythm in the case of cardiovascular disease such as
arrhythmia. Conversely, it has been shown that multifractality
is an indicator of a healthy individual. Therefore, HRV analysis
using the WTMM method can be a useful approach to
distinguish healthy controls from patients with arrhythmia, as
the parameters studied have statistical significance (p-
value<0.05). Interpretation of the results of this type of analysis
may be useful before the possibility of using this method for
physiological or clinical studies.
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Abstract—One of the main methods for research of the
holistic activity system of human brain is the method of
electroencephalography (EEG). For example, eye movements,
blink, hearth activity, muscle activity that affects EEG signal
interfere with cerebral activity. The paper describes the
development of an intelligent neural network model aimed at
detecting the artifacts in EEG signals. The series of experiments
were conducted to investigate the performance of different
neural networks architectures for the task of artifact detection.
As a result, the performance rates for different ML methods
were obtained. The neural network model based on U-net
architecture with recurrent networks elements was developed.
The system detects the artifacts in EEG signals using the model
with 128 channels and 70% accuracy. The system can be used as
an auxiliary instrument for EEG signal analysis.

Keywords—Artifacts in EEG signal; neural network model;
recurrent neural network; U-net architecture

I.  INTRODUCTION

Electroencephalography  provides  quantitative  and
qualitative analysis of human brain functionality and its
reactions to stimulants. Electroencephalogram (EEG) is
important for brain activity and behavior recognition, but there
are always artifacts in electrical activity records that have
influence on EEG signal analysis.

Measuring instruments, including defective electrodes,
disturbances and high electrode resistance can be the reason of
artifact occurrence. These artifacts can be recognized by more
accurate recording system, but physiological artifacts are more
complex. The eye movements, blink, hearth activity, muscle
activity that affects EEG signal interfere with neural activity
and can be used as normal phenomenon [1].

Artifact is a signal, caused by an extracerebral source,
observed during EEG recording. They identify physical and
physiological causes of artifacts [2]. Artifacts obtained during
an electroencephalographic investigation represent a recording
defect [3]. Modern electroencephalographic equipment records
extremely small values of changes in bioelectric potentials, and
therefore the true EEG recording can be distorted due to the
influence of a variety of physical (technical) or physiological
artifacts [4]. In some cases, such artifacts can be removed using
analog-digital converters and various filters, but if the artifact
effect coincides in characteristics of wave frequency with a real
EEG recording, then these methods become ineffective.

The most common physical artifacts are mains frequency,
phone artifact, wire breakage, poor electrode contact, high
resistance artifact.

The following physiological artifacts are often recorded:
ECG artifact, vascular artifact, galvanic skin artifact,
oculomotor artifact, electrooculogram, myographic artifact -
electromyogam [2]. The appearance of such artifacts is due to
various biological processes occurring in the patient's body.

An ECG artifact most often occurs in the examined patients
suffering from increase in arterial pressure, mainly in
monopolar and transverse biopolar leads [5]. Usually, its
occurrence is associated with an increase in the activity of the
sympathetic nervous system, which facilitates the conduction
of an ECG signal to peripheral tissues. Galvanic skin artifact
occurs due to the activation of the patient's parasympathetic
nervous system and increased sweating. As a result, there is a
general cyclical change in the resistance of the skin and the
skin-electrode system [1]. An oculomotor artifact, an
electrooculogram (EOG), appears as slow-wave oscillations in
the frontopolar leads with a frequency of 0.3-2 Hz. The
appearance of EOG is associated with a change in the position
of the eyeball (retina). Myographic artifact occurs when the
frontal, chewing and occipital muscles are strained. The
appearance of such an artifact can be both a spontaneous stress
of the patient and involuntary reaction to an overly tightly put
on fixing electrodes system [6].

The use of machine learning methods and neural networks
determines promising research in the field of automatic artifact
detection. In neurocomputer technologies, there is a general
training scheme [7], which is divided into a training set, in
which optimization of parameters is carried out, and a test set,
according to which the quality of the resulting model is
assessed. At the stage of training, it is necessary to understand
the signs by which the classifier will be trained [8].

The paper contains six sections. The second section
presents the overview of the approaches used. The third section
describes the source data for current study. The fourth section
presents methods used in the study including the description of
software and the types of the neural network architectures. In
the fifth section, conclusions of the study are given. This
section presents the result of the searching for effective
architecture for a qualitative solution to the problem of
searching for artifacts. The sixth section contains general
conclusion.
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Il. RELATED WORK

EEG is a tool for psychophysiologic researches. However,
the record filtering is often accomplished by high qualified
professionals and takes a lot of resources and special filtering
techniques [9]. Under these conditions development of
effective EEG data filtering methods is an urgent task.

Fast development of cheap high parallel computation
infrastructure, powerful machine learning algorithms and big
data caused a huge progress in deep learning. The modern
approaches of automatic interpretation of EEG use modern
techniques such as neural networks and support vector
machine.

Machine learning and neural network techniques in
particular [2] determine perspective in researches in the
automatic artifact recognition domain.

There are five basic algorithms [10] that are widely used in
classifiers:

e Linear classifier [11]. It is more popular in online
applications including real-time applications. One of the
most effective method is support vector machine that
usually better than other classifiers.

e Neural networks [12]. The most frequent methods for
time series analysis are such architectures as
convolutional neural network and recurrent neural
network.

e Non-linear classifier [13]. Common methods are hidden
Markov models and Bayesian classifiers.

e K-means [14]. These classifiers are based on neighbor
distance values.

o Classifier combinations [15]. This method combines
different classifiers and demonstrates good efficiency
for autonomous applications.

Due to real-time classification, described classifier methods
are more optimal for EEG signal analysis.

The task of the machine in unsupervised learning is to find
relationship between individual data, to identify patterns, to
select patterns, to organize data or describe their structure, and
to classify data.

One of the most known drawbacks of machine learning
methods is that the source data for training and data for test
belong to the same feature space and follow the same
probability distribution.

The aim of the research is development of intelligent tools
based on neural network technologies that can recognize
artifacts in EEG obtained via 64-channel
electroencephalograph.

I1l. DATA

EEG data is recorded using electroencephalograph
Brain Products, containing 128 channels, 64 sensors placed on
the international system “10-10%".

Vol. 12, No. 12, 2021

The aim of the experiment was analyzing brain activity
zones in resting state and nonverbal intelligence dependencies.

The study was conducted in a sound-attenuated and
electrically shielded dimly lit room. Impedance was kept under
25 kOhm with high conductive chloride gel. The time of EEG
settling was approximately 15 minutes.

The BrainProducts PyCorder system was used as a data
collection system. This system allows continuous recording
without any filtering and continuous sampling at 500 Hz. The
reference electrode was located at Cz. The data was re-
referenced to the common reference after the recording and
downsampled to 256 Hz. The data were filtered from 0.1 Hz to
30 Hz and then re-referenced to an averaged reference and
manually cleaned from artifacts, with noisy channels excluded.

To remove blink and vertical eye-movement artifacts,
independent component analysis (ICA) was performed on the
following electrodes: VEOG — Fpl, HEOG — FT9 and FT10.
After ICA, the excluded channels were topographically
interpolated, and semiautomatic artifact rejection was
conducted.

Dataset contains two types of files:

1) Edf files are source data of EEG recording process (see
example in Fig. 1)

2) “Markers” files contain description of artifacts (see
example in Fig. 2):

o type - type of interval,
o description - artifact description (for example, “Blink™);

e position - time of artifact appearance (unit of time
represented in “Samplinginterval” field, that equals to
3.90625 ms);

o length - artifact duration;

e channel - channel name, representing the location of
artifact (Fpl, Fp2 — “Blink”, All - artifact that appeared
in all channels).

There are only two types of artifacts. Thereby, neural
network will classify three classes: “Blink”, “Global artifact”
and “Resting state” (when there are no artifacts).
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Fig. 1. Example of Edf File Format Content.
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Sampling rate: 256Hz, SamplingInterval: 3.90625ms
Type, Description, Position, Length, Channel
New Segment, , 1, 1, All
Bad Interval, Userdefined, 32420, 1117, All
UserDefined, Blink, 33374, 63, Fpl
Bad Interval, Userdefined, 33470, 601, All
, Blink, 33708, 84|, Fp1
, Blink, 34128, 55, Fp1
, Blink, 34410, 59, Fpi
Blink, 34554, 53, Fpl
, Blink, 35239, 83, Fp1l
, Blink, 35466, 55, Fp1
, Alink, 35539, 57, Fp1
slink, 35818, 52, Fp1
, Blink, 35879, 57, Fp1
, Blink, 36211, 80, Fpl
, Blink, 36362, 98, Fpl
Blink, 37139, 52, Fpl
, Blink, 37517, 57, Fp1
, Blink, 38518, 58, Fp1

Fig. 2. Example of «Markers» File Format Content.

IV. METHODS

To select a neural network model, it is necessary to conduct
experimental studies of various architectures. An intelligent
EEG signal analysis circuit has been developed (Fig. 3).
Intelligent analysis of EEG signals consists of the process of
recording and forming a database, processing signals and
training a neural network model.

Recording process consists of taking readings using an
electroencephalograph, the data of the electrodes located on the
surface of the head are sent to the BrainProductsPyCorder data
acquisition system. Next, expert analysis and processing of the
generated database is carried out, in which different types of
artifacts are marked, and then a new database is formed
containing information about artifacts in each .edf file.

Based on the Database analysis, the size of input and output
of neural network was determined. Pre-processing block reads
Markers Database. Then, Data analyze block analyzes it. After
that, train and test samples formed.

It is necessary to determine input and output. To find the
solution, data was analyzed where distance between artifacts
and maximum duration of every type of artifact were found.
Also, quantity for every type of artifact was analyzed for data
balance. For that, Data_analyzer.py library was created. The
library consists of the following methods:

e max_artifact_length - returns maximum length of the
artifacts;

e max_type_length - returns maximum length of the
artifact of the specific type;

e channel _stats - based on markers data, it returns
quantity of artifacts for every channel;

e normal-state-lengths - returns distances between

artifacts (lengths of «resting state»);

e getMaxMin_by edf - returns maximum and minimum
values of frequency in edf file;

e getMaxMin_by train - returns maximum and minimum
values of frequency in input samples.

Using the described methods, the most optimal time
window was selected for determining artifacts, based on the
maximum length of the artifact Blinking (1.8 seconds) [16].
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Fig. 3. EEG Signal Intelligent Analysis Scheme.
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Fig. 4. Signal Graph with Artifact Marking.

It is necessary to determine number of channels that will be
included in classification. Based on fact that most «Blinks»
appear in Fpl sensor, neural network can be trained only on
one sensor. There are two artifacts: Blink and global artifact.
Output of neural network consists of three classes: «Blink»,
«Global artifact» and «Resting state.

Samples were formed based on Markers database. Blink
artifacts are put randomly in samples (Fig. 4).

Raw data in dataset still has noise. To filter the signal Fast
Fourier Transform was implemented. The result is showed in
Fig. 5.

Based on the developed mining analysis scheme presented
in Fig. 4, it is necessary to develop an environment for
conducting experiments. The interaction of software is shown
in Fig. 6. Number of neural network models were trained.

a) ) 6

L]

L

Hz © Hz ©
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Fig. 5. Result of FFT: a) EEG Signal; b) EEG Signal with FFT.

30|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

/060 35142 B4 /A6 IR ISA0 39552 36 3716 T CE
Tities) Titics)

Fig. 6. Train Sample.
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Fig. 7. Software Structure for the Analysis and Formation of Training
Samples for a Neural Network Model.

In the PyCharm development environment, the main source
code was developed to analyze and process the input values of
the neural network model. The software tools interaction is
shown in Fig. 7. The Parse_data.py library is used to convert
Markers files into an associative array containing all the
artifact information for each record in .edf files. The library
contains the artifacts_supression method, which is used to
translate the Position and Length format in seconds. In the
read_markers_from_dir method, an associative array is formed
from the specified directory using the pandas data analysis
library containing the file name and its information about
artifacts: the position of the artifacts, their description and
length. This approach is used to obtain data in the function of
generating training samples for a neural network.

The NeuralNetwork.py library allows creating samples for
training a neural network based on arrays that are generated
using the Parse_data.py library. The main method is
prepare_data, which is based on information about artifacts, a
database of EEG signals, used channels, and the size of the
input window (in seconds) and a given ratio of samples with a
normal state to samples with artifacts forms training samples
for a neural network. Since the window size is larger than the
maximum length of the Blinking artifact, this class is added to
the selection completely. This takes into account the random
shift of the artifact relative to the start of the sample. The
Global artifact class is divided into several samples, from the
beginning of the artifact to the sample that captures the end of

Vol. 12, No. 12, 2021

the artifact and part of the signal without artifacts. In the
process of recording samples with artifacts, the distance
between them is calculated, and samples with the “normal
state” class are taken, located between the artifacts. The
Data_analyzer.py library contains the methods for analyzing
the database described previously. An executable file
“main.ipynb” was created in the Colaboratory environment,
which contains the interactions of the libraries shown in Fig. 7,
and also contains the architecture and process of training a
neural network. The implementation scheme of an intelligent
system for determining artifacts in an EEG signal is described
in Fig. 8.

-| Colaboratory

| E—
mine, sklearn,
conteadib, sy, 08,
Parse_data.py fumpy, tensorfow |
NeuralNetwork.py Main.ipynb
Data_analyzer.py
Data analysis Sampledata ||y Neural
- | network
ke
EDF data WP T
Train Test
b accuracy accuracy
- E: ' y /
Google Drive NN Learning process

Fig. 8. Neural Network Training Scheme.

The neural network training scheme is an interaction of the
libraries described earlier in the executing part of the
Main.ipynb program. The executable file contains methods
from the libraries for processing the database, conclusions of
analytical data, sampling, the architecture of the neural network
and its learning process located in the GoogleDrive cloud
storage. The training process was conducted on the
Colaboratory platform.

V. EXPERIMENTAL SELECTION OF NEURAL NETWORK
ARCHITECTURE

After analyzing the results of studies related to signal
processing using neural networks, the architectures were
selected based on convolutional and recurrent neural networks.
Thus, 4 architectures were obtained:

e Batch_normalization + CNN + Dense using
spectrograms;
e RNN (LSTM) + CNN + RNN (LSTM) + Dense;
e Batch _normalization + CNN + Dense;
e LSTM + NN based on "U-net"
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1) Batch normalization + CNN + Dense using
spectrograms: The signal was converted to a spectrogram, a
corresponding function was created using the fast Fourier
transform (performed using the spectrogram method of the
Scipy library) (Fig. 9).

A neural network model was applied to this type of data
(Fig. 10), which is based on the convolutional neural network
(CNN) [17]. The architecture was selected experimentally. It is
the input data that comes to the normalization layer
(BatchNormalization) with the aim of uniform learning.

0.0200

00178 800
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§ 00100
H %00
& 00075
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Fig. 9. Spectrogram of the EEG Sensor Signal.
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Fig. 10. Architecture of CNN.

BatchNormalization is a method for deep learning
accelerating that solves a problem of learning efficiency.
Normalization is implemented before every neural network
layer [18]. Further, the convolutional neural network [19]
receives normalized data at the input, and convolutional layers
form 3x3 feature maps from it. During the experiment, it was
revealed that a gradual twofold increase in the convolution core
is two times more optimal for this architecture. With pooling
(MaxPooling), the sample of the input space is being reduced
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by half (2x2), after that the “Dropout” layer is used to exclude
a certain percentage of random neurons, since the neural
network was overtrained during training. Then data is being
converted to a one-dimensional vector using the Flatten layer.
Classification is performed by the fully connected layer.

Based on the results obtained from experimental studies of
the first model, several neural network models have been
developed. The difference between the second and the third
models (Fig. 11, 12) are that the data of the neural network
model were presented in the form of a sequence, which were
also converted using the fast Fourier transform.

2) RNN (LSTM) + CNN + RNN (LSTM) + Dense: A
neural network model is shown on Fig. 11, the basis of which
is a convolutional neural network (CNN) [20], that uses time
convolutional layers (ConvlD). This layer creates a
convolution core, which is convoluted with the input layer in
one time dimension [21]. The architecture is as follows: in the
second experiment, the input data comes to the recurrence
layer (LSTM) with the maximum number of neurons,
depending on the GPU capability, then the data goes to a time
convolution layer in which a window of size 3 was specified
empirically, after that the data is normalized by normalization
layer (BatchNormalization). Based on the first experiment, the
“Dropout” layer was applied, in which 20% of neurons are
randomly turned off to exclude overtraining of the neural
network. Then the data is transferred to the recurrent neural
layer and converted into a one-dimensional vector using the
“Flatten” layer. Classification is performed by the fully
connected layer (Fig. 11).

e
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100X 1LSTM | x2  Gupu=s12x100

I S

400 % 1 ConvlD, Chatput = 510 x 400
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T T
- .
BN Output = 508 = 400
P — —
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I T
100 x 1 LSTM Output = 308 100
I S
Flatten Output = 50 800
I S
20 x 1 Dansa,
Output = 80
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3% 1 Denze,
Output =3
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L——

Fig. 11. Neural Network Architecture of the RNN (LSTM) + CNN + RNN
(LSTM) + Dense Type using the Fourier Transform.
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3) Batch_normalization + CNN + Dense: The difference
between the architectures of the third model and the second
model is that before the data is going to be transferred to the
convolutional layer, it is being normalized. A normalization
layer (BatchNormalization) was applied, before each time
convolutional layer, then similarly, the data was converted
into a one-dimensional vector, using the Flatten layer for fully
connected layer and classification (Fig. 12).

4) LSTM + NN based on "U-net": fourth model was
developed based on “Unet” (Fig. 13), using a time
convolution, due to fact that database is small. The
architecture of model 4 is shown in Fig. 14.

( Input )
(512x1)

BN Output =512 x 1

ConvlD,
Output =512 x 32
kernel size=7

BN Output = 512 % 32
ConviD Output = 512 x 64

X2

kernel size=3
- Output = 512 x 64

Pr— —

Flatten
Output =32 768
128 x 1 Dense,
Activation = relu Output = 128
3 x 1 Dense,
- Output = 3
Activation = softmax
g

Fig. 12. Neural Network Architecture of Type Batch_Normalization + CNN
+ Dense using Fourier Transform.
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Fig. 13. The Architecture of the Neural Network “U-net".
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For signal preprocessing, the fast Fourier transform method
was used. Also, to improve the quality of training, a function
was created (blink_augmentation), where several positions are
generated for each "Blink” artifact, where this artifact will be
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recorded. The result is number of "Blink" samples with the
same artifact but the different location in samples.

During the study, the U-net architecture was used (Fig. 13),
which consists of an encoder (narrowing part), a bottleneck and
a decoder (expanding part). This architecture is used for the
analysis of R-grams, MRI and other medical images.

The first part of U-net is the classical architecture of a
classification convolutional neural network [22]. It consists of
repeated applications of two convolutional layers, with a 3-3
kernel, followed by the ReLU activation function and the
MaxPooling operation, which reduces the input representation
by the maximum value in the window (poolsize, in this case
the value is 2).
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. ~ ’ N
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Output = 128 = 64
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Fig. 14. The Architecture of the Neural Network Type LSTM + NN based on
"U-net" using the Fourier Transform.

"Bottleneck" is a part of the network located between the
contracting and expanding parts [23]. The second part consists
of reverse convolution (deconvolution), which contains two
convolutional layers with a 3-3 kernel and the Relu activation
function, then concatenation is performed. At the last level,
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convolution 1x1 is used to match each vector with class
attributes. Then the data is converted into a one-dimensional
vector using the Flatten layer and the classification is
performed by a fully connected layer [23].

In all experiments, the "fit" method was used for training.
The number of samples, the gradient and the number of epochs
for the model as well as compile method "Adam optimization
function” and the error  calculation function
"categorical_crossentropy” were determined for each neural
network model. It was revealed empirically that
categorical_crossentropy is the most suitable error calculation
function to optimize Adam parameters. To assess the quality of
training, the Accuracy metric was chosen.

TABLE I. LEARNING OUTCOMES OF CLASSIFICATION MODELS WITH
VARIOUS PARAMETERS
Accuracy

No. Neur'al network Epochs Batch_size -
architecture train | test
Batch_normalization +

1 CNN + Dense with 20 128 0.68 0.67
spectrogram
RNN (LSTM) + CNN

2 + RNN (LSTM) + 20 256 0.81 0.60
Dense
Batch_normalization +

3 CNN * Dense 50 16 0.94 0.49
LSTM + NN based on

4 U-Net model 10 300 0.70 0.70

A comparison of the results of an experimental study of
four models is given in Table I. The training graph of neural
network models was analyzed. The developed neural network
based on the U-net architecture with recurrent layers
demonstrates the best result of artifact recognition. 70%
accuracy were acquired on test samples. Fig. 15 shows the
results of automatic search for artifacts.
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Fig. 15. The Result of Neural Network Activity. Examples of Highlighted
Neural Network Artifacts: Blink Artifact is Green, Global Artifact Artifact is
Red.

VI. CONCLUSION

A neural network model capable of recognizing artifacts in
the process of recording EEG has been developed.
Experimentally LSTM + U-net architecture was formed. To
solve the problem, the U-net architecture, which is a two-
dimensional convolution, was modified - a one-dimensional
temporary convolution was used, the input of which received
data from LSTM layers. Ensuring the required accuracy (70%)
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is achieved due to the properties of the LSTM layers (trained to
determine the signal state) and qualitative symmetric analysis
(tension / compression) of the modified U-net layer.

Data analysis was carried out, in which the distance
between artifacts in the signals, the maximum duration of each
type of artifact was found. Using analytical functions, an
optimal time window was allocated for artifact recognition,
based on the maximum length of the "Blink" artifact. Since the
data was manually filtered from the artifacts, and the database
was small (9574 samples with artifacts), there was a problem
with the quality of training of the neural network. The database
was expanded using augmentation method, which partially
influenced the learning process (28,722 samples with
augmentation).

An analysis of existing architectures of neural networks, as
well as an experiment with a training set was conducted. As a
result, a neural network was developed based on recurrent
neural network and U-net. The resulting neural network model
is capable of detecting artifacts in the converted signal with an
accuracy of 70%. The developed intelligent system can be used
as an auxiliary tool for the analysis of the EEG signal.

During the study, the methods using libraries of applied
software packages were developed for selecting an artificial
neural network model of defects in digital signals, such as
blinking artifacts in an EEG signal. Selected tools are able to
create an environment for research and modeling of various
signals.

The study showed the prospects for using the identified
types of neural network architectures for analyzing EEG
signals. The architectures selected during the study can be used
in future studies aimed at modeling and clustering EEG
signals.
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Abstract—Mobile robots are being increasingly used to gather
information from disaster sites and prevent further damage in
disaster areas. Previous studies discussed a multi-robot system
that uses a multistage relay backbone network to gather
information in a closed space after a disaster. In this system, the
mobile robot explores its search range by switching the
connected nodes. Here it is necessary to maintain the
communication quality required for the teleoperation of the
mobile robot and to send and receive packets between the
operator PC and the mobile robot. However, the mobile robot
can become isolated when it is not able to maintain the
communication quality required for teleoperations in the
communication path after changing the nodes. This paper
proposes a method to change the communication path of a mobile
robot while maintaining its communication connectivity. In the
proposed method, the mobile robot changes its route while
maintaining communication  connectivity  without any
communication loss time by connecting to two nodes.

Keywords—Multi-robot; multistage relay network;
communication connectivity; changing communication path

I.  INTRODUCTION

After a disaster occurs, disaster reduction activities are
performed in the affected area to prevent the damage from
spreading. In the implementation of disaster reduction
activities, information needs to be gathered to determine the
damage status [1-2]. Existing infrastructure, such as
surveillance cameras, drone aerial photographs, and rescue
teams, can be used to gather such information [3-6]. However,
in some cases, the existing infrastructure cannot be used
because of infrastructure malfunction or lack of power supply.
Also, it is difficult for people to control the drone based on the
camera images. Therefore, the use of drones is not effective in
enclosed spaces after a disaster. Moreover, there is a risk of
endangering human lives or inducing secondary disasters
during information gathering by rescue teams. Therefore, the
use of mobile robots is widely preferred for gathering
information in enclosed spaces after disasters [7-11].

Two communication methods are adopted for mobile
robots: wired and wireless. Wired communication helps
maintain a stable communication quality and power supply to
the mobile robot by using cables [12]. However, cables can get
disconnected and communication with the mobile robots can
be interrupted when cables become tangled with obstacles or
the wheels of the mobile robot. Wireless communication has a

high runnability because of the absence of physical restrictions
using cables [13-14]. However, in wireless communication,
mobile robots may become isolated when radio waves are
hindered by obstacles. Therefore, in an enclosed space after a
disaster, it is necessary to use the communication method that
best matches the purpose and the situation of the disaster area
[15-16]. This paper discusses a method for gathering
information using wireless communication in environments
where it is difficult to explore with a mobile robot using wired
communication.

Robot wireless sensor networks (RWSNSs) involve the
teleoperation of mobile robots using wireless communication
[17-19]. In an RWSN system, a mobile robot expands its
search range by deploying a relay node called a sensor node
(SN) in its path (Fig. 1). Therefore, the RWSN can gather
information without depending on the existing infrastructure.
In a network that uses multistage relaying, such as RWSN, the
communication quality decreases as the number of relays and
the distance between the nodes increases. Therefore, it is
difficult to maintain communication connectivity of mobile
robots in a multistage relay network; these networks are mainly
operated by single robots. However, there is a limit to the range
searched by a single robot in a large-scale facility. Therefore,
this study discusses a multi-robot system that uses a multistage
relay backbone network (Fig. 2).

In the proposed multi-robot system, a static multistage relay
network is constructed by deploying SNs equipped with a
single mobile robot first. Then, this system connects the mobile
robot to the constructed network, and the mobile robot explores
the search range by switching its connection between the
nodes. Then, the mobile robot exhaustively explores within the
network construction range while changing the search range by
switching between the nodes. However, when changing the
node to be connected, the operator experiences communication
loss time with the mobile robot and cannot obtain
environmental information from the mobile robot. Moreover,
there is the risk of isolation when a mobile robot fails to
connect to a node or is unable to reconnect. In addition, the
operator cannot determine whether the communication quality
required for the teleoperation of the mobile robot can be
maintained in the communication path after changing the node
to which the robot needs to connect. Therefore, there is a risk
that the mobile robot becomes isolated without maintaining the
communication quality.
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Fig. 1. Gathering Information by Mobile Robot (Robot Wireless Sensor
Networks : RWSN).

--------- Communication Path of Relay Network
--------- Communication Path of Multi-Robot

Multistage Relay
Backbone Network

Fig. 2. Multi-Robot System using Multistage Relay Network.

To solve these problems, this paper proposes a method to
change the communication path so that the communication
connectivity of mobile robots is maintained. In the proposed
method, the mobile robot teleoperates with two communication
paths to eliminate any communication loss with the mobile
robot. The communication quality required for the
teleoperation of the mobile robot in the communication path is
maintained after changing the nodes to be connected to; this
method obtains the communication quality of the changed
communication path before changing the communication path.
The experiment in this paper confirmed that the required
communication quality can be maintained in the
communication path after changing the connected node using
the proposed method. And the experiment showed the
effectiveness of the proposed method.

Il.  MULTI-ROBOT SYSTEM USING MULTISTAGE RELAY
NETWORK

A. Multi-robot Information Gathering

Many wireless teleoperation systems for mobile robots are
based on the transmission control protocol/Internet protocol
(TCP/IP). TCP/IP is highly compatible with mobile robot
communication because most control systems of mobile robots
use PCs. Therefore, socket communication is often adopted for
mobile robot communication, and information communication
is typically done by packet transmission and reception.
Therefore, RWSN adopted the wireless LAN as the
communication method. The operator receives packets
containing information about the camera and sensor, which is
acquired by the mobile robot, and this information is used to
teleoperate the mobile robot (Fig. 3).
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Fig. 3. Teleoperating Mobile Robot.

In previous research, there are systems that distribute and
explore a large number of robots in the environment [20-21].
However, this system dynamically changes the route to send
the information to the operator, which results in a
misalignment of the reception intervals of the operation
command packets. In addition, it is difficult to send large
amounts of data, such as videos, using this system. These
problems limit the operability and the ability of the mobile
robot to gather information. Therefore, in this paper, the mobile
robot is explored by connecting it to a static multistage relay
network, such as the RWSN.

B. Flow and Requirements for Information Gathering by
Multi-robot System using Multistage Relay Network

The process of the multi-robot operation using the
multistage relay network is shown below (Fig. 4).

e Construction range of a multistage relay backbone
network is expanded with the mobile robot <1> such as
RWSN.

e Multiple mobile robots are connected to the constructed
backbone network.

e Mobile robot <1> and the other mobile robots search
within the network construction range while switching
the nodes to be connected.

Mobile Robot <1>jabe L

Operator [

Multistage Relay Network | |

(1. Mobile robot <1> deploys SN

| 2. Connecting the multi-robot to

i the constructed network
3. Search with all Robot

e e T e

Fig. 4. Device of each Node that Constitutes Multi-robot System.

Based on the results of the operations of the robots at the
damaged nuclear power plant, this study defined the network
requirements of the multi-robot system as below.

o Teleoperation of a total of three or more mobile robots.

e Maintaining a throughput of 20 Mbps or higher in the
communication path between each operator PC and
each maobile robot.

The teleoperation of a multi-robot requires a throughput of
20.0 Mbps or higher in the communication path between each
operator PC and each mobile robot. However, the theoretical
value of IEEE802.11b/g used in RWSN is 54.0 Mbps, which is
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insufficient throughput for multi-robot operations. This study
constructs a network using IEEE802.11ax, which has a
theoretical value of approximately 1,200 Mbps.

C. Topology of Multistage Relay Network

Based on the process flow and requirements of multi-robot
systems, this paper proposed a multistage relay network
topology for the construction of multi-robot environments. The
network topology shown in Fig. 5 is characterized by the fact
that each node in the multistage relay network has an access
point (AP) and multiple mobile robots can be connected to a
single node. Therefore, in this topology, each node constructs a
network, and multiple mobile robots can explore the network
construction range exhaustively while changing the APs to be
connected.

D. Problems in Changing Communication Path

In this multi-robot system, the mobile robot changes the
search range while switching the connected nodes, and
exhaustively explores within the network construction range
(Fig. 6). However, when the mobile robot changes the node to
be connected, the below problems occur.

e There is communication loss between the operator PC
and the mobile robot while changing the node to be
connected to.

e There communication quality is unknown in the
communication path after changing the node to be

connected.
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Fig. 5. Network Topology of Multi-robot System.
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Fig. 6. Switching Nodes to Be Connected.

When the environment changes around the mobile robot
during the communication loss time, the operator cannot
receive sensor and camera information and cannot send
operation command packets; consequently, it becomes difficult
to respond to environmental changes. Moreover, when the
connection change fails, the mobile robot becomes isolated.
When the node to be connected is changed, the operator cannot
determine whether the communication quality required for the
teleoperation of the mobile robot can be maintained in the
communication path after the node is changed. Therefore, there
is a possibility of the mobile robot becoming isolated because
of its inability to maintain communication connectivity after
connecting to a new node. An isolated mobile robot is an
obstacle to other mobile robots and affects their ability to
explore the scene of disaster; they could also become a cause
of secondary disasters because of their battery ignition.
Therefore, this multi-robot system requires a method to change
the node to which it is connected without losing the
communication connectivity of the mobile robot. This paper
proposes a communication path change method to maintain the
communication connectivity of mobile robots.

I1l. REQUIREMENTS FOR CHANGING COMMUNICATION
PATH IN MULTI-ROBOT SYSTEM

Given the problems described in Section 2.2, the following
specifications are required for the mobile robot to change the
communication path in this multi-robot system.

1) The capability to send and receive packets between the
operator PC and the mobile robot.

2) The capability to switch the communication path even
when the operator does not know the exact location of the SN
and the mobile robot.

3) Capable of obtaining the communication quality
required for teleoperation of a mobile robot on the changed
communication path, before switching the path.

During the exploration, it is possible to reduce the risk of
isolation of the mobile robot by monitoring the changes in the
environment and by being able to respond to them while the
communication path was being changed. Therefore, as stated in
specification (1), the system needs to be able to send and
receive operation commands and camera/sensor information
between the operator PC and the mobile robot during the
communication path change.

After a disaster, a closed space would have an environment
with multiple obstacles. In such cases, the SN and the mobile
robot might not be able to see each other with a camera, or it
might be difficult to measure the distance with a sensor
because of the various disturbances. In such cases, there is a
possibility of the mobile robot not being able to connect to the
appropriate node and becoming isolated because of the lack of
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location information. Therefore, as stated in specification (2),
the communication path is changed without depending on the
location information.

Some studies have used the electric field strength as a
method for switching the routing [22]. However, the
teleoperation of mobile robots sends and receives packets;
therefore, it is necessary to maintain the communication quality
at the packet level. Therefore, specification (3) requires the
maintenance of the throughput required for the teleoperation of
the mobile robot in the changed communication path before
changing the node. As described in Section 2.2, the throughput
required for the teleoperation of the mobile robot in this system
is 20.0 Mbps; therefore, in this paper, the throughput to be
maintained in the communication path after the change was set
to 20.0 Mbps.

IV. METHOD FOR CHANGING COMMUNICATION PATH
WHILE MAINTAINING COMMUNICATION CONNECTIVITY FOR
MoBILE ROBOTS

This paper considers a method for changing the
communication path of a mobile robot while maintaining
communication connectivity in a multi-robot system using a
multistage relay backbone network. This chapter proposes a
method to obtain advance information about the
communication quality of the changed communication path;
this method will ensure that there is no communication loss
time when the path is changed. In this method, apart from the
main communication path, there is a sub-communication path
that connects in advance to the next node. We also include a
“judgment communication path” that monitors the
communication quality. Section 4.1 describes a method to
change the communication path without causing any
communication loss; two communication paths were used here.
Section 4.2 describes a method to determine in advance
whether the communication quality required for the
teleoperation of a mobile robot can be maintained in the
communication path after changing the connecting nodes.

A. Communication Path Changing Method using Sub-
communication Path
The proposed method used a mobile robot connected to two
APs (IEEE802.11ax), as shown in Fig. 7. The steps for
changing the communication path of a mobile robot using two
communication paths are given below. Here, this paper assume
that the node number is n (Fig. 8).

1) The mobile robots connect to the nth and n+1th nodes
and teleoperate via the main communication path.

2) The communication quality of the judgment
communication path is used to determine whether to switch
between the main communication path and the sub-
communication path.

3) The sub-communication path is changed to the main
communication path.

4) The path that was originally the main communication
path is changed to a sub-communication path. (The adapter
device that was connected to the nth node is changed to the
n+2th node).
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Two communication paths were used: one with a large
number of relays and the other with a small number of relays.
This paper consider the decrease in communication quality due
to the increase in the number of relays, and use the
communication path with a small number of relays as the main
communication path for sending and receiving teleoperation
packets. Then, the sub-communication path becomes the next
main communication path, as shown in Fig. 8. The packets are
sent and received to confirm that the communication has not
been interrupted. The operator can communicate with the
mobile robot on the path via the nth node when changing the
sub-communication path to the main communication path.
Then, when changing the main communication path to the sub-
communication path, it is possible to communicate with the
mobile robot via the n+1th node. In this way, packets can be
sent and received between the operator PC and the mobile
robot while the communication route is being changed.
Therefore, the mobile robots switch between the main
communication path and the sub-communication path and can
explore the disaster site without any communication loss even
when there are changes in the communication path.

B. Monitoring Communication Quality using Judgment
Communication Path

In the proposed method, in order to obtain in advance
whether the communication path after changing the node to be
connected can maintain the throughput required for
teleoperation of the mobile robot, we construct a judgment
communication path between the next node to be connected to
and the mobile robot, as shown in Fig. 7. The judgment
communication path is constructed by mounting an AP of
IEEE802.11n, which is in the same frequency band as
IEEE802.11ax, on the SN and an adapter device on the mobile
robot. To obtain the throughput of this judgment
communication path, the measurement packets are sent and
received between the SN and the mobile robot <1>. This
communication path is constructed in a separate network from
the network of the multi-robot system, so that the throughput
between the SN and the mobile robot can be measured without
placing a load on the path used for teleoperation.

When the communication quality between an SN and a
mobile robot of IEEE802.11n is maintained for the
teleoperation of the mobile robot, the communication quality
between an SN and a mobile robot of IEEE802.11ax can also
be maintained for teleoperation of the mobile robot due to
IEEE802.11n is in the same frequency band as IEEE802.11ax.
This multi-robot system has also confirmed that the throughput
between the operator PC and the SN is maintained required for
the teleoperation of multiple mobile robots during the
multistage relay network range is expanded. Therefore, if the
communication quality required for the teleoperation of the
mobile robot is maintained in the judgment communication
path, it is assumed that the communication quality required for
the teleoperation of the mobile robot is also maintained in the
main communication path after switching the node to be
connected. Therefore, in this method, the communication path
is changed when the communication quality required for the
teleoperation of the mobile robot can be maintained in the
judgment communication path.
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V. EVALUATION OF COMMUNICATION QUALITY USING
THROUGHPUT MEASUREMENT

This chapter describes a method for measuring the
communication quality characteristics when teleoperating a
mobile robot. As described in Section 2, the teleoperation of a
mobile robot sends and receives packets; therefore, it is
necessary to evaluate the communication quality at the packet
level. This paper evaluates the transmission speed in a TCP/IP-
compliant communication path as the throughput at the packet
level. The throughput [bps] specifies the transmission received
per second by the PC. Therefore, the following experiments
continue to send measurement packets from the mobile robot at
a transmission speed of 25.0 Mbps and confirm whether a
throughput of 20.0 Mbps or higher can be maintained at the
receiving side. Therefore, the experiments in next chapter send
measurement packets from the mobile robot side and confirm
that the receiving side can maintain the throughput required for
the teleoperation of the mobile robot.

VI. CHANGING COMMUNICATION PATH WHILE
MAINTAINING COMMUNICATION CONNECTIVITY USING
PROPOSED METHOD

This experiment was conducted to confirm whether the
proposed method can be used to change the communication
path of a mobile robot while maintaining the communication
connectivity. The experiment setting is shown in Fig. 9, and the
equipment used is shown in Fig. 10. This experiment used
Raspberry Pi 4 Model B as the PC, ASUS RT-AX3000 as the
adapter device, GT-AX11000 as the AP of IEEE802.11ax,
WN-AC433UA as the antenna of IEEE802.11n, and CAT8
LAN. The experiment was conducted in the following steps:

1) Deploying nodes equipped with AP of IEEE802.11n so
that the distance between each node is 90 m. (Constructing a
270m network with 3hop).

2) Move the mobile robot and measure the throughput in
the judgment path of IEEE802.11n at 10 m intervals (Between
each SN and the mobile robot).

3) Move the mobile robot and measure the throughput in
the communication path of IEEE802.11ax at 10 m intervals.
(Between operator PC and mobile robot via each node).

This experiment selected 10 throughput values measured at
each location and shows the average of them. In the multistage
relay network constructed in this experiment, the nodes are
deployed so that the distance between each node is 90 m (270
m in total), and the network is capable of maintaining a
throughput of more than 60.0 Mbps between the operator PC
and the mobile robot <1>. Fig. 11 shows the results of
measuring the throughput on the judgment communication
path (between SN and mobile robot). Fig. 11 shows that the
throughput between SN1 and the mobile robot is more than
20.0 Mbps in the range of 60-130 m. Therefore, the proposed
method changes the sub-communication path to the main
communication path in that section. The throughput between
SN2 and the maobile robot is more than 20.0 Mbps in the range
of 150-210 m. Therefore, the proposed method changes the
sub-communication path to the main communication path in
that section.
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From the results shown in Fig. 11, we measured the
throughput between the operator PC and the mobile robot so
that the 60-130 m and 150-210 m sections overlap in this
experiment, and confirmed whether the main communication
path can be switched while maintaining the communication
connectivity. The throughput in the communication path of
IEEE802.11ax between the operator PC and the mobile robot
via each node is shown in Fig. 12. As shown in Fig. 12, both
communication paths have a throughput of more than 20 Mbps
in the 60-130 m section, so it was possible to switch the main
communication path while maintaining the communication
connectivity. Also, in the 150-210 m section, both
communication paths are maintained at more than 20 Mbps, so
it was possible to switch the main communication path while
maintaining the communication connectivity. As a result, when
the proposed method was used to teleoperate a mobile robot,
the communication path could be switched while maintaining
the communication connectivity. Therefore, this method is
effective for changing the connected nodes in a multi-robot
system using a multistage relay backbone network.
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VII. DISCUSSION

In the judgment communication path of this experiment,
the throughput between SN1 and the mobile robot is more than
20 Mbps in the 60-130 m section, and the throughput between
SN2 and the mobile robot is more than 20 Mbps in the 150-210
m section. The experimental results show that the
IEEE802.11ax communication path can maintain a throughput
of more than 20 Mbps in those sections, so it is possible to
change the main communication path after confirming the
communication quality in the judgment communication path in
advance. Therefore, proposal method can obtain the
communication quality of the changed communication path in
advance, without communication loss time when the path is
changed. Additionally, switching between the sub-
communication path and the main communication path does
not depend on distance information, but on the throughput of
the judgment communication path, which is effective even in
environments with many obstacles.

VIIl. CONCLUSION

In a multi-robot system using a multistage relay network,
multiple mobile robots were connected to the constructed
network, and the mobile robots changed the search range by
switching between the nodes. However, a mobile robot can be
isolated when changing the node because of the loss of
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communication or the poor quality of the communication in the
new communication path. This paper proposed a method to
change the communication path of a mobile robot using
multiple paths so that communication connectivity is
maintained.

The proposed method uses a sub-communication path,
which connects in advance to the next node so that the
communication path can be switched without any
communication loss between the operator PC and the mobile
robot. In addition, the proposed method constructs a judgment
communication path between the nodes that constitute the sub-
communication path; the main communication path and the
sub-communication path are changed when the communication
quality is maintained on the judgment communication path.
Therefore, even when the sub-communication path is changed
to the main communication path, the communication quality
required for the teleoperation of the mobile robot can be
maintained in the new main communication path. This study
measured the throughput of the judgment communication path
connected to each node and confirmed the section that can
maintain the communication quality required for the
teleoperation of the mobile robot. This experiment confirmed
that the communication quality required for the teleoperation
of the mobile robot could be maintained in the communication
path of IEEE802.11ax in that section. The experiment results
confirmed that it was possible to maintain the communication
quality required for the teleoperation of the mobile robot in the
new main communication path even when the main
communication path was switched. The communication quality
required for the teleoperation of the mobile robot was
maintained in the judgment communication path. Therefore,
the judgment communication path could monitor the
communication quality of the changed path before changing
the main communication path; this experiment proves the
effectiveness of the proposed method.

In these experiments, the nodes to be connected to the
mobile robot were changed manually. In the future, we will
create a program that will automatically switch the
communication path.
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Abstract—Conceptual design represents a critical initial
design stage that involves both technical and creative thinking to
develop and derive concept solutions to meet design
requirements. TRIZ Scientific Effects (TRIZSE) is one of the
TRIZ tools that utilize a database on functional, transformation,
parameterization of scientific effects to provide conceptual
solutions to engineering and design problems. Although TRIZSE
has been introduced to help engineers solve design problems in
the conceptual design phase, the current TRIZSE database
presents general scientific concept solutions with a few examples
of solutions from patents which are very abstract and not
updated since its introduction. This research work explores the
derivation of a novel framework that integrates TRIZ scientific
effects to the current patent information (USPTO) using data
mining techniques to develop a better design support tool to
assist engineers in deriving innovative design concept solutions.
This novel framework will provide better, updated, relevant and
specific examples of conceptual design ideas from patents to
engineers. The research used Python as the base programming
platform to develop a conceptual design software prototype
based on this new framework where both the TRIZSE Database
and Patents Database (USPTO) are searched and processed in
order to build a Doc2Vec similarity model. A case study on the
corrosion of copper pipelines by seawater is presented to validate
this novel framework and results of the novel TRIZSE Database
and patents examples are presented and further discussed in this
paper. The results of the case study indicated that the Doc2Vec
model is able to perform its intended similarity queries. The
patent examples from results of the case study warrant further
consideration in conceptual design activities.

Keywords—TRIZ; patent mining; natural language processing;
product design

I.  INTRODUCTION

TRIZ is a Russian Acronym which translate to the “Theory
of Inventive Problem Solving” which was first initiated by
Genrich Altshuller in 1946 [1]. TRIZ represents an engineering
theory consisting of many problem-solving tools derived from
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compiling and analyzing utility patents to find general
solutions and trends, which will be used to solve complex
engineering problems that can be further decomposed into their
individual problems and components.

One of the main TRIZ tools is the contradiction matrix
which is well-established and is used to improve an
engineering  system based on solving engineering
contradictions. According to TRIZ, there will always be
engineering contradictions that need to be resolved in all
inventive problems [2]. Contradiction matrix will recommend
inventive principles derived from years of study of patent
information to assist engineers resolve these contradictions.
However, these inventive principles are very general and
abstract for most engineers and interpreting these inventive
principles in the context of specific solution concepts are
challenging because expertise knowledge and experience are
required. The other TRIZ tools including TRIZ scientific
effects (TRIZSE) and system of standard inventive solutions
also recommend solution concepts which are very general and
abstract [1]. Therefore, research have explored into extending
and improving existing TRIZ tools and proposed new patent
extraction system such as Inventive Design Method (IDM) and
extracting design information from patent documents and focus
on assisting engineers to overcome their psychological barrier
[3]. The proposed IDM has its limitations and deficiencies in
issues related to duplicated information. This research work
acknowledges the importance and criticality of defining design
problems described in the form of function, parameter,
transform and a real-time link to patent documents in patent
offices to provide accurate relevant examples to assist
engineers.

Therefore, this research work will explore the derivation of
a framework to link TRIZSE to patent documents to support
engineers in conceptual design and investigate the potential of
enhancing TRIZSE with patents database. By developing this

43|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

link, TRIZSE may provide a better and clearer solution to each
of their effects. The main objectives of this paper are:

1) To introduce the preliminary conceptual design system
using TRIZSE which is enhanced by utilizing a similarity
model built on a patent database to provide sufficient examples
suggested by TRIZSE.

2) To build a Graphical User Interface (GUI) to allow a
user to provide their input and queries for a single functional
statement.

3) Conduct a case study to assess the performance of the
program in factors of user input, data accuracy and its
relevance.

The rest of the paper will cover the extraction of
information, development of Doc2Vec model, and a case
study. The proposed process model will be presented in the
methodology section. This is followed by validation of the
Doc2Vec model for feature extraction from the patent database
for a use case. The report will then be concluded with
recommendation for future improvement.

II. BACKGROUND

TRIZ Scientific Effects (TRIZSE) is one of the TRIZ tools
which is applied in the conceptual design phase that utilizes a
database based on three types of search query; Functional,
Parameterization, and Transformation to recommend a list of
solution concepts (for e.g., if a user desires to constrain gas,
one suggestion effect from the Functional aspect is Glassy
Carbon which has high temperature resistance, extreme
resistance to chemical attack, and impermeability to gases and
liquid [4]). However, these suggestions lack suitable examples
to support the recommended list of solution concepts and fail
to inspire conceptual design ideas. Nonetheless, these
deficiencies of the TRIZSE database offer a unique opportunity
to explore the possibility of applying appropriate data mining
techniques to search for examples related to the recommended
list of solution concepts based on available online patents
information with the intention of retrieving relevant patents as
examples for any given recommended solution concepts by
TRIZSE. To link the recommended solution concepts of
TRIZSE to patent information, it is necessary to develop a
suitable framework (with a user-friendly user interface) that
integrates data analysis and mining technique (also known as
patent mining) based on TRIZSE.

Using similar initiative to enhance a TRIZ technique, TRIZ
Scientific Effects (TRIZSE) are comprehensive descriptions of
effects based on sciences which provide good conceptual
solutions which can potentially link patent information to
obtain sufficient relevant real examples from TRIZSE
database. In conceptual design activities, TRIZSE plays a role
of redefining each function in a system and provides a set of
suggestions of functional solutions as shown in an online
database developed by Martin [4]. TRIZSE itself serves as a
basis of creative idea generation in solving an engineering
problem. Access to TRIZSE databases is limited due to
subscriptions or memberships [5, 6], and third party state-of-
the-art patent mining and analysis software [7]. However, the
TRIZSE database provided by Martin [4] is available for public
usage.
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For the conceptual design framework development, the user
must first define the engineering problem to be solved. The
user-defined problem should be decomposed from complex
problems into simple sentence structure before being used as
an input. This not only simplifies the problem but also provides
a clearer view of expected results from the query. There are
vast selections of problem analysis tools such as Causal Loop
diagram [8] that identify the polarity influences, Functional
Decomposition and Morphology [9] decompose complex
systems and re-merges as well as Systems Dynamics [10] that
can simulate potential design changes. However, a simple and
direct tool should be selected as it can provide more direct
input for the model to manipulate. Hence, Functional Analysis
(FA) [11] which maps component relationships can be selected
for deployment. FA fosters problem statement formulation that
could be further decomposed into a simple solution statement
consisting of Subject-Action-Object. This facilitates better
transition to the parameters of the TRIZSE database.

The linkage between TRIZSE to a patent database can be
implemented through text mining techniques. A text mining
Python library called Gensim is widely popular amongst patent
mining research and has diverse range of data mining models.
One of the models is a similarity model Doc2Vec inspired by
vector representations of words using neural networks known
as Word2Vec [12]. The Word2Vec model has a disadvantage
as it does not consider the word order of each text document
[12]. It functions similarly to a bag-of-words model where only
the frequency of each word in the patent document is
accounted for [12]. The proposed Doc2Vec is an improved
model that can assess the word and neighboring words in the
sentence to properly gauge the semantics of the entire sentence.
Doc2Vec is compared to other similarity models such as Term
frequency-inverse document frequency (TF-IDF) which
calculates the importance of a word based on the frequency in
the patent document and Global Vectors for Word
Representation (GloVe) just like TF-IDF but with word
embeddings to discover word contexts [13]. The result of
comparisons shows that Doc2Vec is superior and capable of
handling higher amounts of data entries (in millions) [13].

The patents database is sourced online. There are major
databases such as the United States Patents and Trademark
Office (USPTO), the Japanese Patent Office (JPO), the
European Patent Office (EPO) [14]. For the ease of database
extraction, the USPTO database is selected.

I1l. METHODOLOGY

A. Data Extraction

The TRIZSE database is extracted from the online database
[4]. A third party free-to-use software called ParseHub is
shown in Fig. 1. It performs as an automated user-action and
data collector. Parsehub is utilised to extract every combination
of the database and its results. The data extracted is stored into
a Comma-Separated Values (csv) file.

Patent documents are unstructured texts with sections of
irregular word limits and formatting. Thus, this paper makes
use of one of the consistent sections of a patent document, the
abstract. Sections such as claims would range from few
sentences to several pages.
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Fig. 1. Brief Interface of Parsehub.

B. Data Processing

The main data processing involves handling of millions of
patents in the database. In USPTO, there are multiple types of
patents such as utility, design, plant. Utility patents are patents
that contain a feature or solution whereas design patents are
typically drawings. Only utility patents are added value
documents for this study. The total number of utility patents
from the year 1971 to 2020 numbers is approximately 6.8
million. The abstracts of patents are useful for feature
extraction in patent mining as there is a word limit and crucial
information is present. Hence, each patent document’s abstract
undergoes a pre-processing stage, where words will be
separated, and reformatted. The pre-processing steps involve
removal of special characters, lowercasing capitals, and
removal of redundant words [15, 16]. The pre-processing
technique is adapted from the Gensim code examples [17]. The
patent documents are tagged by simple indexing for accessing
the documents in later stages.

C. Similarity Model Technique and Concept

Similarity models encompass supervised and unsupervised
techniques, each with their own advantages and disadvantages.
Supervised techniques involve high percentage of manual
sorting and tagging that yields better overall results. On the
other hand, unsupervised techniques do not have manual
inspection. However, it is preferable over supervised
techniques when dealing with massive number of documents.
The Doc2Vec model is an unsupervised technique model. The
data is fed into the algorithm and all unique words will be
extracted from the patent documents into a vocabulary
dictionary. The Doc2Vec model starts training with a
vocabulary size and input texts. The Doc2Vec modelling can
be simplified (as shown in Fig. 2).

Fig. 2. Modelling of Doc2Vec.

The description of the arguments for Doc2Vec is as
follows: abstracts represent the input of patent abstracts;
min_count the removal of words with frequencies less that the
value f (in this example, 2); window is N (3 in this example),
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number of neighboring words that can affect the word of
interest; vector_size shows the number of numerical elements
that an abstract vector can attain. The higher the number of
vector size, the higher the number of features of an abstract that
can be captured; epochs are the number of training iterations of
the model; workers are the number of computer cores for
processing. With the vector generated, it can be compared
numerically with a cosine similarity approach [14][17].

D. Process Chart of the Conceptual Design Framework

Once trained, the model can produce and predict a vector
for new inputs to reflect similarity results. This can be used to
evaluate similarity of a TRIZ Scientific Effect concept with
real patent examples. The development of a Graphical User
Interface (GUI) using PySimpleGUI library is to facilitate user
input. The activities are depicted in Fig. 3. The processes and
output is visible to the user through Graphical User Interface.
The user inputs their problem in a Functional statement which
will be a guide to invoke suitable TRIZSE settings. TRIZSE
database will return results from the inputs which are fed into
the similarity model individually by each effect. The model
results are compiled in a descending order of patent similarity.

i Proposed simple TRIZ Scientific |
User Defined = solution In Functional | = Effects Extracted
Problem statement Database Patents Database
\/ ¥
TRIZ Scientific Pre-Processing

Query Effects ¥
Results results Suggestions List Vocabulary Buid |
evaluationby | q= + v |

user

- Similarity Query  |4=| Doc2Vec Model |
Graphical User Interface |

Fig. 3. Process Chart of the Conceptual Design System Framework.

IV. RESULTS AND DISCUSSION

A. TRIZSE Database Extraction

This work starts with extraction and analysis of the
TRIZSE database. The database extracted from the source
website takes approximately 15 hours to parse through all
combinations. The CSV file saved is checked and validated for
accuracy. Fig. 4 shows the sample of the data extracted from
the database. Each combination of TRIZ Scientific Effect
yields a set of results which are suggestions of Effects along
with brief description of the concept.

Absorb  Divided Solid Effect
Absorb  Divided Solid Effect

17 suggest Amphiphiles A chemical compound posq
17 suggest Bingham Plastic |A viscoplastic material that

Absorb  Divided Solid Effect 17 suggest Diffusion The movement of particles
Absorb  Divided Solid Effect 17 suggest Electret An Electret is a dielectric m
Absorb  Divided Solid Effect 17 suggest Fractal Forms  |A fractal is generally ‘a rou
Absorb  Divided Solid Effect 17 suggest Gel Agel is a solid, jelly-like ma

Absorb  Divided Solid Effect
Absorb  Divided Solid Effect

Fig. 4. A Snapshot of Extracted TRIZSE Database.

17 suggest Ostwald Ripening [An observed phenomenon

17 sugeest Oxidation A chemical reaction that in

The data extracted undergoes data elimination of duplicated
data. For example, a combination of Absorb and Divided Solid
in Function section can have three types of results which are
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Framework, Effect, or Both. The results that are repetitive can
be merged. For example, the Functional section containing
21,175 rows of effect suggestions is merged into 10,589 rows,
which is 50% smaller. Similar process is applied to Parameter
and Transformation section which yields similar reduction.

The Effects in TRIZSE database are obtained through the
various combinations of inputs. Each Effects accommodates
multiple combinations, and the total of Effects is
approximately 1000. The concept description of each Effects
will be assessed by the Doc2Vec model to identify similar
concepts in patents.

B. USPTO Patents Extraction

The USPTO patents are downloaded from PatentsView
website in a compressed ZIP file. A Python code parses
through the ZIP file to extract the desired information which
comprises the following: utility patents’ number, title, and
abstract. The process has taken 5 hours for 7.5 million patent
documents and 6.8 million utility patents are extracted and
stored.

C. Doc2Vec Model Code Development

The Doc2Vec modelling follows the stages of Preliminary
processes in Fig. 3. The first stage is the pre-processing of each
patent abstracts. In this stage, abstracts will undergo
tokenization. Tokenization splits the abstracts, a paragraph of
words, into individual words while keeping the order of the
sentence. Each individual word is converted to lowercase and
stop words are removed. Stop words are words that do not add
to sentence context such as “a”, “of”, “and”, “also”. The
duration of the pre-processing stage is 2660 seconds. Prior to
Doc2Vec modelling, the abstracts undergo a vocabulary
building phase which identifies unique words and stores it into
a dictionary. This phase identifies the weight of each word.
Heavier word weight shows higher importance. The process is
4340 seconds. The Doc2vec modelling uses the settings from
Fig. 2, frequency of words less than 2 will be removed since
they are uncommon words. The window size of 3 influences
the target word with 3 nearby words. The vector_size is also
known as feature size that captures the feature of a document
and converts it into a vector of numbers [12] that is calculated
from the weights of words in the vocabulary dictionary. The
vector_size is set to 100 which balances between memory
usage and feature uniqueness. Epochs are set at 20 with each
iteration taking 40 minutes. By running multiple iterations on
the data, the Doc2Vec model learns and re-calibrates features
in a document. The Doc2Vec model is successfully built into
6.8 million abstract vectors in a process that has taken 17
hours. The model loaded within the Python workspace is
displayed in Fig. 5 showing it has been successfully booted.

The unique tokens and the number of documents vectorized
in the model is shown in Fig. 6.

D. Doc2Vec Model Validation

The model can be validated by a similarity query of a
random patent abstract section from USPTO. Typically, the
result of similarity in the model will proceed with high
similarity documents, followed by lower similarity documents.
The output in Fig. 7 shows that the behavior is as predicted.
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The output seen in Fig. 7 uses a section of the abstract as
input to find similar documents. The first result has a similarity
of 88.57% and on online inspection, found to be the correct
patent. Thus, the model can provide accurate similarity. A
similarity tolerance test is conducted by running 10 times on
the same query shown in Fig. 8. The graph shows that the
average similarity value is at 0.885825 with a range of *
0.000144. Since the value of the range is significantly small, it
will not affect the order of top documents in similarity results.

Fig. 5. Doc2Vec Model Logs.

Fig. 7. Similarity Query of a Patent Abstract.

Similarity queries over 10 times

Similarity
I
]

]

I

]
I
]
I
I

- I
) [
]

]

- I
I

]

Queries

Fig. 8. Plotted Percentages of Similarity Query.
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E. Graphical user Interface (GUI) Development

Once the fundamental operation of the program is
developed, a GUI is built to accommodate user input. The
interface contains the user input of their Functional Statement
in three text boxes: Subject, Action, Object. With the guidance
of the proposed Functional statement simple solution input, the
rest of the TRIZSE database can be selected. The TRIZSE
database is laid out with Function, Parameter and Transform
sections clearly indicated. The user may select the applicable
selections from the available options as well as the ability to
exclude un-used sections. The GUI is coded and loaded as
shown in Fig. 9, provides enough information to users to
perform their input activities.

Functional

Fig. 9. Graphical user Interface of the Conceptual Design Software
Prototype.

F. Case Study on the Corrosion of Copper Pipelines caused
by Seawater

Copper alloys are used in ships as pipelines, heat
exchanges, screw propellers, valves [18] and most components
are often exposed to seawater which is corrosive. In marine
engineering applications, copper alloys have an innate seawater
corrosion resistance, but will be vulnerable under heavier load
conditions [18] such as pressure generated from propeller
torque or oscillating temperature in pipeline cooling systems.
The case study aims to discover methods to prevent the
corrosion of copper pipelines in a marine boat’s cooling
system. The problem first is approached by using Functional
Analysis to identify and break down the problem into a simple
problem statement of Subject-Action-Object as shown in
Fig. 10.

Subject Action Object
Copper
SEAWALEr | wep | COMTOCRS | m—pr pipelines

Fig. 10. Problem Statement in Functional Analysis Form.
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The simplified problem statement is transformed into a
simple solution statement by reversing the subject, object, and
providing a counteraction. The solution statement is presented
using the same format as shown in Fig. 11.

Subject Action Object

Copper

pipel]nes — | [E5SISTS | = | SEWAtEr

Fig. 11. Solution Statement in Functional Analysis Form.

With the defined solution statement, the GUI can be filled
together with the TRIZSE options. Corrosion is an
electrochemical reaction that requires surface contact and
seawater is a form of liquid. Thus, in the Functional section,
the best combination will be to resist liquid as an application.
To prevent contact between copper and seawater, the surface
finish should not degrade and should have high wear
resistance. This can be used in the parameterization section
with stabilize surface finish as an application. In the final
section, it is unnecessary as the solution should be a preventive
measure and thus, assumed to have no transformation of
energy in copper pipelines. With the information gathered, the
software prototype can be launched and have the input
arranged in the GUI as displayed in Fig. 12. From the input
screen, it is then submitted and the results of the TRIZSE
database are shown in Fig. 13 and Fig. 14 which will be used
with the Doc2Vec model to discover similar patent examples.

ect] [Action] [Object]
ppelines can be [Copper pipelines] [resists] [Seawater])

Subject Action Obgect

Copps gsies CTE T

TRIZ Scientific Eflects Database

Type of Method

ction
o R
Functional Fe
il

Type of Method

[Sound
IO <2
Parametnc -
ime

Type of Method

Fig. 12. GUI Interface with Case Study Settings.

As observed in Fig. 13, the list of suggestions from
TRIZSE database provides a brief description of each effect
with limited examples. A brief review will be conducted to
reduce the redundant effects generated. Effects such as Valve
and Tesla WValvular Conduit can be removed from
consideration as it is an interest of internal volume. The effect
Intumescent materials will also be removed as temperature
should not be a factor in corrosion resistance. Another similar
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review will be conducted on the results of the Parametrization
section shown in Fig. 14. From the results of the
Parametrization section, some effects can be removed to refine
the patent results. Effects such as Redundancy may be
considered as a last resort stage and will be removed. The

Vol. 12, No. 12, 2021

effect Thin Films is also present in the list in Fig. 13 and will
be removed since both lists will be compiled before loading
into the Doc2Vec model. Using each TRIZSE obtained from
the input, it is used together with the subject as a query input to
the Doc2Vec model.

Resist

Input

Liquid Diamond-

TRIZ Scientific Effects

like Carbon

Effect Descriptions

(DLC) exists in seven different forms of amorphous carbon materials that display some of the unique properties of
natural diamond. They are usually applied as coatings to other materials. All seven contain significant amounts of sp3
hybridized carbon atoms. As well as excellent hardness and wear resistance, DLC is claimed to have the lowest
coefficient of friction of any known solid material.

A liquid which becomes strongly magnetized in the presence of a magnetic field. Ferrofluids are colloidal mixtures
composed of nanoscale ferromagnetic, or ferrimagnetic, particles suspended in a carrier fluid, usually an organic
solvent or water. The ferromagnetic nanoparticles are coated with a surfactant to prevent their agglomeration (due to

An intumescent is a substance which swells as a result of heat exposure, thus increasing in volume, and decreasing in

A synthetic fluoropolymer. As fluorocarbons are not as susceptible to van der Waals force (due to the high
electronegativity of fluorine) water and water-containing substances, and oil and oil-containing substances, like most
foods do not wet PTFE. PTFE is very non-reactive. PTFE's coefficient of friction is 0.1 or less, which is the second

A coil wound into a tightly packed helix. In physics, the term solenoid refers to a long, thin loop of wire, often wrapped
around a metallic core, which produces a magnetic field when an electric current is passed through it. Solenoids are
important because they can create controlled magnetic fields and can be used as electromagnets.

A one-way valve with no moving parts, using the geometry of the fluid path to redirect the flow of the fluid to oppose

Thin material layers ranging from fractions of a nanometer to several micrometers in thickness. Electronic
semiconductor devices and optical coatings are the main applications benefiting from thin film construction.

A device that regulates the flow of a fluid (gases, liquids, fluidized solids, or slurries) by opening, closing, or partially
obstructing various passageways.

Resist Liquid Ferrofluid
van der Waals and magnetic forces).
Resist Liquid Intumescent Materials
density. Intumescent are typically used in passive fire protection.
Resist Liquid Polytetrafluoroethylene
(PTFE)
lowest of any known solid material.
Resist Liquid Solenoid
Resist Liquid Tesla Valvular Conduit
its own motion in one direction, but offering little resistance in the other.
Resist Liquid Thin Films
Resist Liquid Valve

Fig. 13. Output of Functional Section Effects Database.

Input settings

TRIZ Scientific
Effects

Effect Descriptions

A covering that is applied to an object. The aim of applying coatings is to improve surface properties of a bulk
material usually referred to as a substrate. One can improve amongst others appearance, adhesion, wettability,
corrosion resistance, wear resistance, scratch resistance, etc. They may be applied as liquids, gases or solids.

The process of using electrical current to reduce cations of a desired material from a solution and coat a conductive
object with a thin layer of the material, such as a metal. Primarily used to bestow a desired property (e.g., abrasion and
wear resistance, corrosion protection, lubricity, aesthetic qualities, etc.) to a surface that otherwise lacks that property.

The method of depositing a monocrystalline film on a monocrystalline substrate. Epitaxial films may be grown from
gaseous or liquid precursors. Because the substrate acts as a seed crystal, the deposited film takes on a lattice structure

A circular causal process whereby some proportion of a system's output is returned (fed back) to the input. This is

Ferromagnetic material in a powdered or finely divided form. Ferromagnetic materials (such as iron) form permanent
magnets and/or exhibit strong interactions with magnets. Ferromagnetic materials lose their ferromagnetic properties

A variety of methods used to deposit thin films by the condensation of a vaporized form of the material onto various

A naturally occurring or synthetic substance that is added to products such as foods, pharmaceuticals, paints,
biological samples, wood, etc. to prevent decomposition by microbial growth or by undesirable chemical changes.
The duplication of critical components of a system with the intention of increasing reliability of the system, usually in

A method for making objects from powder, by heating the material below its melting point (solid state sintering) until
its particles adhere to each other. Traditionally used for manufacturing ceramic objects. Most, if not all, metals can be
sintered - especially pure metals produced in vacuum which suffer no surface contamination. Many nonmetallic
substances also sinter, such as glass, alumina, zirconia, silica, magnesia, lime, ice, beryllium oxide, ferric oxide, and

Thin material layers ranging from fractions of a nanometer to several micrometers in thickness. Electronic
semiconductor devices and optical coatings are the main applications benefiting from thin film construction.

Stabilize Surface Coatings
Finish
Stabilize Surface Electroplating
Finish
Also used to build up thickness on undersized parts.
Stabilize Surface Epitaxy
Finish
and orientation identical to those of the substrate.
Stabilize Surface Feedback
Finish often used to control the dynamic behavior of the system.
Stabilize Surface Ferromagnetic
Finish Powder
above a characteristic temperature (the Curie Point).
Stabilize Surface Physical Vapor
Finish Deposition surfaces
Stabilize Surface Preservative
Finish
Stabilize Surface Redundancy
Finish the case of a backup or fail-safe.
Stabilize Surface Sintering
Finish
various organic polymers.
Stabilize Surface Thin Films
Finish

Fig. 14. Output of the Parametrization Section Effect Database.
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Each query has been set to have an output of the first 10
patents and this setting can be customized as a preference.
However, since the similarity of documents is highly saturated
in the first few results, the similarity of the rest of the
documents may be too broad to provide substantial design
support. The output results are compiled, and the top 5 results
are shown in Fig. 15. From displayed results in Fig. 15, the
outcome of the top 5 highest similarity in patent documents
have the effect Physical Vapor Deposition in majority.
Analysis of the first patent (10115603) reveals that the patent
describes a method of removing passivation films. Passivation
film is a coat of protective material typically able to protect
against corrosion [19]. However, the patent suggests removal
of the said film instead. This displays the model inaccuracy of
polarity checking, although being accurate to the topic of

Vol. 12, No. 12, 2021

The role of flux vapor in corrosion resistance is by removing
impurities and oxidation layer [20]. The third patent (9859218)
is not applicable towards pipelines as its application is focused
on reinforcement of interconnected structures. The fourth
patent (5352331) focuses on electroplating a thin film cermet; a
composite of ceramic (cer) and metal (met). A thin layer of
cermet is capable of producing corrosion resistance and
protecting the internal material [21]. The fifth patent (4927472)
discusses the formation of tin phosphate on metal surface
which creates a layer of corrosion resistance. The idea of
phosphating a base material with solution of phosphate ions
can provide for corrosion resistance against highly corrosive
environments such as seawater [22]. From the first 5 results of
the Doc2Vec model, although not all results have the intention
of offering corrosion resistance, it is still relevant to the topic
scope of the model input.

Methods for removing a passivation film from a copper surface can include exposing the passivation film
to a vapor phase organic reactant for example at a temperature of 100° C. to 400° C. In some embodiments
the passivation film may have been formed by exposure of the copper surface to benzotriazole such as can
occur during a chemical mechanical planarization process. The methods can be performed as part of a
process for integrated circuit fabrication. A second material can be selectively deposited on the cleaned
copper surface relative to another surface of the substrate.

Apparatus and method for condensing a solderless flux vapor onto a work surface to be soldered such as an
electronic circuit board. The flux vapor is created by heating flux in a liquid state to a temperature greater
than the temperature of the work surface. Flux is applied to the work surface without the use of any volatile

Semiconductor structures including copper interconnect structures and methods include selective surface
modification of copper by providing a CuxTiyNz alloy in the surface. The methods generally include
forming a titanium nitride layer on an exposed copper surface followed by annealing to form the CuxTiyNz
alloy in the exposed copper surface. Subsequently the titanium layer is removed by a selective wet etching.
An etching process for patterning thin film cermet (14) on a semiconductor substrate (10) using a mild
room temperature acid solution as the etchant. The semiconductor substrate (10) has a glass passivating
layer (12) such as silicon dioxide deposited thereon. The cermet layer (14) is deposited on the silicon
dioxide layer (12). A photoresist layer (16) is deposited and patterned on the cermet layer (14) followed by
the deposition of a layer of aluminum (18). The cermet (14) is then preferentially etched with a mild room
temperature hydrofluoric acid solution diluted with hydrochloric acid to form the desired cermet resistance

corrosion. The second patent (5514414) discusses the
deposition of heated flux vapor by condensing onto the subject.
Effect Similarity Patent Title Abstract
Number
Physical Vapor 63.45% 10115603 Removal of
Deposition surface
passivation
Physical Vapor 61.86% 5514414 Solvent-less
Deposition vapor deposition
apparatus and
process for organic chemicals.
application of
soldering fluxes
Physical Vapor 58.86% 9859218 Selective surface
Deposition modification of
interconnect
structures
Electroplating  58.29% 5352331 Cermet etch
technique for
integrated
circuits
pattern.
Physical Vapor 56.67% 4927472 Conversion
Deposition
surfaces

A conversion coating predominantly consists of tin phosphate can be deposited on steel or tin-plated steel
coating solution surfaces by contact with a solution containing phosphate ions tin ions an oxidizing agent such as chlorate
for treating metal and a chelating agent for the tin ions the latter to prevent the rapid loss of tin from the solution that
otherwise would occur. A coating that confers excellent resistance to corrosion in hot water is formed on
drawn and ironed thinly tin-plated cans.

Fig. 15. Output of the Doc2Vec Model.

V. CONCLUSION

This research has demonstrated the potential of linking
TRIZSE to USPTO patents pool to provide additional
support for conceptual design related activities. With the
successful building of the Doc2Vec model, a case study has
been conducted on the corrosion of copper pipelines in
seawater. The concluded discussion of the results of
TRIZSE and Doc2Vec model shows that:

o The model provides a majority of relevant examples
that ought to be further investigated for the case
study.

o The Doc2Vec model does not account for semantics
and thus, could not differentiate polarity of relevant

examples.

o The improvement of Doc2Vec model can be
conducted in stages of pre-processing, feature size,
and semantic analysis.

Although the results of patent relevancy are not
sufficiently accurate, the linkage of TRIZSE database with
USPTO patent pool shows the potential of assisting
conceptual design activities. In conclusion, TRIZSE when
combined with patent mining provides a viable support
means to engineers in developing conceptual solutions by
providing relevant examples of solutions in patent
documents. Future explorations of the similarity model may
be able to provide better accuracy and feature extraction
along with semantic analysis. Enhanced accuracy is
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necessary as the current search results from the similarity
model include accurate relevant concept solutions as well as
somewhat inaccurate concept solutions. Future work should
only yield search outputs that are only directly relevant
patents.
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Abstract—Cognitive diagnosis models (CDMs) have been
shown to provide detailed evaluations of students’ achievement in
terms of proficiency of individual cognitive attributes. Attribute
hierarchy model (AHM), a variant of CDM, takes the
hierarchical structure of those cognitive attributes to provide
more accurate and interpretable measurements of learning
achievement. However, advantages of the richer model come at
the expense of increased difficulty in designing the hierarchy of
the cognitive attributes and developing corresponding test sets.
In this study, we propose quantitative tools for validating the
hierarchical structures of cognitive attributes. First, a method to
quantitatively compare alternative cognitive hierarchies is
established by computing the inconsistency between a given
cognitive hierarchy and students’ responses. Then, this method is
generalized to validate a cognitive hierarchy without real
responses. Numerical simulations were performed starting from
an AHM designed by experts and responses of elementary school
students. Results show that the expert-designed cognitive
attribute explains the students’ responses better than most of
alternative hierarchies do, but not all; a superior cognitive
hierarchy is identified. This discrepancy is discussed in terms of
internalization of cognitive attributes.

Keywords—Cognitive diagnosis model; attribute hierarchy
model; cognitive hierarchy; model validation

I.  INTRODUCTION

A. Cognitive Diagnostic Models

Learning analytics has attracted much attention recently, as
more data become available for educators and learners [1].
Vast amounts of data are generated in the field of education,
due to the widespread adoption of online education systems,
such as massive open online courses [2]. By utilizing more
data, a more accurate and detailed assessment of learning
achievement is possible [3], resulting in enhanced learning
experience [4]. For instance, teachers could offer
individualized learning strategies tailored to needs of the
target students, such as university students [5], under-
represented students [6] or foreign language learners [7].

Cognitive diagnosis models (CDMs) have been actively
studied as a useful tool for assessing students’ knowledge
states in terms of multiple cognitive attributes [8]. CDMs
incorporate multiple cognitive attributes that are required to
understand a concept or to perform a task. Items that require
different combinations of cognitive attributes are developed,
and the degree of proficiency for each cognitive attribute is
estimated from the students’ responses to these items. The
guantitative assessment of a student’s proficiency of

*Corresponding Author.

individual cognitive attributes allows a more detailed
evaluation of a student’s achievement, compared to a total
score-based learning diagnosis.

CDMs are largely divided into two groups: compensatory
models and non-compensatory models [9]. Compensatory
models assume that one cognitive attribute could compensate
for another. Thus, even if a particular cognitive attribute is not
mastered by the examinee, they may solve an item by using
other  cognitive  attributes.  For instance, reading
comprehension requires numerous cognitive attributes, such as
grammar and vocabulary. Even if there are a few words that a
reader is not familiar within a given text, the reader could
postulate the meanings of the words from the grammatical
structure and solve related items correctly. In such cases,
grammar plays a compensatory role for vocabulary.

In contrast, non-compensatory models assume that the lack
of a cognitive attribute is not compensated for by other
cognitive attributes [10]. Therefore, if one fails to master any
of the cognitive attributes required, an item cannot be solved.
For example, according to the non-compensatory model, an
item requiring the concepts of logarithmic function and
algebraic function could only be correctly solved by those
who have mastered both concepts. If any one of the two
concepts is lacking, they will not be able to correctly solve the
item.

B. Related Work

Among early non-compensatory models, the rule-space
model (RSM) was explored and established by Tatsuoka [11].
The relationship between an item and the cognitive attributes
required to solve the item is represented by a matrix, called the
Q-matrix. Each row of the Q-matrix corresponds to an item,
while each column corresponds to a cognitive attribute; Q;; is
one if the j** cognitive attribute is required to solve the i
item. Otherwise, Q;; is zero. The RSM was developed to
estimate students’ knowledge states from their item responses
and a corresponding Q-matrix.

In this study, we adopt a variant of the RSM, called the
attribute hierarchy model (AHM) [12] to quantify elementary
school students’ learning achievements in arithmetic
operations. Similarly to CDMs, the AHM aims to represent
the relationship between items and cognitive attributes.
Furthermore, the AHM includes hierarchical relationships
between the cognitive attributes in the model. This
hierarchical structure of cognitive attributes is represented by
a graph, in which each node corresponds to a cognitive
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attribute, and an edge between two nodes implies that one
cognitive attribute is a prerequisite for the other cognitive
attribute. Therefore, the AHM is suitable for evaluating the
achievement of mathematics subjects, where the hierarchy of
cognitive attributes is important [13].

A precise relationship between cognitive attributes and
items is crucial for the accurate measurement of learning
achievement. However, in practice, developing a Q-matrix and
corresponding  items, requires months of intensive
collaboration between modeling experts and teachers in the
field.

To assist the development of the Q-matrix, several
quantitative tools have been proposed. First, de la Torre [14]
proposed to validate a given Q-matrix by the degree of

agreement with the response data using the EM algorithm [15].

Such quantification provides an objective measure to compare
multiple Q-matrices. However, it remains elusive which Q-
matrices should be compared. To address this gap, DeCarlo
proposed a Bayesian framework to validate individual
elements of a given Q-matrix [16]. However, the flexibility of
the Bayesian model comes with an increased complexity of
the validation procedure because the reliability of each
element of the Q-matrix must be provided in advance. Last,
Chiu proposed a simpler nonparametric method to identify
misspecified entries of a Q-matrix [17].

However, those validation methods are applicable only to
RSMs, not to AHMs. The hierarchical structure of the
cognitive attributes is not considered for the validation of a
given Q-matrix. Therefore, adopting AHMSs in practice
requires extention of the validation framework and more
careful consideration of the structure of the cognitive
attributes of interest.

C. Contributions of the Study

We propose quantitative tools for validating the
hierarchical structures of cognitive attributes, to aid the
development of AHMs. Whereas the current validation
methods quantify the validity of each element of the Q-matrix,
we explore alternative hierarchical structure of the cognitive
attributes. Thus, the search space of out method is a graph
rather than a matrix.

Our approach would provide a more natural way to
validate AHMs in conjunction with the experts’ domain
knowledge. For instance, the current methods provide a
refined Q-matrix with some elements flipped from the initial
Q-matix. However, such a refined Q-matrix may contradict to
the hierarchical structure of cognitive attributes developed by
the experts. Instead, our method starts from the experts’
knowledge in terms of the hierarchical structure and validate
individual associations of cognitive attributes.

The rest of this paper is organized as follows: the Methods
section describes the AHM model, as well as the data
collection and evaluation of alternative hierarchies of
cognitive attributes. In the Results section, we show numerical
simulations; finally, in the Conclusions and Discussions
section, we discuss the results and their implications, with
concluding remarks.

Vol. 12, No. 12, 2021

Il. METHODS

A. Modeling and Data Collection

An AHM model for arithmetic operations with natural
numbers was designed as follows. First, seven cognitive
attributes were chosen based on the elementary school
mathematics curriculum - addition (Al), subtraction (A2),
multiplication (A3), division (A4), carry (A5), borrow (A6),
and ‘0’ in multiplication (A7). Thereafter, the hierarchy of the
seven attributes (H,, Fig. 1A) was designed by experts. In
brief, the root node (Al) represents addition, which is the
prerequisite for all other cognitive attributes. The descendant
nodes of the root node are A2, A3, and A5, which correspond
to subtraction, multiplication, and carry, respectively. To
understand a leaf node (A4, A6, or A7, corresponding
respectively to division, borrow, and “0” in multiplication),
one should master all the preceding cognitive attributes up to
the root node. For example, A4 (division) requires Al
(addition), A2 (subtraction), and A3 (multiplication).

Based on the expert-designed hierarchical structure (H,,
Fig. 1A), alternative hierarchical structures (H,, H,, -, H;)
were created by removing an edge from H, (Fig. 1B). For
example, H; was generated by removing the edge between Al
and A2 (dashed line in Fig. 1B) from H,. Similarly, the
removed edges in Hy, for k = 2, 3,--- 7 are indicated by (Hy).

Next, thirty items involving the seven cognitive attributes
were developed. Our participant sample comprised 977 fourth
graders who participated in the test; their responses to
individual items were coded as either correct (1) or incorrect

0).

A B
H1 H3
Al A2 A6 /1 ) M
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e N )
\\\, "\\
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Fig. 1. (A) The Hierarchical Structure (H,) of the Seven Cognitive
Attributes (A1, A2, ---, A7) Designed by the Experts. (B) Alternative
Hierarchical Structures (Hy, H,, -+, H;) were Created by Removing One Edge
from H,. For Example, the Graph in Panel B shows H,, Generated by
Removing the Edge between Al and A2 (Dashed Line) from H,. Similarly,
other Hierarchical Structures (in Parentheses) are Generated by Removing the
Corresponding Edges.

B. Validating the Hierarchies of Cognitive Attributes

The alternative hierarchies were validated by quantifying
the degree to which a given hierarchy is in agreement with
students’ actual responses. The block diagram in Fig. 2
summarizes the quantification steps, each of which is
explained as follows.

First, a different attribute hierarchy ( H, ) implies a
different structure of students’ knowledge states. For the seven
cognitive attributes, 27 = 128 combinations of the seven
attributes are enumerated. Among all the potential
combinations, those that are in conflict with H;, are eliminated
(Leighton et al., 2004) and the remaining attribute
combinations comprise the set of valid knowledge states S;,.
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Fig. 2. A Schematic Diagram of the Quantitative Validation of a
Hierarchical Structure. For any given Hierarchical Structure Hy,
Corresponding Knowledge States S, (Combinations of Attributes Consistent
with Hy) and a Q-matrix Qy are Generated. Items Corresponding to the Rows
of Qy are Developed and Students’ Responses (r) to these Items are Collected.
Ideal Responses (rjgear) are Theoretically Calculated from the same Items.
Comparing r and r;4ea Produces a Discrepancy Value dy, which Quantifies
the Validity of Hy; a Lower dy. Implies Higher Validness.

Next, the Q-matrix Q, is defined by taking all the valid
states in S,—except the all-zero state (0000000)—as its rows.

Three statistical characteristics of each Q,-matrix are then
measured. First, the sum of each column of Q;, (column sum)
indicates the number of items that require the corresponding
cognitive attribute. Second, the sum of each row of Q, (row
sum) indicates the number of attributes included in the
corresponding item. Third, the sparsity of Q, is defined by the
number of ones divided by the number of elements of Q,,
which corresponds to the frequency of attributes examined in
the test set.

Next, we develop an item involving corresponding
attributes for each row of Q,, and students’ item responses ()
to the items, which are collected through tests. The set of all
the item responses is called R.

The ideal responses (1;4.4;) t0 the items are theoretically
generated. Here, ideal means that the response is solely based
on the mastery of the cognitive attribute, excluding guessing
or mistakes. For each knowledge state s €S, , an ideal
response 1;4.4; 1S Calculated by Equation 1.

Tideal = ~((~5)QkT): 1)

where ~ and T mean the logical NOT operator and the
matrix transpose, respectively. The set of ideal responses for
all the states in Sy, is called I,.

Last, the discrepancy between the ideal responses (I;,) and
the actual responses (R) is calculated as follows. A lower
discrepancy value indicates that H, provides a better account
for actual students’ responses. First, the discrepancy for each
response r € R is defined by the Hamming distance (the
number of mismatches) between r and the closest ;4.4 In I,
presented as h(r, I, ). The average discrepancy of responses is
normalized by the number of items and defined as the
discrepancy for H, (Equation 2).

_ Yrerh(lg)
d(Hy) = RIS, 2
where Ny and N, are the numbers of responses and items,
respectively.
C. Generating Virtual Responses from an Existing Dataset

Ideally, a different test set would be developed and
responses for each hierarchical structure H, would be
collected. However, this would be costly and require too much
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time. Developing a test set for H) requires determining the
combinations of cognitive attributes based on H, and
developing corresponding items; each of these steps requires
repeated feedback from experts. Recruiting test takers for
multiple test sets is also costly. Repeating multiple test sets
involving the same set of cognitive attributes for a fixed target
group would be impractical. Students might learn to recognize
patterns during the sequence of similar tests or become bored
by the similarity of multiple tests. In either case, collecting
unbiased responses for each H, is a challenging task.
Furthermore, if each test is performed on a different group of
students, it is unclear whether any difference in item responses
is due to the different hierarchical structure or the
heterogeneity of the student groups.

To overcome this limitation, we propose to generate
virtual responses to each Hy by employing random sampling
using a common dataset (Fig. 3). Specifically, for each item,
corresponding attributes (each row of Q) are used as a query
to retrieve responses to items that require attributes similar to
the query from the existing database. To simplify, attributes
that have the smallest Hamming distance to the query attribute
are chosen as candidates first. Thereafter, if there are multiple
candidates, one is randomly selected with equal probability.
Otherwise, (if there is only one item with the smallest
Hamming distance), the candidate response is the virtual
response. Repeating the above procedure for all the items (all
the rows of Q, ) comprises an iteration of simulation.
Subsequently, the average discrepancy is measured for 1,500
iterations for each H,. Additionally, the statistical significance
of the discrepancy is measured by repeating the above
calculations, starting from 10 different random seeds.

1000000
1011000 |« L
111 1 111
test ID, item ID, attributes, student ID, response
Ty random
1011100 : 1 : sample se
1011001 10 | —— 1

1010000 | {71!

Fig. 3. Virtual Item Responses are Generated from an Existing Database.
Each Row of Q, is used as a Query to Retrieve Candidate Responses to ltems
with Similar Attributes. among these Candidate Responses, One Response is

Randomly Sampled and used as a Virtual Response.

I1l. RESULTS

A. Statistical Characteristics of the Q-matrix

Even with the same set of cognitive attributes, different
hierarchical structures necessitate items with different
combinations of cognitive attributes; these result in different
numbers of rows in the corresponding Q-matrices. Removing
an edge from H, increases the number of rows of Q;, (27 ~ 33)
for k =1,2,---,7 (Fig. 4). This is because more items are
needed to determine participants’ mastery of independent
attributes than what are needed for related attributes. More
specifically, Q-matrices corresponding to Hs and H, had the
largest number of rows (33). Compared with H,, Hs and H,
have independent nodes A6 and A7, respectively; these nodes
had many preceding attributes in H,.
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3

Fig. 4. The Q-matrices (Q,) for different Hierarchical Structures (H,). The
Rows and Columns of each Q, are Associated with Items and Attributes,
Respectively. Each Row of @, Represents Cognitive Attributes Required for
each Item in Black.

Even though the number of rows of Q, differ, the
frequencies of ones in Q,, are similar. The average numbers of
items per attribute did not differ significantly (p = 0.970,
one-way ANOVA). Similarly, the average numbers of
attributes per item did not differ significantly (p = 0.998,
one-way ANOVA). Finally, the average sparsity of Q, was
0.571 (£0.012). Thus, on average, hierarchies (H,) are
homogeneous in terms of the number of items per cognitive
attribute and the number of cognitive attributes per item.

B. Comparison of the Discrepancy for Each Hierarchy

The hierarchy designed by the experts (H,) had a lower
discrepancy than all the alternative hierarchies, except for H,
(Fig. 5); this indicates that H, explains students’ responses
better than most alternative hierarchies, except for H,. The
increase in the discrepancy between the alternative hierarchies
implies that the removed edge is important for explaining the
actual students’ responses.

In contrast, d(H,) was lower than d(H,) (Fig. 6). The t-
test for 10 simulations with different random seed numbers
confirmed that there was a significant difference between
d(Hy) and d(H,) (p = 4.18 x 1078). This result implies that
H, explains the students’ real item responses better than H,,.
There is thus a hierarchy of cognitive attributes that better
describes responses than the hierarchy designed by the
experts.

1O

—Hz
n
i

Hé
H?

average discrepancy

1 10 100 1000
iteration

Fig. 5. Average Discrepancy (d,,) of each Hierarchy (H,) as a Function of
Iteration. During Early (< 10) Iterations, d,, Fluctuates Considerably;
However, it Stabilizes after about 500 Iterations. After 1,500 Iterations, the
Value of d;, was Measured for each H,. The Hierarchy H,, which was
Designed by the Experts, showed Lower d, (Black, Dotted) than Most of the
other H,, Except for H, (Purple).
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dy=0.200

Al - - A2 - A6
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Fig. 6. The Discrepancy (d,) of each Hierarchy (H,) is shown on the
Removed Edge (for k > 0). The Hierarchy without the Edge between Al and
A3 (H,) showed the Lowest dy, even Lower than that of the Expert-Designed

Hierarchy (d,).

IV. CONCLUSION AND DISCUSSION

In this study, we propose a method to quantitatively
validate the hierarchy of cognitive attributes of a CDM and
corresponding Q-matrices. The hierarchy designed by experts
( H, ) was compared with alternative hierarchies
(Hy,H,, -+, H;) with an edge removed. The discrepancy for
each hierarchy was defined by the distance between the real
and ideal responses (r and rj4.4;), the inverse of which is
interpreted as a quantitative indicator of how well a hierarchy
and the corresponding Q-matrix describe the students’ item
responses.

Virtual responses were generated from an existing
database, rather than directly collecting responses for each
hierarchy and its corresponding Q-matrix. After generating a
Q-matrix that corresponds to each hierarchy, we selected the
items with the closest Hamming distance (dyamming) t0 €ach
row of Q by comparison with the existing datasets, and one of
the responses to these items was randomly selected as a virtual
response.

The hierarchy of cognitive attributes designed by the
experts (H,) had generally lower discrepancy than alternative
hierarchies; however, one hierarchy ( H,) had a lower
discrepancy than H,. The difference between H, and H, was
the edge between addition (Al) and multiplication (A3),
which is present in Hy, but absent in H,. This implies that the
link between addition and multiplication might be weaker than
was expected by the experts.

Our interpretation of this gap is that multiplication, once
acquired as a separate skill, may not require the concept of
addition. The concept of multiplication can be divided into
three categories: repetitive addition, multiples, and product set
[18]. The first concept of multiplication—repetitive
addition—is utilized to teach multiplication to first-time
learners. It is therefore reasonable to assume that
understanding or performing multiplication also relies on the
knowledge of addition, in agreement with the hierarchy
designed by the experts (H,). However, the other aspects of
multiplication may play more important roles for students who
mastered the concept of multiplication. In other words, after
acquiring the knowledge of multiplication, they may perform
multiplication as an independent skill, rather than repeating
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addition multiple times. Therefore, we posit that the
relationship between addition and multiplication may be
important for learning, but that it is less so for practicing the
actual skill of multiplication.

We propose a scalable validation tool for comparing
alternative hierarchies, which could encourage more teachers
to utilize CDMs for learning achievement analyses. Selecting
relevant cognitive attributes and designing the hierarchy
among them requires experts’ knowledge and experience,
which could hinder wider uses of CDMs. When a user wants
to validate a chosen hierarchy or explore alternative
hierarchical structures, item responses are sampled from an
existing database, without having to develop new items and
collect responses for each candidate. The proposed
quantitative validation of alternative hierarchies could be used
as objective indicators of the validity of established
hierarchies.

Our future work will generalize the proposed framework to
more complex cases. In this study, we considered only seven
attributes with rather simple associations. In general, presence
of loop a graph hinders theoretical analysis as well as
numerical calculations based on the graph. The hierarchical
structure in this study has only one loop. It is of great interest
to explore a more complex attributes structure with multiple
loops.
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Abstract—New spatial feature descriptor based on Gabor
wavelet function is proposed. The proposed method is compared
to Fourier descriptor. The experimental results with Advanced
Earth Observing Satellite: ADEOS / Advanced Visible and Near-
Infrared Radiometer: AVNIR image show an effectiveness of the
proposed method. It is found that the restored image quality, in
terms of root mean square error between the original and the
restored images depends on the support length of the mother
wavelet and is much better than that with the conventional
Fourier descriptor method for spatial feature description.

Keywords—Spatial feature; Gabor wavelet descriptor; Fourier
descriptor; wavelet transformation; ADEOS (advanced earth
observing satellite); AVNIR (advanced visible and near-infrared
radiometer)

I.  INTRODUCTION

There are various examples of applying wavelet analysis to
the processing analysis of earth observation satellite images. A
method of superimposing a plurality of visible images after
wavelet transform [1], a method of superimposing a plurality
of SAR: Synthetic Aperture Radar images with different off-
nadir angles after wavelet transform [2], and an annual
fluctuation pattern of sea surface temperature estimated from
satellite data. Method [3] that applies wavelet transform to
extract its features, method [4] that applies wavelet transform
to the extraction of surface roughness of sea ice, method [5]
that extracts spatial features from images extracted from soil
moisture, etc. There are [6], [7]. As a report on image
processing analysis using the Gabor transform, a report on
compression [8] — [11], a report on texture analysis [12] —
[15], a report on reconstruction [16] — [21], and a report on
feature extraction [22] - [25], there are reports on
classification [26] — [28].

However, as far as the authors are aware, there is no
example of applying wavelet analysis to the method of
describing the geometrical features of an image. The Fourier
descriptor is well known as a method of describing the
geometrical features of an image [29] — [31]. The Fourier
descriptor is the one that the contour line (closed curve)
extracted from the image is Fourier expanded, and the closed
curve is described by a finite number of Fourier expansion
coefficients. The Fourier descriptor does not describe the
characteristic points of the closed curve in detail but describes

all points using the sin function (cos function). Also, some
proposals have already been made for the method of applying
the Fourier descriptor to open curves.

On the other hand, the Gabor descriptor proposed in this
paper takes advantage of the characteristics of Gabor
transformation and is devised so that it is possible to describe
the complicated part of the contour line in detail. The author
considered that the Gabor descriptor enables the description of
geometrical features with less information than the Fourier
descriptor with less deterioration [32] — [34]. Furthermore,
remote sensing satellite image database system allowing
image portion retrievals utilizing principal component which
consists spectral and spatial features extracted from imagery
data is proposed recently [35].

In this paper, the author tries to extend the descriptor by
Fourier expansion and opening to the descriptor by Gabor
expansion. The proposed method was applied to the Visible
and Near Infrared Radiometer: VNIR data of the Advanced
Spaceborne Thermal Emission and Reflection Radiometer:
ASTER sensor mounted on the Terra satellite to confirm that
it is superior to the existing method and to change the support
length in Gabor conversion. The author also confirmed the
effect of the proposed method.

The next section describes theoretical background and the
proposed method for spatial feature descriptor based on Gabor
wavelet function. Then some experiments are described
followed by conclusion together with some discussions.

Il. THEORETICAL BACKGROUND AND PROPOSED METHOD

A. Fourier Expansion and Gabor Wavelet Expansion

The Fourier transform of the complex function f given the
contour line (closed curve etc.) extracted from the image is
defined by the equation (1).

Fw) = [, et f(Ddt 1)
The Gabor transform is defined by equations (2) and (3).

W(w,0,k) = [ exp (- etor) f(0)de @)
= |7 eotexp(- 2 f ()t 3)
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However, e*“Erepresents the complex conjugate of " and

—k)2 .
exp(—%)elwf expresses the complex conjugate of

—Kk)2 . . . -
exp(—%)e”"t. o is a parameter in the frequency axis

direction, and o and k are parameters in the time axis
direction.

The Gabor transform is a Gaussian function with a
window function introduced into the Fourier transform. That
is, the Gabor transform is a kind of Fourier transform with
window function. In particular, when k=0, equation (2)
becomes equation (4).

W(w,0,0) = [ exp (— (;—)22) ewt) f(t)dt (4)
When ¢ = o0, equation (2) becomes equation (5).
W(w,o0,k) = [ &™) f(Dde )

Therefore, it can be seen that it does not depend on the
parameter k.

According to Eq. (2), if the value of the parameter ¢ is
large, the influence of the parameter k on W(w,o,k) is small. If
the value of the parameter ¢ is small, the influence of the
parameter k on W(w,o,k) is large.

The Gabor transform is not restored to the original data
when the inverse transform is performed because it is not an
orthogonal transform. However, even in the Fourier transform
which is the orthogonal transform, for example, when the
inverse transform is performed through the low-pass filter, the
original data is not restored. The reason why Gabor transform
is not orthogonal transform is that it introduces window
function into Fourier transform. In other words, it is necessary
to consider the effect of the window function when
performing Gabor transformation.

B. Fourier Descriptor and Gabor Wavelet Descriptor

In the Fourier descriptor, the extracted spatial feature
information is Fourier expanded and the expansion coefficient
is used as the descriptor. In the Gabor descriptor, the extracted
spatial feature information is Gabor expanded, and the
expansion coefficient is used as the descriptor. The Fourier
descriptor requires operations from - to o according to Eq.
(1). The Gabor descriptor proposed in this paper does not
require operations from - to o by introducing the window
function (Gaussian function) in Eg. (2). However, it is
assumed that the tail of the Gaussian distribution is regarded
as zero. From the viewpoint of the above calculation amount,
the author thinks that the Vega ball descriptor is superior to
the Fourier descriptor.

The number of non-zero Gabor expansion coefficients is
called the support length. It can be seen from Eq. (2) that the
support length depends on the parameter c.

C. Gabor Descriptor for Closed Curve

Let Z(D=(x(1), y(I)) be the closed curve. Z(I) is a point that
has advanced a distance | on the closed curve from a certain
start point on the closed curve as shown in Fig. 1.
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Z()=(x(1), y(1))

Fig. 1. Concept of the Proposed Wavelet Descriptor.

Here, if the complex function u(l) is defined as follows,
u® =xO + iy, (i =v-1) (6)

The complex function u(l) is the total length L of the
closed curve which is a periodic function. The Gabor
descriptor is realized by performing Gabor expansion on the
complex function u(l).

D. Feature of the Proposed Gabor Wavelet Descriptor

The proposed method considers the information of the
edge of the closed curve of the image as a periodic complex
function and describes and saves the geometrical feature of the
image using the information of the position of a certain
starting point on the closed curve and the Gabor expansion
coefficient. The proposed method has the following features,

1) When compared with the method of saving edge
information as a binary image (method of saving as “face”
information), it is superior in terms of the amount of saved
data. That is, information of pixels that are not edges is not
included.

2) The Fourier descriptor requires operations from -oo to
oo, but the Gabor descriptor does not require operations from -
o0 to oo.

I1l. EXPERIMENTS

A. Experimental Method

The data used this time are actual observation images near
Mt. Usu acquired by the sensor AVNIR onboard the ADEOS
satellite. Fig. 2 shows the aerial photo of Aza-Nakanoshima
island near the Mt. Usu while Fig. 3 shows the acquired
Advanced Visible and Near Infrared Radiometer: AVNIR
(onboard on Terra Satellite) image.

Fig. 3(a) shows an actual observation image, and Fig. 3(b)
shows an image resulting from contour extraction. In this
experiment, the experiment is performed using Fig. 3(b).
Fig. 4 shows the distance from a certain point inside the closed
curve in Fig. 3(b) to a point on the closed curve. The purpose
of this experiment is to compare the effectiveness of the
wavelet descriptor with that of the Fourier descriptor and to
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confirm it by evaluating the restoration accuracy. Therefore,
the result obtained by halving the number of Fourier
expansion coefficients by a low pass filter is used in the
Fourier descriptor, and the result obtained by only the low
frequency component is used in the wavelet descriptor. At the
same time, the impact of the support length of the wavelet will
be examined. In addition, equation (7) is used to evaluate the
restoration accuracy.

I G- xR HOE) -y ()2
I, = J AGE-x(s I}V {E-y() ™

Note that from Fig. 4, N=256.

Aza Nakanoshima

Lake Tohya

% ﬁ,ﬁ;ag’ Tghvako Hotspring Resort Area

LAk . “Google 17\ A,

Fig. 2. Google Map (Aerial Photo Image) of Aza Nakanoshima near the
Mt.Usu of Intensive Study Area.

(a) Original AVNIR Image. (b) Detected Edge.

Fig. 3. Acquired AVNIR Image of Aza-Nakanoshima Island near the Mt.
Usu and the Detected Edge Image.

Fig. 4 is an example of constructing a complex function
u(l) based on Fig. 3(b). The vertical axis in Fig. 4 is the time
axis. The result of projecting the complex function u(l) on the
two-dimensional plane orthogonal to the time axis agrees with
Fig. 3(b). Since the complex function u(l) is composed of a
closed curve, Fig. 4 shows one cycle of the complex function

u(l).
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Fig. 4. The Complex Function u(l).

B. Experimental Result

Fig. 5 shows the real and imaginary parts of Fourier
spectrum and the power spectrum when the Fourier expansion
is applied to the complex function u(l). Fig. 6 corresponds to
the result of the Gabor expansion coefficient when 6=5-40.
Fig. 7 shows the number of non-zero Gabor expansion
coefficients (support length) when the parameter o is changed.
Fig. 8 shows the restoration accuracy J; when the parameter ¢
is changed. Fig. 6 shows an example of a restored image when
the parameters o = 10 and 20. Table | shows the restoration
accuracy J; when the parameter ¢ is fixed and the Gabor
expansion coefficient with a large parameter @ is forcibly set
to zero (the restoration accuracy J; is shown when the number
of coefficients forcibly set to zero is changed.

45000 T

3 — T
35000 [ ; J

30000 -

Em.,.

15000

10000

Hz
(a) Real Part.
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(c) True Contour (the Detected Edge).
Fig. 8. Example of Restored Image for 6=10, 20.
TABLE I. RESTORATION ACCURACY J1 BY THE NUMBER I" OF
COEFFICIENTS
oly 20 40 60 100 160
10 1.374 1.267 1.266 1.266 1.266
20 1.08 0.656 0.622 0.618 0.618
30 1.056 0.531 0.453 0.427 0.424
40 1.051 0.5 0.401 0.348 0.335
50 1.05 0.491 0.382 0.312 0.282
80 1.05 0.485 0.369 0.28 0.216
100 1.049 0.484 0.368 0.276 0.195
150 1.049 0.483 0.367 0.273 0.183

That is, the accuracy J; is shown which is obtained by
applying the low pass filter to the result of the Gabor
transform of the parameter ¢ and restoring it. Table | shows
the restoration accuracy J; by the number y of coefficients that
are not forced to zero. The parameter y is a parameter in the
frequency axis direction for the low-pass filter, and the
parameter ¢ is a parameter in the time axis direction.

C. Remarks

As for the relationship between the restoration accuracy
and the parameter o, it can be seen from Fig. 4 that the support
length depends on the parameter c. That is, the support length
increases as the parameter ¢ increases. From Fig. 7, the
restoration accuracy J; depends on the parameter c. That is,
the restoration accuracy J; improves as the parameter o
increases. From Fig. 8, the restoration accuracy of the restored
image depends on the support length.

On the other hand, regarding the relationship between the
restoration accuracy and the parameter ®, from Table I, the
restoration accuracy J;, when the number of coefficients that
force the Gabor expansion coefficient with a large parameter
® in each parameter o to zero, is changed is zero. The smaller
the number of coefficients to be set, the better.
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IV. CONCLUSION

New spatial feature descriptor based on Gabor wavelet
function is proposed. The proposed method is compared to
Fourier descriptor. The experimental results with an ADEOS
(Advanced Earth Observing Satellite) / AVNIR (Advanced
Visible and Near-Infrared Radiometer) image show an
effectiveness of the proposed method.

Through experiments with actual remote sensing satellite
imagery data, it is found that the proposed description of
geometric features of images based on the wavelet transform
based on the Daubechies basis is more reproducible than that
by existing Fourier descriptors under the condition of the same
bandwidth. This is because, when the image space domain is
transformed into the Fourier frequency domain and the
wavelet frequency domain by the Fourier transform and the
wavelet transform, respectively, if the band is halved to the
maximum image frequency, the high frequency component
disappears in the former case.

On the other hand, in the latter case, it can be said that the
high frequency reproducibility is excellent because the high
frequency component is preserved even when the latter is
divided into the low frequency component. Moreover, it was
found that this reproducibility depends on the support length
of the basis function in the case of the wavelet descriptor, and
when the support length is 2, it exceeds the Fourier descriptor
in all cases of 4 or more. From the above, it can be said that
the reproducibility of the geometrical description of the image
by the wavelet descriptor under the same band limitation
exceeds that of the Fourier descriptor.

V. FUTURE RESEARCH WORK

Further investigations are required for the validation of the
proposed spatial feature extraction method with a variety of
imagery data.
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Comparative Analysis of National Cyber Security
Strategies using Topic Modelling
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Abstract—Comprehensive comparative analyses of national
cyber security strategies (NCSSs) have thus far been limited or
complicated by the unique nature of cybersecurity, which
combines various areas such as technology, industry, economy,
and defense in a complex manner. This study aims to
characterize the NCSSs of major countries, quantitatively
considering the time series, and identify further cybersecurity
agendas for the benefit of NCSS revision in South Korea, by
applying topic modelling to the analysis of eight NCSSs from the
US, UK, Japan, and EU. As a result, fifteen agendas were
identified and grouped into four sectors. We determined from the
agenda distribution that the approach of each country to
cybersecurity was different. In addition, additional agendas
worthy of consideration for future NCSS revisions in South
Korea were proposed, based on a comparison of the 15
aforementioned agendas with those of South Korea. This study is
significant for cybersecurity policy in terms of enabling
quantitative analysis in a single framework via latent dirichlet
allocation (LDA) topic modelling, and deriving further
cybersecurity agendas for future NCSS revisions in South Korea.

Keywords—Cybersecurity policy; national cyber
strategy (NCSS); policy analysis; quantitative analysis

security

I.  INTRODUCTION

Even in the midst of the COVID-19 pandemic, many of us
were able to maintain our daily lives and national activities
through the use of cyberspace. Cyberspace has become a new
existential dimension for individuals and society to access the
world via the transcendence of the physical limits of time and
space. However, as dependence on cyberspace increased
through digitalisation across the world, cyber threats have also
become more diverse, complex, and menacing. Furthermore,
malicious cyber activities on critical infrastructure such as
electrical utilities, banking systems, and telecommunications
networks could threaten the national security of almost any
country. Therefore, at least 100 countries have established
national strategies to secure their cyberspace.

A national cybersecurity strategy (NCSS) is one of the
most concise documents for understanding the national
approach to securing cyberspace. Analysing NCSSs is essential
for determining the response stances at a national level and for
understanding international cybersecurity trends. However,
NCSSs endogenously include multidimensional agendas such
as technology, industry, economy, and defence, which make it
difficult to perform consistent and systematic analysis of
NCSSs and to discover which agenda should be addressed in
the development or revision of an NCSS. Meanwhile, text
analysis has emerged as a new method for the analysis of large
amounts of descriptive data, such as in NCSSs. Text analysis is

useful for enabling empirical and quantitative analysis of
descriptive data by identifying the keywords of documents and
understanding content from relationships between words.
Recently, even though text analysis has begun to be introduced
into the analysis of NCSSs, there is still room for
improvement, such as through the inclusion of time series in
the analysis, which can lead to further agendas for future NCSS
development.

This study aims to determine the cybersecurity agendas of
leading countries and derive their implications using topic
modelling, a text analysis technique, to prepare their NCSSs
for development and/or revision. To accomplish this objective,
we focused on the eight NCSSs of the US, UK, Japan, and EU,
who have attempted to assert their leadership in cyberspace by
establishing their NCSSs earlier, and by constantly improving
their NCSSs in consideration of the changing threat
environment. Furthermore, the aforementioned four countries
are suitable for inspiring the design of a domestic cybersecurity
agenda for South Korea because these countries have similar
cybersecurity approaches and similar or higher technology
levels with respect to South Korea.

The remainder of this paper is organised as follows. The
first part consists of a literature review on topic modelling and
NCSS analysis. The second part presents an analysis of target
NCSS documents. The third part provides information on 15
cybersecurity agendas and their trends by nation and period as
a result of topic modelling analysis, and the last part reveals the
conclusion and future direction of research.

Il. LITERATURE REVIEW

A. Topic Modelling

Unstructured data such as NCSSs have been analysed
mainly using qualitative methods rather than quantitative
methods because of the nonlinear relationship between cause
and effect, the importance of historical reasons, and path-
dependent development. However, as natural language
processing (NLP) techniques are applied to existing data
mining processes, empirical and quantitative analyses of
unstructured text data increasingly gain attention in the field of
policy analysis. In its early stages, this type of text analysis was
used primarily for library and information science and
computer engineering, whereas nowadays, it is used for a
greater variety of purposes as part of quantitative content
analysis.

Topic modelling is a statistical technique used to discover
hidden structures from collections of documents. In policy
research, topic modelling has been used to discover policy
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agendas or issues from news articles, speeches, and petitions,
and to monitor research trends through the analysis of research
papers in time series. Furthermore, research applying topic
modelling to policy evaluation has recently emerged. Table I
shows a list of these studies with descriptions of the
methodology.

TABLE I. A LIST OF POLICY ANALYSIS STUDIES APPLYING TOPIC
MODELLING
Research .
Area Study | Year | Purpose Dataset Algorithm
all posts by top
2,000
Monitoring ‘LiveJournal’
(1] 2013 public opinion | (blog platform LDA
in Russia) users
(2011-2012)
léli;czi:;sst’andmg 2,850 petition
[2] 2015 | direct oli texts (2011- LDA
irect policy 2014)
suggestions
English
Analysing language
Policy political Ieg'SI‘;t'V‘?
Agenda | [3] | 2017 | agenda of T NMF
Analysis European uropean
- Parliament
Parliament plenary (1999—
2014)
Policy .
[4] 2019 | requirement at ig;;ori[:(;?a LSA
citizens’ level
Identifying news articles,
relation Google trends
between mass | query, Twitter
5] 2019 media and keywords (Jul. NMF
public 31% to Nov. 5",
attention 2017)
Discovering
themes and
6] | 2017 | trendsin gg;gslngﬁ)rs LDA
transportation
research
h Exploring izr;?egriational
Researc
Trend [7] 2018 (r)efsserz]iqracg trend papers and 404 LSA
Analysis factory Korean papers
(1995-2016)
Analysing
research
topics in 48 papers
(8] 2019 cybersecurity (2012-2018) LDA
and data
science
Assessing 6,645 articles
temporal on German
Lﬂg?cst;is [9] 2021 | patterns of Renewable LDA
y newspaper Energy Act
coverage (2000-2017)
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As shown in Table I, researchers could determine policy
implications by selecting appropriate datasets and algorithms
according to their research purposes and interpreting the topic
modelling results. Specifically, Table I shows that policy
agendas could be discovered from SNS postings, petitions,
speeches, articles, etc., research trends from research papers,
and policy impact from the contents of articles on specific
issues. On the other hand, algorithm selection does not depend
on the research purpose or area. Some algorithms for
categorising topics from words in documents include latent
semantic analysis (LSA), non-negative matrix factorisation
(NMF), and latent dirichlet allocation (LDA), among which
LDA is the most widely used for topic modelling in social
science. This is because LDA assumes that multiple topics
exist in a single document, which is in harmony with the social
science assumption that a single body of text does not reflect
only a single point of view, but that multiple competing points
of view can appear within the same document. Therefore, this
study attempted topic modelling using LDA, the algorithm that
is most widely used for policy analysis.

B. National Cybersecurity Strategy

A national cybersecurity strategy (NCSS) is a document
that reflects cybersecurity policy direction and stance on cyber
threats at the national level. Because the NCSS sets national
strategic objectives and priorities for a specific period, it is
essential to consider the evolving cyber threat environment and
the national approach to cybersecurity in a timely manner. For
example, Japan has a cybersecurity policy structure that is
revised every three years, and the EU every seven years.
However, because of rapid technological changes and the short
technological life cycle of information and communications
technology (ICT), NCSS revision cycles need to be shorter in
the future. For nations that want to properly establish or revise
their NCSSs, analysis of the NCSSs of countries that have
leadership in cyberspace or similar approaches to cybersecurity
is important. This strategy will help with identifying new
policy agendas that have not yet been considered and with
uncovering any issues that may require cybersecurity
cooperation.

Studies on NCSSs have usually aimed to discover common
structures or identify further agendas that need to be
considered. However, prior to the application of data analysis
such as topic modelling to the cybersecurity policy area,
qualitative methodologies, which forced reliance on the
opinions of experts, were used in the analysis of NCSSs.
Qualitative analysis not only consumes large amounts of time,
but also is prone to inconsistencies because of the likelihood of
differing opinions among these experts. Therefore, it is
necessary to establish an automated quantitative analysis
system to work alongside qualitative analysis. NCSS analysis
using topic modelling has thus far focused only on analysing
more countries and more data, which is unsuitable for studies
aiming to discover cybersecurity agendas for the establishment
or revision of NCSSs. Of course, it is important to examine
global cybersecurity trends practically and academically, but in
any research for the purpose of establishing or revising an
NCSS, it is necessary to limit the scope of analysis to NCSSs
in like-minded countries or in advanced countries. Table II
outlines prior studies on NCSS analysis.
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TABLEIIl.  ALisT SIZE‘ECLSSS ?m%%‘; STUDIES USING TOPIC criterion, the target should have published an NCSS more than
once, such that its NCSS transition in time series can be
Study | Year | NCSSs | Methodology Description tracked. This target selection enables a direct comparative
— — analysis of cybersecurity agendas derived from topic modelling
19 (Qualitative) Identifying formal It d the strateqic tasks of the South K NCSS: it i
[10] 2013 NCSS comparison based | structures for NCSS results e}n € strategic _a§ S Ot the Sou orean ILIS
S | on1lcategories | development also suitable for examining NCSS trends by country and
— - period, which have not been provided by prior studies that used
Finding NCSSs, in . delli The d f hi dv i di
5 (Qualitative) general, changed from topic modelling. The dataset for this study is presented in
[11] 2015 | ycsss | comparison based | voluntary self-regulation Table IV. Prior to analysis, thc? aforementioned eight NCSSs
on 7 categories to enforced self- were subjected to pre-processing: synonyms were extracted
regulation into single words, and unnecessary words with general
12 2016 | 10 (Qualitative) Finding 8 main meaning were eliminated. As a result, 1,287 words remained
[12] NCSSs | contentanalysis | components of NCSSs for the actual LDA topic modelling analysis.
(Qualitative)
6 cross-section Evaluating robustness of TABLE Ill.  STRATEGIC TASKS PRESENTED IN NCSS OF SOUTH KOREA
[13] 2019 analysis using 8 existing cyber security -
NCSSs comparison strategy of Bangladesh 1. Increase Safety of National Core Infrastructure
elements 1-1 Strengthen security of national information and communications networks
(Initial attempt to 1-2 Improve cybersecurity environment for critical infrastructure
60 (Quantitative) compare NCSSs using 1-3 Develop next-generation cybersecurity infrastructure
[14] 2017 NCSSs clustering and topic modelling method) —
topic modelling Identifying 10 topics in 2. Enhance Cyber Attack Response Capabilities
NCSSs 2-1 Ensure cyber attack deterrence
[15] o000 | 101 (Quantitative) Identifying 4 critical 2-2 Strengthen readiness against massive cyber attacks
NCSSs topic modelling agendas in NCSSs - - -
2-3 Devise comprehensive and active countermeasures for cyber attacks
Topic modelling has contributed to the understanding of 2-4 Enhance cybercrime response capabilities

international trends in cybersecurity by enabling massive data
analysis and extending NCSS analysis to quantitative and
empirical areas. However, the limitations of not considering
the time series and the scope of analysis remain, rendering
these past analyses insufficient for deriving policy implications
for future NCSSs. Therefore, this study focuses on
characterising the NCSSs of the US, UK, Japan, and EU,
tracking changes in their topic distributions over time, and then
identifying critical national cybersecurity agendas through
comprehensive comparative analysis of the results of topic
modelling.

I1l. DATASET

South Korea launched its first national cybersecurity
strategy in 2019. Although this strategy is not the first official
document to reveal the response stance of South Korea to
cyber threats, it is the first cybersecurity strategy document
established in accordance with the national security strategy.
This strategy contains six strategic tasks, the titles of which are
listed in detail in Table III.

To implement the NCSS, South Korea has announced an
action plan at the agency level to support these six strategic
tasks until 2022. This suggests that the policy demand for
NCSS revision would increase, such as in identifying
additional policy agendas worthy of consideration but not
covered by existing NCSSs. Therefore, this study selected the
NCSSs of the US, UK, Japan, and EU for comparative analysis
to derive additional considerations for revising the NCSS of
South Korea. Two criteria were considered in the selection of
the target of analysis. For the first criterion, the target must
have similar approaches to cyberspace in terms of international
relationships, while also having similar ICT research and
development level, to that of South Korea. For the second

3. Establish Governance Based on Trust and Cooperation

3-1 Facilitate public—private—military cooperation system

3-2 Build and facilitate nation-wide information sharing system

3-3 Strengthen legal basis for cybersecurity

4. Build Foundations for Cybersecurity Industry Growth

4-1 Expand cybersecurity investment

4-2 Strengthen competitiveness of cybersecurity workforce and technology
4-3 Foster growth environment for cybersecurity companies

4-4 Establish principle of fair competition in cybersecurity market

5. Foster Cybersecurity Culture

5-1 Raise cybersecurity awareness and strengthen cybersecurity practice

5-2 Balance fundamental rights with cybersecurity

6. Lead International Cooperation in Cybersecurity

6-1 Enrich bilateral and multilateral cooperation systems

6-2 Secure leadership in international cooperation

TABLE IV.  ANALYSIS TARGET DOCUMENTS

Nation | Year | Document (NCSS) Version
S 2003 National Strategy to Secure Cyberspace Previous
us.
2018 National Cyber Strategy Current
2011 The UK Cyber Security Strategy Previous
U.K.
2016 National Cyber Security Strategy 2016-2021 Current
2015 Cybersecurity Strategy Previous
Japan -
2018 Cybersecurity Strategy Current
2013 EU Cybersecurity Strategy: An Open, Safe Previous
EU and Secure Cyberspace
2020 EU Cybersecurity Strategy for the Digital Decade Current
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IV. DATA ANALYSIS AND RESULT

A. Result of Topic Modelling

A total of 15 agendas were identified, as shown in Table V.
Although there are a few tools available for determining topic
sets, such as the minimum perplexity approach, the suitable
approach is not yet clear. Therefore, we designated an optimal
number of topics by reviewing the keywords constituting each
agenda in a way that minimised duplication, and maximising
the explanatory power of the agendas from a holistic point of
view.

Table V consists of the columns Sector, Agenda,
Keywords, and Proportion. The naming of each agenda is
based on its constituent keywords. Furthermore, the agendas
are grouped into four sectors: Infra Stability (1), Protection and
Response Capability (I1), Industry and Technology (I11), and
International Cooperation (1V), in accordance to their strategic
or operational objectives. Lastly, the rightmost column of
Table V presents the proportion of each agenda.
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sharing, detection, recovery,
knowledge, situational awareness,
monitoring
. cyber-crime, law, enforcement,
@ Cyber Crime capability, agency, cyber threat,
Law intelligence, response, 861
Enforcement investigation, authority, tool, :
and force, child protection, resource,
Investigation capacity
system, security, operation, 10T,
@ Standard, business environment, critical
Certification infrastructure, standard, 6.75
and Supply information, industry, assurance,
Chain Security | safety, certification, supply chain,
connection, collaboration
information, internet, society,
security, economy, infrastructure,
@ ICT progress, innovation, multi- 499
Innovation stakeholder, governance, ICT, '
Industry market place, communication,
?I_“dh | country, culture
echno
ogy industry, cyber awareness,
(1 ® Public research, R&D, security,
Private coordination, standard, public, 461
Partnership role, partnership, collaboration, '
(PPP) company, information, state,
innovation
business environment, market
. place, company, investment,
@ Security personnel, cyber awareness, risk, 790
Awareness and | cost, judiciary, solution, :
Knowledge opportunity, knowledge, role,
human resource, demand
state, rule, behaviour, principle,
@ International | national security, peace, law,
Norm and State | norm, stability, international 8.18
Behaviour community, international law,
society, safety, actor, alliance
Internati member, state,_cooperation,
onal @ EU Member | defence, autho_rlty, progress,
Cooperat State agency, N!S dl_rec_tlve, ENI_S_A, 3.99
ion Cooperation coordination, incident, resilience,
(V) role, framework, capability
country, partner, cooperation,
cyber threat, partnership,
® International | industry, challenge, capability, 596
Partnership information, ally, border, network, ‘
communication, participant,
NATO

TABLEV.  FIFTEEN CYBERSECURITY AGENDAS OF US, UK, JAPAN AND
EU AND THEIR PROPORTION
Sector Agenda Keyword (Top 15) Prop.
cyber-attack, network, system,
® Network and | vulnerability, software, computer,
System internet, actor, damage, attacker, 7.93
Vulnerability critical infrastructure, malware,
hardware, attention, disruption
security, agency, system,
2 Cy_ber responsibility, cyber space, role,
Security Role risk, state, investment, control, IT, | 5.86
and procurement, administration,
Responsibility asset, effectiveness
Infra risk, cyber threat, vulnerability,
Stability cyber-attack, critical
o ® Risk infrastructure, assessment,
Assessment and | Priority, operation, challenge, 7.13
Management company, nation, damage, risk
management, resource,
opportunity
system, information, network,
@ Information security, infrastructure,
Communication | communication, access, control, 6.29
Network Access | information system, computer, Al, '
Control internet, trustworthiness,
knowledge, integrity
internet, information, right,
@ Privacy and freedom, citizen, privacy,
Intellectual protection, security, business 704
Property environment, society, DNS, online, '
Security intellectual property, breach,
Protectio human right
nand .
Respons capability, cyberjattack, def_ence,
e ® Cyber cybpr thrggt, n_atlonal security,
Capabilit nation, critical infrastructure, 785
Defence state, actor, cyber terrorism, :
{“) Capability adversary, network, infrastructure,
ability, operation
® Incident cyber-attack, incident, response,
Response and information, cyber threat, 8.40
Information capability, coordination,
Sharing information sharing, damage,

B. NCSS Agenda Transition

1) Topic distribution by nation: The results of topic
distribution for the four nations are presented in Table V. This
section aims to identify the differences in cybersecurity
approaches by nation. In Fig. 1, which was derived from the
current NCSS of each country that was analysed, the blue bar
represents the percentage of each agenda, whereas the orange
line represents the percentage of each sector, which is the sum
of the percentages of agendas constituting that sector (I-1V).
According to the results, the NCSSs of the US and UK
focused on improving cybersecurity response capability,
whereas those of Japan and the EU vitalised the cybersecurity
industry and international cooperation, respectively.
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Fig. 1. Topic and Sector Distribution Derived from the Current NCSS of
each Country.
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The NCSS of the US (2018) emphasised improving
incident response capabilities (1), especially cybercrime law
enforcement and investigation capabilities (lI- @ ), and
establishing cybersecurity governance (I-®). In addition,
intellectual property security (11-() had a relatively higher
proportion compared with in other NCSSs, which means that
the US, with its world-class technology levels in a wide range
of emerging technology areas such as IT, aerospace, and
defence industries, likely regard the technological and
economic aspects of its cyberspace from a national security
perspective.

Similar to the US, the UK (2016) prioritised protection and
response capability (II). However, unlike the US, the UK
highly concentrated on cyber defence capability (11-@). This
may reflect the concept of traditional defence power in
cyberspace, and is consistent with the creation of a National
Cyber Force, which is known to provide offensive and
defensive capabilities in pursuit of national security objectives,
and operation of an Active Cyber Defence (ACD) programme,
which is meant to reduce harm from commodity cyber-attacks
by providing necessary tools and services. Moreover, the UK
was also shown to be discussing both vulnerability mitigation
(1 -@) and risk assessment and management (I -®) to improve
infrastructure stability. A risk-centric approach to cybersecurity
could be the basis for establishing concretised security
measures according to asset or information-specific importance
and the level of risk exposed; therefore; the NCSSs of the US,
Japan, and UK covered this type of approach at high
proportions.

On the other hand, the NCSS of Japan (2018) was
characterised by a relatively high proportion (39%) for the
cybersecurity industry and technology sector (IlI). This
observation is consistent with the objective of its strategy; the
first objective of Japan, unlike in the other analysed countries,
was to enable socio-economic vitality and sustainable
development. Their suggested policy approach to achieving
this objective was to advance cybersecurity, establish a secure
supply chain, and build a secure 10T system. This approach to
cybersecurity was clearly different from those of the other
analysed countries, which prioritised the protection of critical
infrastructure and enhancement of deterrence in cyberspace. In
addition, their National Information Security Center (NISC),
which is responsible for information security policy,
announced the necessity to protect the supply chain against
dependence on excessive foreign technologies, to drive data
accumulation and utilisation using emerging technologies such
as Al, and to accomplish international standardisation of
related technologies. Based on a comprehensive view of these
considerations, the focal point of the cybersecurity policy of
Japan seemed to be the revitalisation of future technological
industry and economy.

Finally, the topic modelling results characterised the NCSS
of the EU as emphasising international cooperation. In
particular, the EU sought to improve levels of cyber resiliency
and consistency across Europe through cooperative responses
in cyberspace based on the NIS Directive, as shown by the
word composition of the topic regarding EU member state
cooperation. In particular, according to the contents of the EU
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cybersecurity strategy, the EU would strengthen the
interoperability of information systems, establish a security
operations centre (SOC) network, and expand the use of the
EU Cyber Diplomacy Toolbox to achieve their objectives of
improving the level of resiliency and consistency in
cyberspace. Therefore, the strategy of the EU would have been
devised based on a very high proportion of international
cooperation.

2) Topic distribution by period: The topic distributions of
the analysed NCSSs are shown in Table VI.

As presented in Table VI, there were no significant
increases or decreases in the NCSS agenda transitions in time
series. This observation indicates that in setting their
cybersecurity agendas, each country considers its own threat
environment and its geopolitical characteristics rather than the
agenda trends at that time. In other words, in the establishment
or revision of an NCSS, an understanding of the threat
environment facing the country should be obtained, and a clear
analysis of their own approach to solving it should be
conducted.

The agenda that exhibited the biggest distribution gap in the
US strategies was network and system vulnerability. Although
the previous strategy of the US prioritised this agenda (which
had the highest proportion, at almost 20%), that proportion was
significantly reduced to less than 1% in the current strategy.
This observation could reflect a change in response posture
against cyber-attacks, crimes, or even threats, from passive
protection that mitigates critical vulnerabilities in their own
network or system, to an active response posture that includes

Vol. 12, No. 12, 2021

law enforcement in anti-cybercrime efforts and cooperative
responses with like-minded countries.

These trends could also be observed in the UK, which
addressed strengthening defence and response capabilities in
both their 2011 and 2016 strategies. In particular, in their
current strategy, the weight of the agenda on cyber defence
capability has increased (+12.68%), suggesting that defensive
and even offensive operations could be conducted based on an
understanding of cyberspace as a military domain.

Meanwhile, the NCSSs of Japan had the smallest change in
topic distribution over time, because the three-year NCSS
establishment cycle of Japan is not only short compared to
those of other countries but also established with the basic act
on cybersecurity as a legal basis. On the other hand, because
Japan is constantly emphasising the revitalisation of the
cybersecurity industry, it is necessary for them to continuously
grasp related standards and supply chain security trends in the
future.

The EU also had a small change in their distribution of
cybersecurity agendas by period. However, a noticeable
difference was that the proportion of EU member state
cooperation slightly decreased, whereas the proportion of
agenda on international partnership somewhat increased. For
context, Europe has recently continued to discuss European
capability building from the security and defence standpoint
and the ‘strategic autonomy’ based on it. As the need to work
together with international partners to achieve these goals is
emphasised, it is necessary to observe how Europe will
strengthen its international partnerships to secure strategic
autonomy in the future.

TABLE VI.

TopIC DISTRIBUTION IN EACH NCSS DOCUMENT

Topic (Agenda)

Topic distribution (%)

US 2003 UK 2011 | EU2013 JP 2015 UK 2016 JP 2018 US2018 | EU 2020
Network and System Vulnerability 19.42 5.30 1.15 4.04 10.92 1.57 0.95 3.28
Cyber Security Role and Responsibility 13.04 0.00 1.15 4.04 1.68 6.81 12.38 0.82
Risk Assessment and Management 12.17 3.03 1.15 1.79 11.76 6.28 7.62 2.46
Information Communication Network Access Control 8.70 0.76 2.30 2.69 5.88 10.47 4.76 9.02
Privacy and Intellectual Property Security 7.54 12.12 10.34 3.14 5.04 3.14 1143 1148
Cyber Defence Capability 8.99 8.33 1.15 2.24 21.01 1.57 7.62 1.64
Incident Response and Information Sharing 6.96 2.27 11.49 17.94 2.52 14.66 3.81 6.56
Cyber Crime Law Enforcement and Investigation 5.22 29.55 13.79 1.79 8.82 1.57 16.19 9.02
Standard, Certification and Supply Chain Security 2.90 2.27 2.30 18.83 1.68 16.75 3.81 0.82
ICT Innovation 2.61 5.30 4.60 6.28 3.36 2.62 6.67 5.74
Public Private Partnership(PPP) 3.48 3.03 1.15 4.48 9.24 6.28 1.90 1.64
Security Awareness and Knowledge 6.38 14.39 5.75 9.87 7.14 13.09 3.81 0.82
International Norm and State Behaviour 0.87 10.61 9.20 14.80 5.46 11.52 10.48 10.66
EU Member State Cooperation 0.00 0.76 31.03 0.00 0.00 0.00 0.00 2317
International Partnership 1.74 2.27 3.45 8.07 5.46 3.66 8.57 12.30
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C. Comparative Analysis of NCSS Agendas with Coverage in
South Korea

As discussed earlier, NCSS agendas had different
distributions depending on the threat environment and
approach to cybersecurity of each country. However, the US,
UK, Japan, and EU have close cooperation in cybersecurity
and in related technologies and research areas, and thus
identifying the cybersecurity agendas of these countries is
essential for future cooperation or diplomacy. Furthermore,
analysing the agendas of like-minded countries is valuable as a
method for determining suitable NCSS agendas for a given
country because it provides an understanding of global
cybersecurity trends in the context of cooperative response.
Therefore, this section identifies agendas worthy of
consideration for future NCSS revisions in South Korea by
comparing the strategic task of the current NCSS with the 15
agendas previously derived.

Table VII is the result of comparing the 15 agendas derived
from this analysis with the contents of the NCSS of South
Korea. This analysis reveals two agendas that were not covered
(marked with X)) and one agenda partially covered (marked
with A) in the NCSS of South Korea.

First, one agenda on risk assessment and management in
sector | was not covered in the NCSS of South Korea. Because
cyber threats tend to be increasingly diverse and sophisticated,
a single way of managing security vulnerabilities in systems or
networks may not be sufficient for preventing cyberattacks that
use social engineering techniques. However, the current NCSS
of South Korea has been focused on vulnerability management
in the infra stability sector, and not on risk assessment and
management. Here, cyber risk is a concept that considers not
only vulnerabilities in the system itself but also the possibility
of manipulation, disruption, or destruction of specific assets
[16].

Moreover, cyber risk management refers to a series of
actions that identify the value and importance of individual
assets, evaluate the impact of vulnerabilities or risks of
exploiting them, and prepare and implement appropriate
countermeasures for the assessed risk. Therefore, efforts should
be made to ensure the stability of critical infrastructure in a
dynamic cyber threat environment through the establishment of
a framework for assessing and managing risk to critical assets
in addition to vulnerability management [17].

Furthermore, the NCSS of South Korea has no discussion
on the protection of intellectual property rights.
Competitiveness in science and technology is becoming more
important in both cybersecurity and economic aspects
compared to in the traditional security perspective. Whereas
many countries are making great efforts to secure technological
competitiveness, the number of malicious cyber activities
targeting the intellectual property (IP) of research institutes or
universities has been increasing. Accordingly, countries with
high levels of technology, such as the US and UK, are
implementing strict measures against such technology theft to
maintain their technological and economic superiority [18]. In
particular, the US government is using name-and-shame
processes, such as public indictments on IP theft, to inform
countries about these malicious activities and continue efforts
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to strengthen relevant law enforcement capabilities. For future
NCSS revisions in South Korea, there is a necessity for
multilateral discussions to protect future cybersecurity R&D
achievements through close cooperation between science,
technology, and industry, to secure the technological advantage
of the country.

Finally, a discussion on supply chain security is necessary.
The supply chain refers to the overall system of organisations,
resources, human resources, and information in the process of
providing products or services to customers. The supply chain
is particularly complex for ICT products and services, and
includes processes of S/W and H/W design, deployment,
acquisition, operation, and maintenance. Supply chain security
issues, which began to be discussed in earnest after the US
sanctions against Huawei, are currently being embodied in
policies for developing supply chain risk assessment tools or
systems, and diversifying or internalising 5G suppliers [19].
However, in the case of the NCSS of South Korea, discussions
on overall supply chain risk management, including all ICT
products and services such as 5G, loT devices, and cloud
services, are limited, and are covered only through standards
and certification systems and the security-by-design concept.
Therefore, it is necessary to establish and realise a supply chain
security system across the country to analyse supply chain risk
and prepare for global supply chain reorganisation under US—
China trade tension.

TABLE VII. THE RESULT OF COMPARING THE 15 AGENDAS WITH THE
CONTENTS OF NCSS OF SOUTH KOREA

Comparison Result
Sector Agendas Related tasks
O/A) | 4 of Table
Network and System
Vulnerability o 112
Cyber Security Role and
Infra Responsibility o 1
Stability Risk Assessment and N
Management
Information Communication O 2.2
Network Access Control
Privacy and Intellectual N
Property Security
Prztection Cyber Defence Capability O 2-13
an
Response Incident Response and 5
Capability Information Sharing O 2-2,32
Cyber Crime Law Enforcement O 2.4
and Investigation
Standard, Certification and A 13
Supply Chain Security
ICT Innovation O 4-3
Industry and T 5 o
Techno|ogy ublic Private Partners| P _ _
(PPP) O 3-1,4-13
Security Awareness and
Knowledge o 4-1.2
International Norm and State
. Behaviour o 6-2
International
Cooperation | EU Member State Cooperation | O 6-1
International Partnership O 6-1
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V. CONCLUSION

Cybersecurity has more complex and multidimensional
characteristics compared to those of traditional security, and
involves a combination of hyper-connected cyberspace, rapid
development of ICT, and double-use issues of cyber
technology. In addition, differences in the approaches to cyber
space and cyber threat environments in different countries
contribute to further increasing this complexity, which in turn
complicate the macroscopic perspective analysis of national
cybersecurity policies. Therefore, this study aimed to derive the
national cybersecurity policy agendas of major countries from
a macro perspective by using the topic modelling method.

The study was divided into two parts. The first part was to
use a topic modelling method to identify national cybersecurity
policy agendas in major countries, and the second part was to
determine policy agendas that could be further considered for
future NCSS revisions in South Korea. Thus far, policy
research in the field of cybersecurity with the use of topic
modelling has focused on expanding the scope of analysis to
observe the global cybersecurity landscape. Therefore, this
study is meaningful in that it used topic modelling to explore
critical agendas and quantitatively compare the focal points of
various NCSSs for the benefit of future NCSS revisions in
South Korea.

As a result of this study, 15 agendas were derived from
words that compose the NCSSs of the US, UK, Japan, and EU.
These agendas were grouped into infrastructure stability,
response capability, industrial revitalisation, and international
cooperation, in accordance to their attributes. Based on the
agenda distribution, we observed that the approach to
cybersecurity differed by country: the US and UK focused on
response capability, whereas Japan and the EU focused on the
cybersecurity industry and international cooperation,
respectively. Furthermore, the distribution of NCSS agendas
depended only on the perceived cyber threat environment and
approach to cybersecurity by country, and no agenda exhibited
a significant increase or decrease in proportion over time,
regardless of country. On the other hand, we highlight the
necessity for discussions on risk assessment and management
systems, intellectual property theft, and supply chain security
systems, to diversify cyber security management systems at a
national level, based on a comparison of the 15 agendas with
the NCSS strategic task of South Korea.

This study provides a comprehensive understanding of the
cybersecurity policy agenda from the perspective of South
Korea. However, because the scope of the analysis was limited
to NCSSs and to deriving implications for future NCSS
revisions, we propose discovering policy agendas from a wider
variety of sources and comparing them in future research. As
presented in the previous literature review, policy agendas
could be derived from a variety of sources, including publicly
published reports, news articles, research papers, petitions, and
even SNS postings. In particular, because of the
multidimensional nature of cybersecurity policy, multilateral
cooperation efforts across society, government, science,
technology, industry, and academia are essential for building
global cybersecurity resiliency beyond national security.
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Therefore, it would be meaningful to comprehensively
compare cybersecurity policy demands from various
perspectives.
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Abstract—The aim of this paper was to obtain data and
information on the digital transformation of human resource
(HR) processes in small- and medium-sized enterprises (SMES)
with the help of robotic process automation (RPA), in order to
increase competitiveness in the digital age. Romanian businesses
are attempting to close the gap with companies in developed
countries by implementing projects that allow the adoption of
emerging technologies in HR departments. This paper presents
some of the preliminary findings, resulted from a collaboration
between a university and an SME, for the efficient
implementation of specific HR processes using RPA. The paper
provides a brief introduction of the RPA concept as well as a list
of HR processes that can be automated within enterprises, with
the benefits brought to the enterprise and employees presented in
both qualitative and quantitative terms for each HR process. In
addition, a case study for the automatic collection of candidates'
documents and extraction of primary information about them
was considered. Further on, the problems encountered during
implementation were listed, along with potential solutions. Given
the benefits offered, RPA could play an important role in
transitioning HR functions into the digital era.

Keywords—Robotic process automation (RPA); small- and
medium-sized enterprises (SME); human resource (HR); digital
HR; recruitment

I.  INTRODUCTION

We are currently witnessing multiple challenges for
companies, such as demographic and social changes,
technological advances, etc. In order to meet these challenges,
companies need to be agile and adaptable. An important role in
fulfilling these expectations, in the conditions of ongoing and
massive disruptions, is played by human resources. The good
organization of human resources allows the optimization of the
employees' work, even in the conditions of the disturbances
introduced by the COVID pandemic.

If before the global pandemic, "digital technologies did not
find a strong and widely based application in the small- and
medium-sized enterprises (SMESs) sector", "due to the COVID-
19 disruption, SMEs are now trying to avoid a total shut down
of economic activities by introducing digital technologies™ [1].

In all US industries, according to the research conducted by
the McKinsey Global Institute in 2016, approximately 17% of
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work consists of data collection and 16% of data processing -
tasks that at the time of the study were largely performed by
human workers [2].

In small- and medium-sized businesses, human resource
(HR) departments typically suffer from aging IT systems.
Employees of these departments often need to:

e Enter data into multiple systems;

e Toggle between different applications, entering in one
application data retrieved from another one.

¢ Reconcile data across two or more systems.

To quickly streamline these routine tasks without
upgrading or replacing existing old systems, Robotic Process
Automation (RPA) technology offers solutions. Thus, much of
the manual work involved in these tasks can be automated
using RPA.

RPA adoption is growing every year. According to Gartner,
in 2020 RPA was, for the second year in a row, the fastest-
growing segment in the enterprise software market, with a
38.9% increase to $1.9 billion in revenues [3]. Several studies
worldwide estimated an increase in the use of RPA in various
fields. Thus, for example, Transforma Insights expects total
market spending for RPA will increase from $ 1.2 billion in
2020 to $ 13 billion in 2030 [4].

Over the past few years, we are witnessing the digital HR
transformation, “the application of advanced technologies and
analytics, digital traits and behaviors, and HR customer
centricity through the lens of the organizations HR Operating
Model to optimize HR to deliver sustainable organizational
performance” (Fig. 1) [5].

Analysts from McKinsey & Company called robotic
process automation technology a “third arm” for HR
organizations because it works with HR to amplify the
department’s capacities [6].

According to a survey conducted by PwC on HR
technologies, 45% of respondents (approx. 600 HR and HR
information technology leaders on six continents) intend to
invest in hyper-automation or robotic process automation
(RPA) technology in the following 12-24 months [7].
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Published studies on the adoption of RPA in companies
refer mainly to large companies. Small- and medium-sized
enterprises are often overlooked. Our research seeks to fill a
gap in the scientific literature on robotic process automation in
human resource departments of SMEs, aiming to ensure the
potential transfer of knowledge from academia to industry.

In this regard, we try to provide answers to the following
research questions (RQ):

RQ1. What is Robotic Process Automation (RPA)?

RQ2. What are the HR processes in SMEs that can be
automated with RPA?

RQ3. What advantages would the adoption of RPA bring in
the HR departments of small- and medium-sized
enterprises (SMEs)?

RQ4. What are the challenges HR departments are faced
with when adopting RPA-based solutions?

To capture relevant knowledge on the topic, we conducted
a literature review considering six of the databases frequently
used by researchers: Web of Science, Springer, Science Direct,
IEEE Xplorer, Scopus, and Google Scholar. In order to gain
more insights for this paper, we also conducted a backward-
and-forward search.

A further step in our research was the expert interviews,
used to confirm and strengthen the list of use cases identified in
the literature. Thus, we conducted a semi-structured in-depth
interview with senior HR personnel from various SMEs.
During the interviews, we considered the following topics:
RPA objectives in HR, types of projects, benefits, impact on
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jobs, challenges. We reviewed the interview responses to
obtain key insights that are summarized in the present paper.

The remainder of this paper is organized as follows. In the
next section we present some definitions of the term Robotic
Process Automation. Section 11 refers to several achievements
in the field, while Section IV presents the processes of HR
departments in SMEs where RPA can be incorporated along
with their benefits that SMEs and employees can obtain by
using RPA tools. The next section presents the flow of an
application under development within a national project,
mentioning some issues encountered during implementation.
Further on, authors highlight the future scope of the
technology, and in the last section of the paper we formulate
the conclusions of our research.

Il. THEORETICAL BACKGROUND

A. Robotic Process Automation (RPA)

In order to answer the first research question and to clarify
the concept of Robotic Process Automation (RPA), we present
some selected definitions that we believe are relevant to our
discussion.

IEEE Corporate Advisory Group defines RPA as the use of
a “preconfigured software instance that uses business rules and
predefined activity choreography to complete the autonomous
execution of a combination of processes, activities,
transactions, and tasks in one or more unrelated software
systems to deliver a result or service with human exception
management.” [8].

RPA could be described as an “emerging form of business
process automation technology based on the notion of software
robots or artificial intelligence (Al) workers. RPA has become
the new language of business. This technology is more
powerful among the 21st century technologies” [9].

RPA technology is non-invasive for existing systems; it
does not replace them, but interacts with them. In fact, it’s a
new layer above the organization’s applications and cloud
services that must integrate easily and efficiently with all of
these.

The concept of robotic process automation is becoming
increasingly integrated into various domains as a means for
improving productivity, compliance, product quality, etc. In the
gray literature, many key use cases are examined, presenting
the experience of various organizations that have adopted RPA.
The use of this technology allows the emulation of actions
taken by human users, so that work processes can be
automatically implemented in many business functions, such
as: Human Resource, Finance & Accounting, Production, Sales
& Marketing, Supply Chain, and Information Technology.

In this paper, authors focus on human resource
departments. HR professionals deal with many processes and
sub-processes, such as hiring, onboarding, employee benefits
administration, managing complex workplace situations,
enforcing regulatory changes. This usually means working
with multiple software platforms, spreadsheets, documents, etc.
Various studies highlight that 33% of companies have more
than ten HR systems. 47% of companies have HR software that
is over seven years old [10]. According to Center for Effective
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Organizations and a study conducted by G&A Partners, HR
professionals spend about 73.2% of their time dealing with
tedious administrative tasks [11]. But some of these HR
operations could be automated with RPA-based solutions. But
a successful implementation depends on several factors,
including the RPA tool.

B. RPA Tools

Currently, there are many RPA tools available on the
market, some of them free, others commercial, such as,
Automation Anywhere, Blue Prism, EdgeVerve, Microsoft,
NICE, UiPath, WorkFusion, etc.

RPA market solutions offer various capabilities, as
presented in numerous studies and scientific papers, such as,
for example, [12]. It should be noted that providers of robotic
process automation platforms quickly and continuously update
their offers to meet the developing needs of their clients. Thus,
for example, various RPA providers announced further
development of their RPA platforms, by incorporating new
breakthroughs in artificial intelligence and machine learning.
Given the multitude of existing RPA platforms that offer
powerful functionality, as well as their continued development,
choosing the best automation tool for an organization could be
a real challenge.

I1l. RELATED WORK

Recently, because of the difficulties caused by the COVID-
19 pandemic, many companies have turned to robotic process
automation solutions to help them overcome the challenges of
the pandemic. Thus, they can “automate repetitive tasks across
multiple business applications without altering existing
infrastructure and systems” [13].

Many publications present the strengths and weaknesses of
the RPA. However, the reviewed literature highlights a
predominantly positive assessment of RPA, given that its
strengths outweigh its weaknesses [14]. Adopting RPA in
enterprises offers many benefits, including higher productivity,
improved business efficiency and accuracy, data security,
scalability, auditability, low printing and storage [13]. The
promises of RPA for enterprises include easy implementation
at a relatively low cost compared to other solutions.

Some authors consider that RPA is suitable for processes
with high levels of i) standardization, ii) volume of
transactions, iii) maturity, iv) approach to business rules ([13],
[15], [16], [17]). Other authors recommend the RPA approach
for standardized and repetitive processes that i) follow business
rules, ii) take longer to complete, iii) are performed on a
regular basis, and iv) require manual interaction with
information systems [18]. Furthermore, many authors advocate
RPA adoption for processes involving structured data, low
variance and logic-driven procedures [19].

IV. DISCUSSION

The analysis of scientific and industry publications shows
that RPA has been used moderately in the human resource
departments of large enterprises and less in SMEs. A single
enterprise can have hundreds or thousands of processes and
sub-processes and the selection of those that could be
automated with RPA is a difficult task.

Vol. 12, No. 12, 2021

We examined case studies that are related to the
aforementioned research questions. Following an examination
of these case studies, and an analysis of the academic and
industry papers it can be highlighted that the processes suitable
for RPA have several common features. Thus, the considered
process should have clearly defined inputs and outputs.
Workforce tasks that are rule-based, predictable, high-volume,
time-consuming, repetitive, or prone to human error are good
candidates for RPA.

Despite the vast potential of RPA technology, experts point
out that it is not suitable everywhere. Thus, if a process is
dynamic, requires creative thinking, deals with unexpected
events or involves decision-making on a case-by-case basis,
RPA can fail.

Various studies have shown that RPA projects failed
initially in a proportion of 30% to 50% [20]. In order to
determine which processes are suitable for RPA, an evaluation
can be performed considering the criteria specified above.

As we can see, there are many opportunities to use RPA in
human resource management. Below we present some HR
processes in SMEs that can be automated with RPA, in
response to the RQ2. Table | summarizes the HR use cases
found in the literature and validated by some HR experts.

TABLE I. THE RPA OPPORTUNITY FOR HR DEPARTMENTS

HR Process to

be automated Benefits

Employee

Facilitating employment

Identifying the best candidates

Keep candidates informed with better,
automate communication

Faster cross verification of candidates' details

Automatic data concatenation from multiple

CV Screening input sources

and recruitment

Behavior reference check

Criminal record checks

Correct evaluation of candidates

Minimizing delays in hiring process

XXX |x|x| X |x|x|X|X]guve

Reduction in hiring costs

Smooth onboarding process X

Data integration capacity X

Onboarding -
Faster onboarding process X

Low-cost onboarding process X

Accelerated employee skill acquisition X

Employee
training

Better alignment of employee skills with the
organizational certification requirements

Enhanced learning experience X

Better management of data of current/former
employees etc.

Employee data

Consistent actions across various systems/
management

databases/departments

Elimination of data entry errors X
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Employee data protection X X
Efficient allocation of office space in the X
hybrid-work conditions
Better calculation of employee salaries X
Tracking Workflow disruption prevention X
attendance
Accurate time records X
Avoiding delay in salary payments X
Payroll Lower payroll costs X
management Reduced risk of multiple errors X
Simplified payroll processing X
Fast processing of expenses X
Expense b - g — P -
management Correlation of individual expenses with X
company regulations and spending rules
High accuracy of the maintaining compliance X
Maintaining process
compliance Ensuring an error-free compliance X
maintaining process
Exit Exit process consistency X
management Ensuring data privacy X
Faster data collection for the calculation of X
Performance performance indicators
management Automatic report generation/ updating/ X
deletion
Qualitative Quantitative |

The general hire-to-retire (H2R) process integrates several
disparate systems that often require swivel-chair work to
migrate employee data between different systems. These
processes are good candidates for RPA. Various studies have
shown that recruitment is one of the most time-consuming key
tasks for human resources. On average, recruiters spend 60%
of their time for candidates sourcing and screening.
Implementing an RPA-based solution can take over manual
and repetitive work involved, such as filtering resumes,
scheduling interviews, and simplifying the integration process.

RPA can significantly reduce inefficiencies on management
reporting. Thus, an RPA-based solution can gather information
from multiple sources and generate a report or save it into
consolidated XLS.

The implementations we studied showed a significant
decrease in process time and in errors, and a high potential for
scalability.

Successful use cases will continue to emerge with the
increasing development of RPA platforms and as more
businesses expand their use of RPA, demonstrating the wide
variety of issues that can be addressed.

Further on, we attempt to answer the RQ3 research
question, presenting the benefits of adopting RPA. RPA has
great value to offer for improving the human resource
management system in small- and medium-sized enterprises.
The benefits we mean are not only for the company, but also
for employees. Thus, RPA-based solutions could offer SMEs
important benefits, including increased productivity, improved
accuracy, faster digital transformations, higher employee

Vol. 12, No. 12, 2021

engagement, improved data security and quality, etc. Once an
RPA layer has been added within an SME for HR processes,
each individual employee can access and exploit it. RPA-based
solutions could offer employees [13] a wide variety of benefits
in laborious or tedious manual processes. We presented some
of the qualitative and quantitative benefits identified following
the analysis of the academic and industry literature.

After conducting the overview of various possibilities, the
main conclusion is clear. RPA could play an important role to
shift the HR functions to enter the digital era.

Next, based on literature research, we present some of the
challenges that SMEs face in implementing RPA within HR
departments (RQ4).

An important challenge for many SMEs is how to add
automation to workflows. There can be a large number of
processes and sub-processes within the HR departments of
SMEs [21], so choosing which ones could be automated with
RPA, as well as the order in which they can be automated can
prove to be a big challenge.

Other challenges focus on human resource management,
given that workforce need to adapt to new work, as RPA-based
solutions can take on important parts of their daily tasks [22].

The challenges can also be considered from a legal
viewpoint, analyzing, for example, questions such as "who has
the control over the intellectual property robots handle and
generate” and "who is responsible if the robot fails" [23].
Unfortunately, these two questions have not yet been
answered.

V. CASE STUDY

Recruitment is one of the most promising use cases for
adopting RPA-based solutions. Processes in this area involve a
large volume of repetitive, time-consuming tasks that are still
manually operated by human force. Thus, a significant amount
of time is spent screening resumes and application forms
submitted by candidates for open positions. Software robots
can make this process considerably easier by gathering
applications quickly and comparing all of the data to a list of
precise job requirements. These requirements can be viewed as
predetermined rules that influence the whole selection method
while using RPA technology.

Candidates for a position in an SME scan their documents
and send them to the SME for processing. Most of the times
the documents sent by the candidates are in pdf format. These
include diplomas, identity card, certificates, CV, letter of
intent, etc. Some documents may have a format imposed by
SME, in this case the centralization of information from
several candidates is much simplified. For example, an SME
can request the completion of important information in editable
pdf files with PDF tagged order features. But, retrieving
information from candidates' scanned documents is a tedious,
repetitive, time-consuming process that involves a multitude of
copy-paste activities and requires manual interaction with
information systems.

To eliminate these disadvantages, we proposed an RPA-
based solution. For this case study, we have opted for the
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UiPath platform. Thus, we developed a solution based on RPA
enhanced with Optical Character Recognition (OCR) that can
recognize and extract the information needed by the HR
department from scanned documents and then enter it into the
HR database. HR staff can run this solution on their laptop
while handling more important activities. Then, the only
operation to be performed by the HR department staff is to
verify the veracity of the information entered in the system by
the RPA solution.

The flow chart of this application is depicted in Fig. 2.

iy
[s] HR
(3] Candidates' emails check W
: Extracting information ¥
(3] Short list v
s) Interview schedule ¥
"~y eniew scneaule 2

Fig. 2. The Flow Chart of the RPA-based Solution.

The proposed solution has been verified to ensure proper
processing. Thus, we evaluated the implemented application
with documents of different formats. In our experiments we
used pdf files and image / picture files (JPEG, BMP, GIF,
PNG, etc.). The extraction of information from the files sent by
the candidates is one of the most significant difficulties to be
handled. This problem becomes even more acute when the
documents are edited in a language with special characters, as
the Romanian language. Thus, the information on the
applicants’ documents may contain diacritics in Romanian.
The correctness of the extracted information depends a lot on
the OCR engine.

Vol. 12, No. 12, 2021

We have developed and tested several OCR engines
available in UlPath, such as: Microsoft OCR, Google OCR,
Abbyy OCR and other OCR software like: Convertio [24],
Online OCR [25], Free Online OCR [26], i20CR [27]. The
best results were obtained using Convertio and Abbyy
FineReader. Even if the developed application is in a beginning
form, we consider that it is necessary to test as many OCR
engines as possible and to select the one that provides the best
recognition rate for Romanian characters.

One way to reduce the number of errors in extracting
information from scanned files is to use OCR engines that are
based on artificial intelligence. One such example is Abbyy
FineReader, which has the latest OCR technology based on
artificial intelligence and performs a variety of operations such
as digitizing, retrieving, editing, protecting and sharing
documents of various types in the same workflow [28].

A limitation of the research is the use of only one RPA
platform (UlPath) for the case study. To create meaningful
solutions for HR departments in SMEs, further research
employing different RPA platforms is required.

The authors of this paper intend to continue research in the
near future, considering further explorations of RPA in the
field of human resource management in SMEs. Attention will
be paid to combining solutions developed using RPA tools
with solutions based on blockchain, Internet of Things, etc.

VI. CONCLUSION

This paper aimed to explore the robotic process automation
technology and to identify the promising application of RPA in
human resource management within SMEs. In the near future,
human resource departments that rely on manual, paper
processes will need to re-examine their processes and consider
whether RPA technology can benefit them. Through this paper,
the authors want to support SMEs that aim to streamline the
HR department by adopting RPA.

In the analysis of numerous publications and case studies,
various authors' observations on how companies and business
people are trying to reorganize the company's human resources
for an accelerated economic recovery after being affected by
the pandemic crisis, we tried to find answers to some of the
basic problems of HR digitization, which would contribute to a
profitable and sustainable business for SMEs. The adoption of
RPA can bring important benefits in the HR departments
within SMEs for laborious or tedious, repetitive, time-
consuming manual processes.

Through the case study implemented and presented, it was
demonstrated that RPA can fulfill some of the basic pre-
processing tasks undertaken by human resources departments
in recruiting candidates.

The RPA platform used has an important role in the
successful implementation of an RPA-based solution. There
are various vendors on the market that offer RPA solutions.
Choosing the best solution to meet the specific requirements of
an SME's HR department is not an easy task, an in-depth
analysis must be performed by taking into account several
criteria.
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Thus, for example, a developer must consider the type of
analyzed documents when implementing RPA-based solutions
for managing candidates' documents (scanned or generated,
with or without images, with or without tagged order features,
etc.). The correctness of the extracted data is also dependent on
the ability of OCR tools to recognize the specific characters of
the language used in the elaboration of documents. In many
cases, processing data that has been extracted incorrectly can
be time-consuming.

Although some HR processes require human intervention
to correct extraction errors, RPA can be considered a viable
candidate for streamlining HR processes, which can lead to a
rapid improvement in a business's overall value.
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Abstract—The objective of this study is to provide innovative
model for the approach of language preservation. It is necessary
to maintain indigenous languages in order to avoid language
death. Script applications for indigenous languages are one of the
solutions being pursued. This script program will facilitate
communication through writing between speakers of indigenous
languages. Additionally, the study illustrates the implementation
of the Lontara script (Bugis-Makassar local language letters and
characters). This script application is compatible with the
Microsoft Windows operating system and the Hypertext Transfer
Protocol (HTTP). This study employed the research and
development (R&D) approach. Six stages are followed in this R &
D study: 1) doing a requirements analysis to determine the
viability of Bugis-Makassar indigenous languages in everyday life
and also to determine ways to retain them 2) designing and
constructing Lontara scripts with hypertext-based applications,
3) producing Lontara scripts with hypertext-based applications,
and 4) validating the hypertext-based applications through one-
to-one testing, small and large group testing. 5) Lontara
application revision; and 6) Lontara application as a finished
product. This product is designed to be used in conjunction with
other interactive applications.

Keywords—Innovative model; language maintenance; Lontara
script; Makassarese; local language; hypertext-based application

I.  INTRODUCTION

Indonesia is a multi-ethnic and multilingual country. The
Indonesian Central Bureau of Statistics [1] revealed that
Indonesia consists of 1,128 ethnic groups. Besides, BPS also
presents ethnographic data and records about 700 local
languages owned by Indonesia’s state. The diversity of ethnic
groups in Indonesia is caused by various factors, including
historical and natural isolation factors. The old nature isolation
factor also influences Indonesia's condition, which various
ethnic groups inhabit. Therefore, ethnics are diverse and have
their characteristics in terms of language and culture, although
they all belong to the same language family, the Austronesian.
On the other hand, there are 7,117 languages in the world that
are spoken today, and it has estimated in the year 2020 that 40-
90% of them will disappear during this century [2]. However,
20-50% of this amount is no longer used by the younger
generation of its native [3].

The picture of the vitality of local languages in Indonesia,
in South Sulawesi, is still unclear. It is still challenging to
obtain accurate data on local language vitality in South
Sulawesi. However, this condition can be seen by a glance at
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native speakers of Makassarese, one of the local languages in
South Sulawesi. The vitality of the Makassar language can be
seen by the Extended Graded Intergenerational Disruption
Scale (EGIDS) rubric that has been developed by Simons and
Lewis [4] and [5]. Based on EGIDS, the Makassar language is
at level 6b [6], [7].

The vitality of local Indonesian languages is more easily
recognized by the EGIDS than other scales, for example, the
Fisman scale [8]. Fishman's Graded Intergenerational
Disruption Scale (GIDS) and UNESCO's five steps
endangerment framework. EGIDS is a union of the Fishman
scale and the UNESCO scale. The EGIDS scale can be seen as
in the following Table I.

Based on EGIDS, we can assess the vitality of the
Makassar language. However, before assessing its vitality, we
should first understand the local language environment in
Indonesia. Indonesia's local language environment is the
pressure most like in China, both vertical and horizontal
pressure [9]. The pressure on Indonesia's local languages
generally comes from Indonesian and its dominant or more
native languages. This pressure is due to prestige for
Indonesian speakers, educational interests, and even economic
factors. Another is the Indonesian language pressure, which
comes from international languages, Arabic and English.

On the other hand, regional languages are under the
position of Indonesian. Therefore, horizontal pressure can
occur from other regional languages with a better
sociolinguistic status [10]. This condition further weakens the
vitality of local languages in Indonesia.

Ethologically, this condition can be understood that
Indonesia's local languages are very worrying [4], [11], [12].

Based on the above Table I1, it can be seen that almost half
of Indonesia's languages are "in trouble or worse." The
number of languages that are rated "Vigorous" (260)
compared with those that are "In trouble" (272) can be
concluded that the local languages in Indonesia are in trouble.
We can also have an alternate assessment and visual
representation to obtain local language vitality in Indonesia
through UNESCO"s. "Interactive Atlas of the World's
Languages in Danger" classifies 144 of Indonesia's languages
as "Vulnerable" or worse. Ethnologue website has stated that:

"The number of individual languages listed for Indonesia is
719. Of these, 707 are living, and 12 are extinct. Of the living
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languages, 701 are indigenous, and six are non-indigenous.
Furthermore, 18 are institutional, 81 are developing, 260 are
vigorous, 272 are in trouble, and 76 are dying [13].

Based on this fact, the research question is, "How to design
an innovative model of local language maintenance?"

TABLE I. EXPANDED GRADED INTERGENERATIONAL DISRUPTION SCALE

Level | Label Description UNESCO

The language is used internationally

for a broad range of functions. Safe

0 International

The language is used in education,
work, mass media, government at the Safe
national level.

1 National

The language is used for local and
regional mass media and Safe
governmental services.

2 Regional

The language is used for local and
regional work by both insiders and Safe
outsiders.

3 Trade

Literacy in the language is being
transmitted through a system of public | Safe
education.

4 Educational

The language is used orally by all
generations and is effectively used in
written form in parts of the
community.

5 Developing Safe

The language is used orally by all
generations and is being learned by Safe
children as their first language.

6a Vigorous

The language is used orally by all
generations, but only some child-
bearing generation transmit it to their
children.

6b Threatened Vulnerable

The child-bearing generation knows
the language well enough to use it
among themselves, but none are
transmitting it to their children

Definitely

7 Shifting endangered

The only remaining active speakers of
the language are members of the
grandparent generation.

Severely

8a Moribund endangered

The only remaining speakers of the
language are members of the
grandparent generation or older who
have little opportunity to use the
language.

Nearly
Extinct

Critically

8 endangered

The language serves as a reminder of
heritage identity for an ethnic
community. No one has more than
symbolic proficiency.

9 Dormant Extinct

No one retains a sense of ethnic
identity associated with the language,
even for symbolic purposes.

10 Extinct Extinct

TABLE II. EGIDS OVERVIEW OF THE VITALITY OF LANGUAGES OF

INDONESIA

Extinc
t

- . . Threaten
Institutio | Developi | Vigoro ed

Langua | nal ng us

Dying

(EGI | (EGI
DS DS
8a-9) | 10)

ges (EGIDS | (EGIDS | (EGID | (EGIDS
1-4) 5) S 6a) 6b-7)

719 18 81 260 272 76 12
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Il. RELATED WORK

Language maintenance programs, language shift, and
endangered language are topics that have never-ending debate.
The linguists are always looking for alternative plans to
maintain minority languages that a language shift has caused.
Language researchers often face people who leave their
mother tongue due to political and economic pressures [14]-
[16]. A language preservation program is carried out in legal
recognition of the minority language [17], [18]. Other
researchers propose a theory for heritage language, literacy,
and identity processes to maintain minority languages [19].
Other language researchers make breakthroughs in
maintaining minority languages by using a smartphone [20].

Other studies have shown that sometimes a language
appears suddenly, spreads quickly, and quickly disappear. This
case challenges linguists to document, describe, preserve, and
revitalize languages [21], [22]. Another linguistic phenomenon
that often affects decreasing local language speakers is the
influence of strong language used on daily life, both informal
and non-formal [10]. Preservation of minority languages can
survive because it is a language preservation policy [23].

In his book on global paradox, John Naisbitt reiterated that
globalization promotes a paradoxical tendency [24]. John
Naisbitt's view is proven at present. Technological advances in
transformation and the informatics revolution have led to
human beings' tendency to a one-tier, modern, and global
world. On the other hand, modern humans also long for past
histories in ethnic romance, values, and primordial styles. The
point of these tendencies can cause conflict, friction, and shock.

If John Naisbitt's view is compiled with ethnological data,
modern world-class and ethnic romance and primordial values
are inevitable. Our society is undoubtedly inseparable from
cyberspace and connectivity that can no longer be
encountered. At the same time, the use of local languages is
decreasing. The shortcomings can be seen in the number of
websites or sites that provide local language information.

The clash of these trends creates implications for the use of
local languages. The local language users are more likely to
use Indonesian as their daily language. This condition cannot
be avoided because Indonesian is the national and official
language, both oral and written. It is understandable if people
use Indonesian to communicate daily, both at work and
sharing information. The local language is only used at the
oral or spoken level and rarely uses local language in written
form.

The shift in language utilization from the local to the
Indonesian language is caused by various factors, including
economic factors, migration, and marriage. Economic factors
caused Makassar speakers (for example) in Gowa Regency's
highlands to use the Indonesian language. Javanese speakers
and other tribes who trade in this area use the Indonesian
language. The influence is quite crucial, which appears from
the public began to get used to speaking Indonesian. On the
other hand, the Indonesian language is considered prestigious
and proud of society's expression when using the Indonesian
language. When we as researchers met Ngawing, one of an
elder in this village, he said in Makassarese that "abbicara
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malayu tauwwa,” which means "Wow, they speak
Indonesian." This sentence is an expression of those who can
speak Indonesian [25]. The Indonesian language is forced to
be used as a communication language in the commerce sector.
Although it unwittingly has shifted the attitude of the language
of some highland communities of Gowa Regency, especially
in the Tompobulu district, this condition is very reasonable.

Population migration to Makassar City is another factor
that contributing to the shift of language use from Makassar to
the Indonesian language. Some Gowa highland residents in
Tompobulu Sub-district moved to Makassar city looking for
work after harvesting in the dry season. Young people in their
productive ages left home to earn a living. Some of them
migrated to the island of Borneo and the country of Malaysia.
When returning to the village or returning home, they
generally use the Indonesian and Malay languages. Not
infrequently among them "back home" to meet their relatives
and back again to the island of Borneo and the State of
Malaysia. They prefer to speak Indonesian or Malay rather
than Makassar [25].

Inter-tribal marriage also became the cause of the shift of
language use from Makassar to Indonesian. Some Gowa
highlands residents have been married to other tribes like
Bugis, Mandar, Toraja, and Java. Families who are married to
other tribes use Indonesian in their daily conversation.
Makassar language is used only if their relatives who use it
visit them, but when other relatives visit them from mixed-
marriage status, they use Indonesian.

Shifting the use of language from this local language to the
Makassar language needs to be addressed. If the shift has
taken place at the oral language level, it can be expected that
the use of local languages in writing may be more severe.
More severe in the sense that as majority speakers of local
languages, in this case, speakers of Makassar, they no longer
use the language of Makassar in writing. This condition is
worsened by the digital era that does not provide characters or
lontara letters required in various applications, for example, on
the hypertext level or the website page.

Various attempts at writing Lontara script have been made,
including typewriters, machine-set photos, and computers. The
recording of Lontara script making was once presented by
Barbara Friberg [26] at a Makassar Golden Hotel seminar.
Barbara is evident in the exposition of the history of the
digitization development of the Lontara script.

In 1985, the Consulate General of Japan in Makassar
sponsored the manufacture of the Lontara typewriter. This
device is good enough, and it can produce a good letter.
However, typewriters have some weaknesses, including the
letters' size is small and the same width. This size results in
less than perfect spaces. Whatever the outcome, Taufik
Sakuma's efforts should be rewarded for speakers of languages
that use the Lontara script [26].

Five years following, in 1990, at Language Center in
Ujung Pandang, Ms. Astuti Hendrato from Jakarta
collaborated with Monotype Typography in England and
worked on Lontara script using LASERCOMP the photo-set
machine. A year later, in 1991, USI / IBM, for the guidance of
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the former Rector of Hasanuddin University and South
Sulawesi Governor, Prof. Dr. Ahmad Amiruddin, and Makasar
community leaders, provided a computer with a scanner to
preserve the Lontara texts. As a result, the manuscripts can be
stored on a computer that can then be published quickly. This
effort means preserving the Lontara manuscripts in the file
image form on the computer. Thus, the systems (font/font
types, such as TrueType Font types compatible with
Windows) used to write computer-assisted Lontara scripts did
not exist yet [26].

Barbara Friberg has also done a person who works on
writing Lontara script. She once applied to Monotype
Typography in the United Kingdom to help the Makasar
community acquire fonts-computers that can be used in
various personal computers, not just on specific machines. In
1991, Barbara Friberg's colleague in Singapore was willing to
help prepare the Lontara font used on similar IBM-PC and
Microsoft Word programs. With the help of Drs. Djirong
Basang, Barbara Friberg sent a picture for every Lontara letter
used in the Makasar language. The effort was running, but
eventually, Barbara Friber's colleague in Singapore could not
complete making the Lontara font as expected. In 1994,
Barbara Friberg then tried to build the Lontara script font. She
continued to develop the program, which was not finished in
Singapore. The program that Barbara Friberg used to build the
font was the FONTMONGER program. With this program,
she created a Lontar21 font with type, True-Type, later known
as Lontar21.ttf. The file size is 28 kb. This font was presented
in Makassar Golden Hotel in October 1995 [25].

In the same vyear, precisely in December 1995, Andi
Mallarangeng and Jim Henry made Lontara font volume one
with BugisA (also with True Type type). BugisA.ttf font file
size is 16 kb. However, BugisA font is often experiencing
constraints or unstable in Office Word (Windows). An
example of a common obstacle is that the Lontara script's
initial letters often turn into Latin or boxes in the first word in
each paragraph's first sentence. The two types of fonts, both
Lontar21 and BugisA fonts, do not add specific numbers to
Lontara. Both types of fonts can only be run and used on
Windows-based operating systems. Both of these fonts also
cannot be used in hypertext-based platforms. In other words,
both types of fonts cannot be used to write messages in emails
(email) and social media Facebook. The two fonts are also not
prepared a consonant marker (diacritic) to facilitate Lontara
character speakers reading the Lontara script. Thus, this
hypertext-based Lontara font is a development of the previous
font.

The character development history triggers the addition of
numeric characters and consonant markers to the Lontara
script application. The researchers found it essential to add the
character of numbers and consonant markers in the Lontara
script after seeing the Hijaiyah script's development (Arabic).
At first, the Arabic script did not recognize a point and was
without a vowel. The example of letters that do not have dots
are [z] ,[zl, and [¢]. These three letters are the same; both
have no dots in the form []. It is similar to the other letters,
for example, ,[<] ,[<«] and [&]. These three letters are initially
in the same form, i.e., [<], but without dots. In this era, not
many people can read and write in Arabic script.
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History records the development of Arabic script mastery
through the punishment for prisoners of the Badr war. After
the war, the Muslims captured the Quraysh army. Umar bin
Khattab r.a asked that they should be beheaded. However, Abu
Bakr r.a. disagreed and proposed that the ransom of literate
prisoners teach ten Muslims' sons. As for those who cannot
read and write, redeemed in the form of payment. Both
ransoms are indispensable for the Muslims at that time.

At the time of Ali bin Abi Talib came the scholar Abu al-
As'ad al-Du‘ali [27], who added dots to the Arabic character.
Furthermore, the addition of marking (harakat) or the line is
done by other scholars, namely Ahmad al-Khalil [28]. The
addition of this vowel made it easier for non-Arabic speakers
to read the Qur'an and hadith correctly. However, for educated
and able to read Arabic script without a vowel, the additional
marking is no longer needed. Therefore, the Hijaiyah script's
development is the idea that inspires writers to add Lontara
characters, numbers, and consonant markers.

It should be noted that the Lontara script is syllable and has
no consonants. This condition makes a word written in the
Lontara script sometimes difficult to read, not only by foreign
speakers of the Makassar language but also the native
speakers. The word “"paja" /paja/ can be read /paja/ which
means butt and can also be read /pa‘ja/ which means salty.
This condition is like an Arabic character with no marking
(harakat) and can be read according to the position of words in
a sentence. This condition has inspired the research team to
modify or additions to the characters in the Lontara script.

I1l. METHODOLOGY

This study uses research and development (R & D)
methods [29]-[31]. According to Borg and Gall, "R & D
method is a process used to develop and validate educational
products." Therefore, this sentence can be interpreted that the
R & D method is developing and validating educational
products. Thus, R & D has a series of cyclical research and
development steps. Additionally, each step to be performed
should refer to the results of the previous step. Therefore, a
new educational product will be obtained at the end of every
stage or step applied.

Borg and Gall have presented a series of stages to be
followed in this R & D approach: research and information
collecting, planning, preliminary proof of form, preliminary
field testing, primary product revision, main field testing,
operational product revision, operational field testing, final
product revision and dissemination and implementation.

R & D research stages, both discovered by Borg and Gall
and by Dick and Careys, have ten steps. Of course, this stage
of the R & D model always culminates with a product or
output. However, in this research, R & D steps are modified in
such a way as required. According to the end of the research
stage, the researchers determine that other researchers can
continue these steps. Whatever stage is chosen at the end of
the research stage, the result remains a product.

Research development of Lontara script application with
this hypertext-based ends at the sixth step called the final
product. The following are the steps:

Vol. 12, No. 12, 2021

o Needs analysis. The researchers have conducted a needs
analysis and literature review.

o Design of the lontara character application. In this step,
the researchers designed a model of the lontara script
application. Again, the researchers focused on software,
hardware, and humanware characteristics.

e Development of the lontara script application. By this
step, the researchers have developed true type font for
windows and a lontara character application for HTML
called Yusring Keyboard.

e Formative evaluation step. This formative evaluation
stage consists of expert validation, one-to-one testing,
small group testing, and large group testing. In addition,
participants who participated in this stage filled out an
instrument called the Technology Acceptance Model
(TAM).

¢ Revision of the lontara character application. Based on
the instrument from participants, researchers revised
bugs that occur during the stage of formative evaluation.

e Final Product. Thus, this application (yusring keyboard)
has been tested in the small and large groups test phase
of Formative Evaluation or the fourth stage. The yusring
keyboard is ready to use.

In brief, the stages of this method can be seen in the
following Fig. 1:

1. Needs Analysis: Field Study and Literature
Review

=

2, Design of Lontara Seript Application;
Software. Hardware and Humanw arg

:

3. Development of Lontara Seript Application: True
Type Font and Lontara Character application for huml

.

4. Formative Evaluation of Lontara Seript
Application: Expert Validation, One to one tnal, and
Small groups inals

.

I 5, Revision of Lontara Script Application |

.

l 6, Final Product of Lontara Seript Application |

Fig.1. R & D Steps.

IV. RESULT AND DISCUSSION

This research was conducted for three years, from 2017 to
2019. Application tests were carried out by speakers of Bugis
and Makassar languages, two local languages in South
Sulawesi, Indonesia. Since the beginning of 2020, this
application has been free to download on the Hasanuddin
University website, https://web.unhas.ac.id/arab/

Referring to previous research methods, in the first stage,
the researchers have conducted a needs analysis and literature
review since 2018. This R and D research continues previous
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research that has produced a True Type Font (TTF) called
Lontara Yusring. The Lontara Yusring is limited to use on
Windows Operating Systems only. Along with the times,
Lontara Yusring’s user community needs a script application
that can be used to communicate with popular media,
including email, Facebook, and smartphones. The researcher
then developed an application to meet the Lontara script user's
needs based on this need.

The development of communication technology is the
main reason for local language teachers in South Sulawesi to
use the latest media to support the learning process. The
research team conducted depth interviews in three groups. The
first groups are the teacher group in the Tompobulu sub-
district, Gowa Regency. Secondly is the Local Language
Teachers Association in Parepare City. Furthermore, the third
group is the teachers at the As'adiyah Islamic Boarding School
Sengkang, Wajo Regency. Based on this dept interview, the
researchers obtained information that they urgently need a
local language application to be used in the learning and
communication process.

In this in-depth interview, those groups explained that in
the learning process, writing a lontara script as a local script
was not enough; it had to be supported by technology that
could be used to write the lontara script. For writing needs on
a Windows-based laptop, Lontara Yusring has fulfilled these
needs. However, for general communication purposes, another
application is required. Based on this need analysis, the
research team plans to develop the Lontara Yusring into an
application that can be used on HTML and Android platforms.

To meet the needs mentioned in the first stage, the research
team then designed the Lontara application. In this step, the
researchers designed a lontara script application model
focused on software, hardware, and humanware
characteristics. This application model is designed to be
integrated with the HTML and Android platforms. However,
the Lontara characters' position on the keyboard is maintained
according to QWERTY as in Yusring Lontara. Thus, the users
of Lontara Yusring will remain familiar with the standard of
the Lontara Yusring keyboard.

In the third stage, the lontara application design was
developed. The research team agreed to give this application a
name with Yusring Keyboard. This naming is intended to
establish sustainability between the Lontara Yusring and the
Yusring Keyboard Application. Therefore, the Lontara
Yusring and Yusring keyboard will be combined in one term,
namely the lontara application.

The Lontara Yusring, which is intended to be developed in
this research, is as shown in the following Fig. 2.

Formative evaluation is the fourth step. This formative
evaluation stage consists of expert validation, one-to-one
testing, small group testing, and large group testing.
Respondents who participated in this stage filled out an
instrument called the Technology Acceptance Model (TAM).
This TAM instrument is used to measure the acceptability of a
technology product marketed to the public. The TAM
instrument is also used to determine the ease with which
technology is adopted and used by the community [32]-[36].
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Fig. 2. The TTF Lontara Yusring.

The research team used three TAM instrument constructs:
perceived ease of use, perceived usefulness, and attitude
toward using. In addition, the team provided instruction that
helped the respondent qualify how to interpret the scale (1
being terrible, ten being excellent).

e Perceived Ease of Use

o How would you rate your experience using the
lontara application on MS Office?

o How would you rate your experience using the
lontara application on the HTML Platform?

o How would you rate your experience using the
lontara application on WhatsApp or Telegram for
Windows?

e Perceived Usefulness

0 This application is quickly used in writing Lontara
characters

0 Users get the benefits of the Lontara application

0 This application is more effectively used in
compiling local language learning materials

e Attitude Toward Using

0 The position of the QWERTY keyboard is easily
recognized on a laptop

0 The Lontara Yusring is obtained quickly at the
Theme Fonts of MS Office

Expert validation is done by giving this application to
developers. The research team included additional
requirements that the expert can speak either in Buginese or in
Makassarese. This competency is needed because speakers of
these two local languages will use the Lontara Yusring and
Yusring keyboards. At this stage, two experts used the Lontara
Yusring and Yusring Keyboard. One of them is the teaching
staff at the Geophysics Study Program, Faculty of
Mathematics and Natural Sciences at Hasanuddin University.
Another expert is a lecturer at the faculty of computer science
at the Indonesian Muslim University. The first expert can
speak the Bugis language fluently. The second expert speaks
fluently in Makassar.
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The next stage is a one to one test. At this test, the lontara
application is given to respondents to use on MS Office, email,
Facebook, WhatsApp, and Telegram for Windows. In this
stage, the application was addressed to three lecturers within
the Faculty of Culture Science at Hasanuddin University and
three students in the same environment. In selecting
respondents, the research team required that they communicate
either in Buginese or Makassarese languages. Also, the
respondents had learned to write using the lontara script in
elementary or middle school. These respondents were asked to
use the lontara application then give a rating according to the
TAM instrument.

The small group test is the third test in this fourth stage.
Respondents involved in this test must also meet the
requirements, namely speaking either Buginese or
Makassarese. Also, they are teachers of Bugis or Makassarese
languages. Another requirement is to use MS Office, send an
email, and write on Facebook, WhatsApp, and Telegram.

In this test, two groups of language teachers were involved.
The first group is the Makassar language teaching group. They
are twenty teachers and live in the Tompobulu sub-district,
Gowa regency. The second group is the Bugis language
teaching group in Parepare, where twenty-four teachers
participated in this application test. These two groups were
chosen because the Lontara script is used by speakers of the
Makassar language and Bugis language. However, the level of
Makassar language in EGIDS is lower than that of Bugis.

The research team assisted the two groups in installing the
Lontara application on their laptops. First, the research team
explained how to use the Lontara application in MS Office,
email, Facebook, and social media. Then they were asked to
use the lontara application to write some local language
vocabulary in MS Word. After that, they emailed the
vocabulary to one of the teachers. Messages in emails must
use the local language in Lontara characters. At the end of the
meeting, the two groups were asked to rate the TAM
instrument.

The fourth phase in the formative evaluation stage is the
large group test. Respondents who participated in this phase
had the same requirements as the previous small group test.
The difference between small and large groups is only in the
number of people involved, and they are not necessarily local
language teachers.

The first group is the teachers of the As'adiyah Islamic
boarding school in Sengkang, Wajo district. Forty-five
teachers participated in this test. The second group is
elementary school teachers in the Tompobulu sub-district,
Gowa district. Eighty-one teachers were involved in this test.

The application test results in these two groups can be seen
in the following Table I11.

Revision of the lontara application. Based on the
instrument from participants, researchers revised bugs that
occur during the stage of formative evaluation. The
respondents’ suggestions are generally not related to this
application, but rather on its socialization to users of this
application. Another suggestion is that a guide to installing the
Lontara application on the website that provides this
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application and a guide on using it on MS Office, HTML and
Whatsapp for Windows has also been prepared.

Final Product. Thus, this application has been tested in the
small and large groups test phase of Formative Evaluation or
the fourth stage.

The need to present information in local languages must be
well prepared, especially in local languages. The needs of
these communities must be aligned with the development of
information technology. The digital era has forced humans,
including regional language speakers, to interact with other
humans through cyberspace. The internet in various electronic
mail and social media on Facebook is one of modern humans'
most widely used media today.

Although Lontara literature is often marginalized with
Latin characters in literacy, it does not mean that the Lontara
script should be abandoned. However, some efforts to bring
Lontara character to the young generation of the Bugis-
Makassar community must be implemented through
information technology in the form of Lontara-based hypertext
applications. This Lontara application's readiness is
undoubtedly expected to stimulate Lontara users' interest in
the HTML platform.

The model of the Lontara application is still referring to
the Lontara Yusring. However, this hypertext-based Lontara
application has been adapted to the characteristics of the
Lontara script itself. Also, the characteristics of software,
hardware, and human ware remain to be considered.

TABLE I1I. LARGE GROUP TEST
Average Average
TAM Instrument Constructs scale of scale of
Gowa group | Wajo group
a. Perceived Ease of Use
How would you rate your experience using 8 8
lontara application on MS Office?
How would you rate your experience
using lontara application on HTML 10 9

Platform?

How would you rate your experience
using lontara application on WhatsApp or | 9 10
Telegram for Windows?

b. Perceived Usefulness

This application is quickly used in writing

Lontara characters 10 9
Users get the benefits of the Lontara 8 9
application
This application is more effectively used
in compiling local language learning 9 8
materials

c. Attitude Toward Using
The position of the QWERTY keyboard is 8 10
easily recognized on a laptop
TTF Lontara Yusring is obtained quickly 10 9
at the Theme Fonts of MS Office

AVERAGE 9 9
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The Lontara Yusring is still paying attention to the
QWERTY keyboard model. However, this Lontara Yusring
can only run on a Windows-based operating system. In the
browser application, some treatments on settings need to be
done. The treatment is required after the hypertext-based
Lontara Yusring is installed. This need should be done
because this Lontara letter's application does not include the
Windows operating system's default fonts. Thus, a personal
computer or laptop that has not been installed with a Lontara
application cannot recognize the character.

Via email, Bugis-Makassar speakers can send messages
using this research product. Indeed, to read these lontara
characters on personal computers and laptops, the user needs
to install the lontara application since the Lontara Yusring is
not the official default of the Windows operating system.
Therefore, lontara script users must install this application. So,
both the message's sender and the lontara script's message
must first install the lontara application. If it is not installed,
lontara characters will appear on the personal computer screen
or laptop users in the form of boxes.

Users of the lontara application can communicate either
when sending messages via email or Facebook or creating
interactive applications. Of course, it is expected that the
younger generation of Bugis-Makassar knows and utilizes this
lontara application. Using the lontara application, both oral
and written, can be maintained in the writer's view. Thus, on
the other hand, there is a local language sustainability action in
place in this country expressing their ideas using the local
language. Sometimes past romanticism has been just right and
appropriate if it is expressed in the local language. Of course,
local characters such as lontara characters should be able to
support the speakers' wishes. In other words, the local script's
character should be integrated with the development of
information technology.

The same procedure can be done when the lontara
application will be used on Facebook or social media. For
example, an essential step for Facebook users (Facebooker) is
to change the keyboard system from a standard keyboard to a
lontara keyboard. The trick was relatively easy, that is, by
choosing the lontara keyboard. In other words, this stage is the
same if the user of the lontara application will send a message
via email. An example of the lontara script on Facebook social
media can be seen in the following picture.

The users of the lontara application can also take
advantage of creating interactive material questions. Various
applications can make this type of interactive exercise or
interactive questions, including Hot Potatoes [37]. Hot
Potatoes [38] is one of the most popular closed-circuit maker
applications. This app is used to create multiple choice
questions, match, crosswords, short stuffing, and composing
sentences—result or output of this application in HTML-based
file. The language characters that can be used in this Hot
Potatoes application are all characters that are the default
Windows operating system. Thus, the lontara application must
be installed first for a personal computer or laptop user lontara
application.

Lontara Application can also be used on other social
media, for example, Whatsapp and Telegram. In this case, the
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lontara application must be used on the keyboard of a laptop or
personal computer (input) and not on a smartphone. However,
Whatsapp or Telegram, where the lontara application is used,
can still be seen (output). For example, the lontara application,
which is inputted on Whatsapp and Telegram laptop but seen
on mobile, can be seen in the following Fig. 3:

La Mappa tongang juarana

Fig. 3. Lontara Yusring on Whatsapp.

Although the Lontara application can be utilized in
Microsoft Office, the HTML platform can be seen on android.
It does not mean maintaining the local language ends at this
stage. The central and local government policies are essential
to maintain regional languages. Without this policy, the local
language observers, including language researchers, will face
many potential challenges. For example, government policy
requires every elementary and secondary level to continue
studying their local languages, which is very important.
However, the policy is not enough. The government of society
must create space and a stage to display regional languages
and literature. Government policy can be implemented by
preparing columns in local newspapers once or twice a week.
Publication of language and literature and local wisdom
written in the local language familiarize the speakers of local
languages accustomed and aware of the region's local wealth
and wisdom.

To sustain the local language is a joint effort of various
nation components. The government has a role in making
policies and preparing budgets to support the policy. On the
other hand, educators should teach the important role of
regional and literary languages in life, especially in primary
and secondary schools. Do not miss the local language users to
use the local language in everyday conversations, especially
non-formal events. Communication in the local language is not
intended to undermine the national language's function since
Indonesian can be found in every segment of communication,
both formal and informal. This condition makes the
Indonesian nation, directly and indirectly, use the Indonesian
language in both oral and written forms.

This condition is somewhat different from the existence of
local languages. Besides, local language characters should be
brought closer to the development of technology. Space and
stage use must also be considered. The writer expects that the
lontara application with hypertext-based can be utilized by
both tribes Bugis and Makassar, in expressing their ideas using
the local language. Of course, local characters such as the
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lontara application should support the speakers' wishes. In
other words, the local script's character should be integrated
with the development of information technology.

With this lontara application, the researchers hope that
Bugis-Makassar speakers and other Lontara script users can
communicate using this application, either when sending
messages via email or Facebook or creating interactive
applications. Of course, it is expected that the younger
generation of Bugis-Makassar knows and utilizes this Lontara
application. Only by using the Lontara script, both oral and
written can be maintained in the writers' view. Thus, on the
other hand, there is a local language sustainability action in
place in this country expressing their ideas using the local
language.

V. CONCLUSION

The lontara application model has been created. This
application has been tested on a one-to-one test, small groups
test, and large groups test. The participants from groups were
very enthusiastic and were happy with this lontara application.
This application helps them in teaching the local language.
Also, they find it easy to prepare lontara script learning
materials through this application.

The next step is launching this application for lontara
users. The researchers recommend that the government issue a
policy to implement learning lontara manuscripts in
elementary to high school officially. Policies in the form of
regulations will be a guide for local language teachers. This
policy can be called a real, maintaining the local wisdom of
South Sulawesi. Optimizing the use of this application is
expected to be one of the concrete actions to maintain the local
language in South Sulawesi.
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Abstract—The pedestal of fully homomorphic encryption is
bootstrapping which allows unlimited processing on encrypted
data. This technique is a bottleneck in the practicability of
homomorphic encryption. From 2009 to 2016, the execution time
of bootstrapping decreased from several hours to a few
thousandths of a second for processing a logic gate on two
encrypted bits. This paper makes a comparative study of the
evolution of bootstrapping during the period. An implementation
of multiplication on 16-bit integers on an Intel i7 architecture
through three schemes whose libraries are respectively DGHV,
FHEW and TFHE makes it possible to corroborate the trend that
to date the best bootstrapping on bits is that of the TFHE which
executes this processing in 29 seconds improving that of the
FHEW 30 times despite the multiplication algorithm used.

Keywords—Bootstrapping; homomorphic encryption; binary
multiplication; logic gates

I.  INTRODUCTION

Encryption is said to be probabilistic if a plaintext message
is encrypted in several ciphertexts. This feature is found by
adding a random value during the encryption operation. It is
said to be homomorphic if it allows performing processing on
ciphertexts with corresponding results on plaintexts. If it
performs only additions [1, 2], multiplications [3] or binary
operations [4] it is called partial homomorphic otherwise if it
performs additions and multiplications in a limited number
then it is somewhat homomorphic [5, 6, 7]. On the other hand,
if it performs processing on unlimited number it is said to be
fully homomorphic [5, 6, 7, 8, 9, 10, 11].

Fully homomorphic encryption was a breakthrough made
by Gentry [6] in his thesis in response to the conjecture state
in [12]. This breakthrough is based on the bootstrapping
technique that evaluates its own decryption circuit to refresh
noise in the ciphertexts thus allowing an unlimited number of
processing in the encrypted domain. Initially, it requires the
squashing technique and an additional security assumption to
reduce the complexity of the decryption circuit [9, 10, 11, 13,
14]. With the advent of fully homomorphic encryption
schemes based on the difficult problem of LWE [15] which
belongs a low-complexity decryption algorithm, squashing
was eliminated in bootstrapping [8, 9,10, 11,13, 14].

The removal of squashing allows in [9,10] to use a second
homomorphic encryption scheme in the homomorphic
evaluation in the decryption algorithm. This consideration
improved performance of the homomorphic processing of gate
NAND on two-bits encrypted in less than a second [9]. This
processing was improved to 13 milliseconds by [10, 11].

N-bits arithmetic operations such as multiplication or
addition can be built from the universal gate NAND. While

knowing that an addition or multiplication operation
performed on encrypted bits can respectively multiple or raise
to the power the noise by the number of operations. We seek
to know in this paper whether the performance of
bootstrapping on a multiplication on two encrypted integers of
16 bits through an implementation carried out with three
libraries of the comparative schemas that each marked a
period in this trend is in the same order of processing as on the
encrypted bits.

Roadmap. Section Il presents the literature review of the
encryption scheme from gentry's breakthrough to the period
under review. Section Ill establishes the criteria for
comparison through bootstrapping with a focus on the
concepts behind them and presents a comparative study based
on the concepts between the relevant algorithms of each
period. Section 1V shows three multiplication algorithms on
two 16-bit integers and a shifter. Finally, section V extends the
bootstrapping processing of said algorithms to integers of 16
to perform homomorphic multiplication. Discussions close
this comparison.

Il. LITERATURE REVIEW

In 2009, Gentry published the first homomorphic
encryption scheme based on ideals lattices. This scheme is
characterized by too large parameters and additional security
assumptions. Two schemes improved respectively the
reduction of the size of encrypted keys and messages and the
removal of the additional security assumptions [16, 17, 18,
19]. The majority of schemes in this category are unusable in
everyday applications.

To facilitate an understanding of gentry blueprint, an
integer-based homomorphic encryption scheme was published
in 2010[7]. It is based on the difficult assumptions of
Approximate Greatest Common Divisor [20]. Several integer-
based schemes have been proposed to improve the efficiency
of DGHV. These improvements could be achieved based on
different variants of the AGCD security assumptions to reduce
the size of the public key in security parameter and the
expansion of this schema in [21, 22, 23,24 ,25].

The hardness of implementing homomorphic encryption
schemes based on hard problems mentioned above have
steered the research towards another security problem. Thus,
the first complete homomorphic encryption scheme based its
security on the assumptions of LWE that removes squashing
was presented by Brakerski and Vaikuntanathan [13]. Said
scheme is based on two procedures which are the
relinearization and the reduction of the module or dimension.
Relinearization is a technique that reduces the size of
ciphertexts from n?to n + 1. It starts from a quadratic function
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in a secret key sto a linear function in a secret key tdependent
on s. Reducing the module or dimension naturally reduces the
complexity of the decryption function and also reduces the
size of the digits. Then, Brakerski and Vaikuntanathan also
proposed a version of their schema based on the assumptions
RLWE [14,26,27]. Many homomorphic schemes by levels or
complete was introduced [8, 27]. Each new scheme brings
techniques aimed essentially at reducing the size of the
parameters and increasing the multiplicative depth. But
relinearization is still a bottleneck for the majority of these
schemes.

Of all these schemes, [8] stood out. It relies on
assumptions of approximate vectors to perform a
homomorphic operation of gate NAND on encrypted
messages. Encrypted messages are square matrices, addition
and homomaorphic multiplication is addition and multiplication
matrix respectively. The author in [8] removes relinearization
which is an expensive technique used in other LWE schemes
in favor of the eigenvector approximation technique. The
author in [9] uses a variant of the [8] to improve its
bootstrapping based on gate NAND in less than a second. The
author in [10, 11] introduces the external product in a variant
of the [8] to reorganize bootstrapping of [9] and achieve 30
times better performance.

Our goal is to establish the criteria for comparing
bootstrapping in three schemes which are the DGHV scheme
[7], the Ducas Micciancio [9] scheme and the scheme in [10,
11]. In addition, use the libraries that implement them to
corroborate the trend of bootstrapping in a 16-bit binary
multiplication.

I11. BOOTSTRAPPING

It is a technique that was introduced by Gentry [6] to solve
the open problem stated in 1978 by [12] which consists in
carrying out the processing on the encrypted data. Before
Gentry's breakthrough, the noise increases with the circuit
depth to be evaluated. The consequence is that decryption
fails. The solution to this concern for inefficiency was through
the encryption technique to reduce noise in the encrypted
message and a homomorphic evaluation of the decryption
algorithm.

A. The reencryption [6]

1) Definition of reencryption: reencryption is a noted
function Rencrypt, that converts a message encrypted under a
key px1 into another message encrypted under an another key
pxz Without revealing any information about the private key
Skp or the plain text m it is clear that Rencrypt.(c) =
Encrypt, (pyz, m) where ¢ = Encrypt,(pyz, m) [2].

2) Reencryption algorithm: A reencryption can be
evaluated in the following steps:

Generate a key pair (Siq, Pre) and (sip, D) respectively
belonging to A and B.

Evaluate A reencrypting key A between B and as follows
e = Encrypt.(Dp, Ska)-

Calculate a ciphertext c = Encrypt,(pgq, m) wWhere m is
plaintext.

Vol. 12, No. 12, 2021

Redefine the decryption function Decrypt, as follows
fe(ska) = Decrypt, (Skq, C).

Evaluate the reencryption as
Evaluate,(pip, fe 1) = Encrypt, (s, fo(Ska)) =
Encrypt.(prp,m).

Reencryption allows to A to designate B by giving it the

ability to encrypt the plaintext that it has encrypted with
another key. B is called proxy.

follows

3) One-way reencryption: Given a pair of keys
(Sk1,Pr1) and (skz,Prz) - A one-way reencryption is a
conversion from Encrypt.(m,py,) t0 Encrypt.(m,py,) by
the evaluation of Evaluate.(py,, f. 1) Where n, =
Encrypt,(pyz, Sk1) » hot the inverse Encrypt.(m,py) =
Evaluate,(pyq, fo 1) Where Encrypt.(m,py,) and 7, =
Encrypt.(pr1, Sk2). The reciprocal of this assertion is false.

B. Hard Problems of Homomorphic Encryption

1) The problem of learning with error: The Problem of
Learning With Error (LWE) was introduced by Regev in 2005
[15]. The Ring version of this problem called RingLWE, was
introduced by Lyubashevsky, Peikert and Regev in 2010[28].
All variants are widely used nowadays in the construction of
lattices-based homomaorphic encryption schemes.

a) The Regev problem: For a security setting A, Either

n = n(A)an integer dimension, an integer q = q(A) = 2, and
a distribution x = x(A) under Z. The hard problem of LWE, ¢,
the is to distinguish two following distributions:

In the first distribution, the sample (a;,b;) drawn
uniformly from Z**;

In a second distribution, draw § « Zi*'and (a;, b;) € Zf
then a sample by drawing uniformly @, « Z} and e; « x
respectively, and initializing b= (a,,§;)+e; . The
assumptions of LWE,,, are such that the problem of

LWEy, 4, is hard.

b) The RLWE problem: For a secret s € R, the RLWE
distribution under R, X R is drawn by respectively a uniform
and random a € R; and e « y , and gives the output
expression (a,b = (s,a)) + e mod q.

RLWE is said to be decisional if given m independent
samples (a;, b;) € R, X R, where each sample is distributed
either A;, for random and uniform s € R, (fixed for all
samples) or the uniform distribution, distinguish which is the
case (with a significant probability).

c) The General Problem of the LWE (GLWE) [26]: For
a security parameter A, that is f(x) = x4+ 1, where d =
d(A) is a power of 2. Let be two integers respectively the

modulus g = g(1)and the dimension n, let R = Z[x]/f(x)

and R, = R/qR' Let be y = y(1)a distribution on R. The

problem with GAAE is to distinguish between the following
two distributions:
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The first distribution is a uniform sample (a;, b;) € Rj*%;

In the second uniformly drawn distribution a; < Ry,
s < Ry and e; « x, the second distribution is the sample
(a;, b;) € Ry** where b; = {a;,s) +e;. The assumption of
GLWE is that the GLWE problem is hard.

If d =1 then the LWE problem is that of the LWE
problem. If n = 1 then the GLWE problem is that of the
RLWE problem.

The author in [8] based on assumptions of LWE, it
constructs its schema with a plaintext space Z, = {0, 1, 2, 3},
an encrypted message space Z, with an error or noise E <

f—6where q is the modulus that determines the key space from

which the secret key s is taken and n is the encrypted message
dimension.

To encrypt a plaintext m € Z, c Z,, draw a < Zj, e « x
and output the ciphertext ¢ as follows LwE.’ (m2) =

" 16
(a,a.s+ m oy e) €z
4

The authors in [10, 11] redefines the problem of LWE and
RLWE on the real torus T = Rmod 1 and the torus of
polynomials T[X] = T[X]mod X" + 1 respectively. This
redefinition produces three types of ciphertexts for this
schema. It also generalized and improved the encryption
scheme based on the [8] and several of its variants.

To encrypt a plaintext m € T, pick a secret key s € B™ =
Z% and calculate ¢ = (a,b) € T™! where a €T" is a
random mask, b =a.s+ ¢ and ¢ =e+m where e is a
parameter that is drawn in a Gaussian distribution.

To encrypt the plaintext m € Ty[X], draw a key s € By[X]
and calculate ¢ = (a, b) € Ty[X]? where a is a random mask
and b = s.a + e + m where e € Ty[X].

To encrypt the plaintext m € Zy[X], pick the secret key
s € By[X] as in the RLWE and calculate c = Z 4+ m.G, €
Ty[X]?"%2 where Z is a list of ciphertexts of type RLWE of 0

and G, is the matrix with
0 - p—
(‘g g)gT =27 i, 27,

2) The problem of the Approximation of the Greatest
Common Divisor (AGCD)[20, 29].

The AGCD's problem with the parameters (y,n, p) is the
problem of finding the secret integer p given several samples
x; = pq; + r; of arbitrarily provided where:

The secret integer p has bits n;

The terms noises r; are uniform samples from the interval
[2° +1,2° —1]NZ;

The terms g; are uniform samples of [0, 2Y~7] N Z.

[7] is the first known scheme applying the AGCD problem
in cryptography to produce a homomorphic encryption
scheme. In its symmetric version, it encrypts the plaintext

m € {0,1}, two random integers are drawn uniformly to
evaluate the encrypted message as follows ¢ = pq + 2r + m.
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In other words, a sample of AGCD is calculated by adding the
even noise 2r to the product pg which is added to m.

C. Bootstrapping [6]

1) Fundamental properties: In Gentry construction,
bootstrapping is based on three fundamental properties that
belong a partial or somewhat homomorphic encryption
scheme that make it fully homomorphic encryption. These
properties are listed and noticed below:

The complexity of the decryption algorithm is greater than
that of the circuits to be evaluated. Given d the maximum
degree of the decryption algorithm Decrypte and p the
maximum degree of the function or polynomial to be
evaluated by scheme. If d < p then the decryption algorithm
Decrypt, is been useful in homomorphic evaluations. If
d > p then the complexity of this algorithm is reduced to
Decrypt, for homomorphic evaluations hence f.(s) =
Decrypt/(sy, ¢) where ¢ = Encrypt.(py, m).

Bootstrappability is a critical property of an encryption
scheme that allows you to homomorphically evaluate your
own decryption algorithm under an encrypted decryption key.
Given an encryption scheme E, € is said to be bootstrappable
if  Evaluateg = (P, for €x) = Encrypts(pr, m)  where
f.(sx) = Decrypte(c,s,) , ¢ = Encrypts(m,p,) and
ey = Encrypte(pyq,Sx) it is obvious that € evaluates
homomorphically its decryption algorithm.

Circular security is a property that an asymmetric
(symmetric) encryption scheme has to encrypt one's private
key securely (secretly) by its corresponding public (secret)
key. A homomorphic encryption scheme € has the circular
security property if for a couple of given keys, (s, py) the
bootstrapping key is evaluated as follows
e, = Encrypte(s,, py): it is obvious that the private key is
securely encrypted by its public key.

2) Definition of bootstrapping: Bootstrapping is a
technique for reducing noise in the ciphertext ¢ and getting
noise b'in a refreshed ciphertext ¢’ such as b’ < b where
b' o Encrypt.(py, m) « Evaluate.(py, f.,e;) and b is the
original noise in the ciphertext ¢ by the homomorphic
evaluation its own decryption circuit
fe(s;) = Decrypt (s, c) on a decryption key called
bootstrapping keye;, = Encrypt,(py, Si.)-

3) Bootstrapping algorithm: Given two pairs of keys
(Pr1,Sk1) and (P2, Skz) generated by a homomorphic
encryption scheme ¢.

Let be two ciphertexts c; and c, evaluate as follows:
¢, = Encrypt.(py1, m,) and c, = Encrypt,(py., m,) where
m, and m, are plaintexts.

The bootstrapping key e, is calculated as follows e, =
Encrypt.(prz, Si1). And the decryption function Decrypt, is
redefined in the following way

feve,(Sk) = NONET(Decryptg(sk, c1), Decrypt (sy, cz))
where is the private key s.
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A homomorphic evaluation of £, .. on c; and c, is carried
out as follows:

Evaluateg(pkz,fcl_q, ek) =

Vol. 12, No. 12, 2021

6) Type of bootstrapping: There are two types of
bootstrapping that bootstrapping by squashing or by
homomorphic accumulator.

Encrypt, (sz,NONET(DECT}’Pts(SkpCl),DeC?”y}?ts(SkpCz))) = A bootstrapping is said by squashing if a new security

Encrypt,(pia, NONET (my,m,)) =

NONET (Encrypt,(pra, my), Encrypt,(pky, my)) =

NONET (cy, c3) where ¢ and cj are refreshed ciphertexts of
¢, and c,whose noise b’ <<« b.

4) Squashing: Squashing is a procedure that consists of
expressing the decryption algorithm Decrypt, into a
polynomial or function p.(s;) whose variables are the
ciphertext ¢ and the secret key sk. p.(s;) is equivalent to a
shallow circuit.

In [3], the decryption algorithm is expressed by the
function ¢ mod N . The complexity of the operation of
exponentiation does not make it possible to rewrite this
function into an equivalent function of low degree.

In the [7], the decryption algorithm is expressed by the
expression ¢ mod p mod 2 (1) which is not a low complexity.
To do this, it is transformed into a circuit of expression
[c], @[] (1/1,)]]2 (2). 1/p is replaced in the evaluation (2)
by the expression Y2, s;z; which represents the sum of the
subsets where s; = ui/z,c . Evaluation (1) becomes [c—
Z?:lsizi]z (3). (3) is the equivalent function of (1). (3) is an
expression that has a low complexity.

5) Concept of Bootstrapping from 2015 [8 9, 10, 11]:
Bootstrapping of scheme based on the problem of assumptions
of LWE and its variants removes squashing. The decryption
algorithm has a complexity that allows it to be evaluated
homomorphically in the reencryption. This reencryption is
carried out by a homomorphic accumulator which makes it
possible to refresh the encrypted message into an equivalent
encrypted message containing a small noise.

A homomorphic accumulator is a quadruplet of algorithms
Encrypt, , Init, Incr and msbExtract. Encrypt, is an
encryption scheme that uses a key and is different from the
first. It is called an internal scheme.

Init is the algorithm that initializes the contents of the
accumulator. More briefly, this operation is written as follows:
ACC « Encrypt,, (v) pour ACC « Init(Encrypt,, (v)).

Incr is the algorithm that allows you to add a value to the
contents of the accumulator. This operation is written as

+
follows: ACC < Encrypt, for
, (W)Incr(ACC, Encrypt,, (v)).

msbExtract calculates with high probability from the
contents of the homomorphic accumulator to produce a valid
number. This operation is summarized by the expression
¢ « msbExtract(ACC) with cE€

t
LWES/q (msb(v), e(l)) where e is the noise.

assumption is added in the reduction of the complexity of the
decryption algorithm to ensure optimal security in the
encryption scheme during the refresh of the noisy message.

Refreshing the ciphertext ¢ with the addition of the
assumption of the sum of subsets to re-encrypt c using the

encrypted secret key Y2, s;z; of % which is used to obtain the
ciphertext ¢* = [c — X2, s:z], [7].

A bootstrapping is said by homomorphic accumulator if a
homomorphic accumulator is used to refresh a ciphertext in
the reencryption operation.

a) Homomorphic accumulator in [9]: In [9], the
homomorphic accumulator is based on the encryption scheme
[8] defined under the assumptions of the Ring LWE. Let be a
message m and the key z € Z, Encrypt,,(m) encrypts as
described below:

Pick Randomly and uniformly the vector a € Rédg and

e € Rédg into a Gaussian distribution y of parameter { where
2dg _ 2dg _ k.
RQ = ZQ ,N = 2%,

Calculate Encrypt,,,((m) = [a,a.z + e] +

uY™G de Ry'9** where m is encoded as the root of the unit

Y™ e R = —2_ of where N = 2¥,
XNV+1

To upload the accumulator with the ciphertextv € Z,, the
function Init(ACC «— v) uploads the content of accumulator
with v as follows ACC: = uY?G de Rédgxz ;

To add an ciphertext to the contents of the accumulator, a
decomposition of u~*. ACC in the base By, is performed as

follows: u™.ACC = X9, Bi"'D; where the D;€
R249%2 \ith the coefficients {%,.......,%} and then
+
perform Incr(ACC « C) where ACC,C € Rp™*to output
ACC:=[Dy .......Dygy).
Finally, use the mshExtract function with two entries that
q/ 1 —
are a switch key R, a test vector t = —Ziif) 1Yl- to find
4/q q
c € LWE,T (m,L).

In [10], bootstrapping by accumulator is performed on the
one-bit encrypted message m € B, (a,b) € T"XT =
LWEz(m,e) where B = {0,1} and e < % for valid
decryption. Said message is first rounded to (C_l, E) € Z%y X
Z,y Where b = [2Nb] anda, = [2Na;].

Given a test vector
testv = (14X + v +XV1). X"2. 0" where v’ = % €

T, the result of the expression X?. (0, testv) is loaded into
ACC: ACC « (0,X7P,testv) . The evaluation of the
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expression [h 4+ (X~% — 1)]@ACC update the content of
ACC: ACC « X85 testv.

An extraction is performed with the function
SampleExtract that receives as input the contents of:

ACCXP-35_testv. It extracts the terms of said polynomial in a
sample msg((a’,b")) where
(a',b") = (coefs(a”’(X)),b") €T" X T where
coefs(a” (X)) is the coefficient of the vector a” € Ty[X] and
by € T is the constant term of the polynomial b" € Ty [X].

Key switching allows you to find a sample TLWE (a, b) €
T™ x T of the message %e T under the secret key s. It

receives as input the result of the expression msg(u) =u' +
msg(SampleExtract(ACC)).

7) Processing bootstrapping [9, 10]: There are two types
of processing bootstrapping which are logic gate
bootstrapping and logic circuit bootstrapping.

It is said that a homomorphic encryption scheme supports
logic gate processing bootstrapping if a refresh is performed
after each logic gate it is obvious that
Evaluate,(py, f., ex) Where f, is a logic gate of the type
AND, OR, NOT, ....

In [8], the homomorphic NAND gate is defined by
4—/ 4./
H0m12VAND © LWE; q(mo,q/16) x LWES"?(my, q/16) -
LWES/q(mO/_\ml) where myAm; =1—-mem, and ¢; =
4
LWES/q(mL-,q/16) with i € {0,1}. The refresh is performed

Vol. 12, No. 12, 2021

variables noted Maj(m,, m,ms) gives a value equal to 1 if the
majority of bits is 1 otherwise 0.

Specifically, given three encrypted messages; Expression
(1) can evaluate these three ciphertexts and produce a
resulting ciphertext. Being calculated modulo 4, this makes it
possible to homomorphically process the majority function
described above. ¢4, ¢, et c;.

This addition modulo 4 of the encrypted messages makes
it possible to find the encrypted Encrypt.(m), m €
{2,3} with if majority is equal to 1 or if m € {0,1} the majority
is equal to 0. An affine transform of %q is performed to find the
majority function in Z,. The circuit retained out of three is
illustrated with the majority function noted maj as follows:

; Yo q Yo q Yo q
Maj ( LWE 9 (mo, /1), LWE 9 (my,9/16), LWES " (m3, /1) | =
2/q q
LWE/(m,/,).
The refresh is carried out on the result of the circuit as
2 4
follows: LWE,9(m, U, — LWE. 1 (m, U56)-

8) Bootstrapping:  Analysis and comparison  of
algorithms: Table Il shows that TFHE bootstrapping performs
better than bootstrapping performed and executed in the other
two schemes. This fact is due to the removal of the

decomposition step in any basis of the vector a of assumptions
LWE [10, 11].

TABLE I. TRUTH TABLE OF THE SELECTED FUNCTION OF THE THREE
on the result as follows: BITs
2 4
LWE/(m,9/,) — LWE.*(m, 9/ ). T P L T S ;
S ( /4) S ( /16) a; bl Ci1 Cifl(l) Ci71(2) 2(3) @ Ciq Ma]
It is said that a homomorphic encryption scheme supports 1 1 1 0 0 0 1 3
circuit processing bootstrapping if a refresh is performed after | 1 o 1 1 1 1 N
each logic circuit it is obvious that Evaluate,(py, f., ex)
where f. is a circuit that includes more than one logic gate of | * [° |1 |0 ! o |? 2
the type AND, OR, NOT. 1 0 0 1 0 0 0 1
In [8], let be a circuit for calculating the retention inann- | © 1 1 1 0 0 1 2
bit adder of two numbers a and b and an incoming retention 0 1 0 0 1 0 0 1
co= 0, the expression (2).c¢; = (a; B c;_1).(b; B ci_1) B 0 0 1 1 1 1 o 1
c;—1 Where @ is XOR logic gate. From the Table | which is
table of truth below of this expression a bootstrapping by | ° 0 0 0 0 0 0 0
circuit can be performed from a function majority with three
TABLE Il.  ANALYSIS AND COMPARISON OF ALGORITHMS
Security Complexity
Encryption Type of hard Type of Homomorphic Squashin arameter of the Bootstrapping Bootstrapping
scheme homomorphy problem | bootstrapping | operations q Y Eize (bits) decryption key size execution time(s)
algorithm
DGHV fully AGCD By squashing +et X Yes 72 great NA 660
LWE By
FHEW fully RLWE | accumulator | VAND No 88 low 24GB-1GB 0.63
fully
TFHE TLwe | BY NAND, AND, |, 110 low 24 MB 0.052
Leveled accumulator 0.0013
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IV. APPLICATIONS: BINARY MULTIPLICATION

The operation of multiplying two integers is described in
Fig. 1, for any calculation basis (binary, decimal, etc.) by the
following two steps:

The calculation of partial products;
The sum of the partial products obtained.

The product of two numbers of n digits can be given by a
number of 2n digits. In the binary system, the gate AND is
used to generate the partial products a;b; between each bit of
the two multiplicandes. A binary addition is performed on
each column of partial products.

as az ay Qo
bs b, b, by
asbg a, b, a; by agbgy
asby a,by a; by agby
aszb, a,b, ab, agb,
asbs a,bs a;bs agbs
p7 Ds Ds (2 P3 D2 P1 Po

Fig. 1. Example of Multiplying Two Numbers at 4 Bits.

A. The Classic Multiplication Algorithm[30]

Let a and b be two numbers of k bits, expressed as a
basis:fg = 2

Lag) = X155 a; B )
b = (By—1bpz c evs e . by) = XL by B )

Where the and a; are b; in the interval [0, 1]. The classical
algorithm of multiplication of a and b consists in calculating
partial products by multiplying the b; of the multiplier by b
the whole number a and then adding these partial products in
order to obtain the final product p which is a number of 2n
bits.

A= (Ap_1Ap_y cevcee eeeen

Note p;; the pair (carry, Sum) obtained from the partial
product a;b;. Fig. 1 illustrates the results p;; of multiplication
of a and b at 4 bits.

The last rank denotes the total sum of the partial products
which is also the product a by b represented by a number of
2k bits.

Algorithm 1: Classical Multiplication MC
Input: a, b

Output: p=ab

Initialize p; =0fori =0,1, .......,2n — 1
fori=0ton—1

r
forj =0ton—-1
(r,s) = piyj + bia;j +7

Di+j =S
End For
Pi4n =T
End for
Return (pzn_lpzn_z PPN ...po)
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This algorithm requires 0(n?) bit-level operations to
multiply two n bit encrypted numbers.

B. Horner's Algorithm

It was originally introduced to effectively evaluate the
value of a polynomial p(x) = Y.i-, a;x" for a given value a. It
is based on the following rewrite:

p(x) =ay+ax+ - ..+ a,x™ 3)
=ay+x (a1 +x(ay + v tx(an_q +x(ay)) )) 4)

The expressions below evaluate a polynomial p(x) at a
given point a by performing n multiplications and n additions
to calculate p(a).

ab = a. Y4 b;2" = ab,?2 (abl +2(aby + .. +2(ab,_, +
2(aby-1)) e ve ) (5)

The equation below can be written in the following
recursive form:

pPo=0
pi = 2pi-1 + bi1a (6)

From these equations, Horner's algorithm (2) for
multiplying binary integers is written as follows:

Input: ag, @y, «ov v vee e, @y_q @NA by, by, vee e e e
Output: p = ab

Po=0

Fori = n-1to0

Do

o bpy

pi=2piy +biqa
End do
End for
Return p

This algorithm has the same complexity as the classical
multiplication algorithm is 0 (n?).

C. Karatsuba's Algorithm

The Karatsuba algorithm is a recursive algorithm
introduced by the Russian mathematician Karatsuba in 1962.
This algorithm requires 0(n'°822) to multiply two numbers of
n bits. Its complexity is reduced by method of the divide-and-
conqueror which uses fewer multiplications than the classical
algorithm.

Let a and b be two integers of n bits and I = ["/,].
Karatsuba initially breaks down a and b into two equal parts:
a=2a, +ay,b=2'b +by @)

Such as a4 is the [ high-weight bits of a and a, is the [
low-weight bits of a. Note that the 2'value thus constitutes the
basis of the representation 3.

1) Naive recursion method: The naive recursion method
reduces the multiplication of a and b multiplication of their
components a4, ay, b, et b, including the size of the initial
integers as shown in the following equation:

p= a.b = (Zlal + ao)(zlbl + bo)
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= 22l(a1b1) + Zl(albo + aobl) + aobo
= 2%p, + 2'p; + py €))
Said formulation reveals that the multiplication of two

numbers of k bits require 4 multiplications of [ = S bits. Its
complexity is not far from that of a classical algorithm.

2) Karatsuba algorithm: Its algorithm improves the
performance of equations in (1). By reducing the number of
multiplications to three but adding four additional additions. A
rearrangement of the terms of the product p = a.b makes it
possible to obtain:

Po = aobo(9)
p1 = (ap +a;)(by + by) — Py — P2 (10)
p2 = a1by (11)

Of these equations, a remark is made of the presence of
three multiplications, two bits n and n + 1 one bit. The
karatsuba algorithm requires 0(n'5°) operations to give the
product of two numbers.

Algorithm 3: Karatsuba multiplication. MK

Input: a, b, k

Output:p = a.b

If ((is small) then k

Return: Call the classic algorithm.MC (a, b)

Finsi
L= k/2
ag = a/2!
a, = amod 2!
by == b/2!
by == bmod 2!

p1 = MC(ay, by)
temp = MC(ay + a,, by + by)
py = temp — po — P2

Return 22'p, + 2'p; + p,

The version of the algorithm that has been implemented in
this paper is iterative. It performs operations on 8-bit
encrypted integers.

D. The Shifter

A shifter is formed of n + 1 inputs d;, d,,
........................... , dy, ¢ and n outputs Sy, S, «eceevereenens, Sy @Nd
operates an offset of 1 bit on the inputs if ¢ = 1, it is an offset
to the right and if ¢ = 0 then it is an offset to the left.

Algorithm 4: shifting to left or right.

Input: a: n-bit encrypted integer, right or left Boolean: offset direction
Positions: Number of offset positions

b: encrypted integer shifted by offset over n bits of positions.
cx1, cx2 two null encrypted integers of n bits

i integer counter
flag: A Boolean integer that determines the offset direction.
if flag = 0 then

right =1;

left = no(right)

otherwise

right =0;

left = no(right)

finsi

for i of 1 to positions

do

fork fromOton—1
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do

ifk>0andk <n-1then
cx1k = and(ak-1, left);
cx2k = and(ak+1, right);
bk = or(cx1k , cxk2);
otherwise

if k =0 then

bk = and(ak+1, right)
finsi

if kK ==n then

bk = and(ak-1, left);
finsi

finish

end do

return b

Algorithm 4 has a complexity of O(p x n) where p is the
number of offset positions and n is the bit size of the number
to be shifted.

V. IMPLEMENTATION AND INTERPRETATION OF RESULTS

A. Implementation

The implementations were tested on the Intel® core
5500 CPU @2.4 GHZ processor of a laptop with a cache
memory of 4019 kilobytes, a clock clock clock of 1100 MHZ
and a volatile memory of 8 Gigabytes that supports extensions
of the following instruction sets: MMX, SSE, SSE2, SSE4 1,
SSE4_2, FMA, AVX and AVX2.

The DGHV code was implemented in Python with Sage
and GMP (GNU Multi Precision). These two libraries provide
machine compiled mathematical libraries that are fast in their
executions. We have not been optimal to work with these tools
in the implementation of multiplication.

The FHEW library that is written in C/C++ language. An
optimization to quickly perform convolution was achieved by
an implementation of the Fourier transform FFTW3 to process
bootstrapping. Functions useful for performing multiplication
have been added to the FHEW.cpp source file [31].

The TFHE library is written in C/C++ language and an
optimization has been implemented for the fast processing of
bootstrapping with the data parallelism of fused-multiply add
and as an Advanced Vector eXtensions assembler through a
SQLIOS fast Fourier transform parameterized in either AVX
or FMA.. Useful functions have been added to the cloud file.c
and alice.c [32].

Synthesis and comparison:

™ i7-

In Table 11, the columns represent the circuit type used in
the implementation of multiplication operations and the type
of logic gates. As for the rows, they represent the
implementation of different types of multiplication. The
intersection between the row and the column gives the number
of circuits or gates implemented to achieve each type of
multiplication.

TABLE Ill.  CIRCUIT USED IN EACH TYPE OF MULTIPLICATION
Adder | Subtractor | Shifter | And | Multiply | Weighting
Horner 1 0 1 1 0 N
Classic 2 0 0 1 0 N?
Karatsuba 4 4 4 1 3 1
91|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

The implementation of Karatsuba is less expensive in
circuits and logic gates than the other two implementations are
about three offsets respectively of 8 bits on 8 bits and 16 bits
on 16 bits, two subtractors on 8 bits which represents the
modulo 28, four additions respectively two on 8 bits and two
on 16 bits and three multiplications on 8 bits. And on the other
side, the classic implementation takes 512 complete additions
on one bit and 256 multiplications with the door and on one
bit. And in the same proportion as Horner’s is 16 offsets of 1
bit by 16 bits, 256 multiplications on 1 bit with the door and
16 additions on 16 bits.

B. Interpretation of Results

In Table IV, the columns represent the implementation
library and the rows represent the type of multiplication
implemented. The intersection is the second execution time of
a type of multiplication of two 16-bit numbers with one of the
column libraries.

TABLE IV.  PERFORMANCE TABLE OF MULTIPLICATION BY DGHV, FHEW
OR TFHE
DGHV FHEW TFHE
Horner NA 671 41
Classic NA 649 39
Karatsuba NA 483 29

The library implemented for the DGHV did not provide
results in a reasonable time to be taken into account in this
paper. As for the FHEW and TFHE libraries, the theoretical
results corroborated the theoretical hypotheses in memory and
time complexity. It appears that the choice made in the design
and implementation of the TFHE makes its bootstrapping
more efficient.

VI. DISCUSSION

TFHE bootstrapping improves 15 times that of FHEW for
this homomorphic multiplication on two 16-bit encrypted
integers. This multiplication deteriorates the performance of
the TFHE compared to the FHEW by halving the starting
assumptions for a logic gate on ciphertexts bits. But in
practice, this improvement is negligible if we consider that a
binary multiplication of two 16-bit on plaintext numbers on
the same architecture is carried out in less than 1 nanosecond.
The ratio of improvement of the TFHE by adding the
decryption time of the result is close to zero. This observation
is also valid for the FHEW.

VIIl. CONCLUSION

Bootstrapping is the basis of unlimited homomorphic
processing on encrypted data. This study compared
bootstrapping through three patterns to identify its evolution
from 2009 to 2016. It emerges from this comparison that the
best design and implementation is that of the TFHE which is
based respectively on the problem of the LWE on the real
torus modulo 1, the bootstrapping by accumulator, on the fast
Fourier transform coupled with the parallelism of FMA and
AVX data. One avenue to explore is to study the performance
of the implemented FHEW with a rapid transform based on
the stockham algorithm, optimized throttle calculation and
data parallelism.
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Abstract—With the ever-present competition among
companies, the prevalence of web services (WSs) is increasing
dramatically. This leads to the diversity of the similar services
and their developed nature, which makes the discovery of a
relevant service during the composition phase a complex task.
Since most of the competition companies aim to discover high-
quality services with minimum charges in order to increase the
number of customers and their profit. The semantic WSs allow
performing dynamic service discovery through the entities
software and intelligent agents. However, the solutions provided
to the discovery process are limited to their performance in terms
of the quickness to respond to the request in real-time, without
considering the constraints such as the accuracy in the discovery
phase and the quality of the similarity mechanism evaluation.
They usually are based on the similarity measure of distance
between concepts in the ontology instead of taking into
consideration the relationships semantically and the strength of
the semantic relationship between concepts in the context. In this
paper, we proposed a novel hybrid semantic similarity method to
improve the service discovery process. The hybrid method is
applied to an architecture based on mobile agents, where
cooperative agents are integrated to facilitate and speed up the
discovery process. In the first hybrid method, we defined the
Latent Semantic Analysis (LSA) with a semantic relatedness
measure to avoid the ambiguity of the terms and obtain a purely
semantic relatedness at level of the service description. The
second one is defined to analyze the relationships at the level of
the 1/O service based on the subsumption reasoning, called 10-
MATCHING. Experimental results on a real data set
demonstrate that our solution outperforms the state-of-the-art
approaches in terms of precision, recall, F-measure, and
consumed time of the service discovery.

Keywords—IO-MATCHING; latent semantic analysis; mobile
agents; OWL-S; semantic web services; semantic similarity;
semantic relatedness

I.  INTRODUCTION

Over the last years has become widely popular as the
number of Web services deployed in the world is rapidly
increasing owing to their low-cost and cross-organizational
construction of distributed applications in heterogeneous
environments [1]. In another term, as the number of WSs
increases, the discovery of web services needed by the user
becomes more and more critical [2, 3]. However, the requested
information and knowledge from the data remain difficult to
obtain precisely. Since there are some conventional approaches
based on WSDL [4] as the description of Web Service, it
provides limited results due to lack of semantic service

description. Contrary to other service descriptions such as
OWL-S [5], WSMO [6] and SAWSDL [7], which are based on
the semantic description of web services. Thus, The Semantic
Web Services (SWS) concept is the result of integrating Web
services and Semantic Web technologies [8].

The key point behind integrating Web Service and Web
semantic is developing intelligent service-based applications
and carrying out high-precision semantic discovery and
automated service composition based on formal ontology-
based service semantics representations [9, 10]. These service-
based applications can reason based on such formal service
semantics. This can support not only semantic interoperability
between services, but also planning of their logic-based
automated composition and more precision service discovery
[11]. Thus, the process of service discovery and composition is
generally based on service description, increasingly beyond
syntactic descriptions to incorporate the semantics of the
service to enable more accurate analysis.

With the advancement of semantic technology in web
services has become more attractive to researchers in recent
years due to the importance of existing web services on the
Internet [12]. However, that does not mean there are no
complex challenges confronting researchers to improve web
service discovery in real-time. Since some solutions [13-15]
aim to minimize the execution time of web service discovery
but generally lead to low productivity with marginal
performance, they do not target semantic analysis of the
request to achieve an accurate solution, making it challenging
to realize the semantic web discovery process. Most of these
solutions are based on the distance between two concepts of
the ontology to measure the degree of similarity rather than to
consider the semantic relatedness existing between these two
concepts in a contextual way.

The crucial issue in the discovery process is that consists on
the way to measure the correspondence ratio between the
request and the service concepts, and also the semantic
correlation strength between both. So that the semantic
similarity and the semantic relatedness are two different
concepts, because the semantic relatedness includes the
strength of relationship between two concepts in a context,
while the concept of semantic similarity is more specific than
the semantic relatedness [16]. The semantic similarity is done
by evaluating two concepts in a taxonomy or ontology, which
are constructed only by "is a" relations. For example, "book" is
similar to "novel", but is also related to ™author" and
"publication”. Thus, more the similarity between two concepts
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is higher, more the relatedness is increased in the given context
[17]. For this reason, there are some semantic discovery
methods based on simple matching of the concepts annotated
to services and requests, without considering the relationship of
these concepts to the desired service context, rather than a
simple semantic matching of terms that are related to 1/0. This
is considered to be insufficient to improve performance either
in the semantic discovery process or during composition,
producing results according to the similarity ratio between
terms without taking into account the semantic relatedness of
the terms to the desired service.

In this paper, we proposed a novel approach that addresses
the service discovery problem based on a cooperative system
by mobile agents developed in [18]. This approach aims to
analyze the semantic services in a contextual way. The
provided approach takes into account all the constraints
discussed in the above paragraphs. In particular, the novelties
of our proposal are:

e The use of the parallelism of the agent technology to
make the service discovery process more efficient and
dynamic.

e The cooperative agents enable the semantic analysis of
the request autonomously to improve the accuracy rate.

e The integration of a semantic analysis agent in order to
facilitate the retrieval of ontology relationships between
concepts and to enhance the performance of the
discovery process. This integration provided to the
proposed module by [18], which allows reinforcing in a
robust and more flexible in responding to any point of
the execution, enables to achieve better performance
and lower memory consumption to select the
composition of the services dynamically.

e The support of a secondary database to improve the
quickness and reliability of semantic analysis without
reproducing the extraction of ontological relations
between concepts.

e The semantic analysis agent targets to extract the
semantic relatedness strength between the wanted
keywords and the service description, in order to return
the service in context for responding the desired request
to be realized.

e The use of a hybrid similarity method proposed to
maximize the matching process between the query and
service.

e The first hybrid similarity measurement method is a
classical tool to retrieve the description services
similarities automatically; through dimensionality
compression, it is known as Latent Semantic Analysis
[19]. In addition, the semantic relatedness between the
concepts and the desired service is performed to support
the LSA.

e The second hybrid method is based on the relationship
between the input/output (1/0) concepts in their OWL
ontologies; it is known as IO-MATCHING [20].
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The experimental results on a real dataset demonstrate that
our solution outperforms the state-of-the-art approaches in
terms of precision, recall, F-measure and consumed the time of
the service discovery.

The remainder of this paper is organized as follows:
Section 2 introduces the related works, Section 3 presents our
proposal approach, Section 4 demonstrates the experiment
results and discussion, and the final section concludes the paper
and the future work.

Il. RELATED WORK

With the radical proliferation occurring in web services
technology, it is becoming difficult to discover a service that is
adequate to the user's requirements. For that reason, there are
many solutions to reinforce the service discovery problem in
terms of functionality and QoS. In this regard, we present only
related works to achieve a better understanding of the
advantages that can be obtained and put our contributions in
context.

The technique suggested in [18] provided a method for
discovering and composing SWSs in a distributed
environment. This technique is based on a mobile agent, which
has the characteristics of self-reliance, social capability, self-
learning, and, most importantly, mobility. It is a technology
suitable for autonomously exploiting SWSs to provide end-user
applications. The mobile agent aims to discover the SWS
desired from different locations and the generated graphs to
perform the composition process. Despite a sufficient result
provided by the discovery process, it may provide relevant
services, but it does mean that there is no accurate measure to
find a service that satisfies the user's requirement.

The authors [21] suggested an approach to automatically
compose web services based on multi-agent systems and an
algorithm to dynamically select an optimal solution as a service
that responds to the customer's requirements. This composition
is based on the quality and composition-capacity of the
participating services. They aim to design, deploy and manage
distributed systems more efficiently by combining,
reorganizing, and adapting the services. Despite the efficiency
feasibility provided by their proposed module, it does not cover
some evaluation metrics and the performance of the similarity
semantic method during composition.

The work of [22] proposed a new WSs discovery method
based on semantic matching and service clustering for effective
and practical web services discovery, which integrates
functional similarity with process similarity. Their suggested
approach is based on the knowledge available from the
semantic description model, based on improving Lin's [23]
semantic similarity measure to include opposition or degree of
contrast as specified in [24]. Their vision is to develop a
practical WS discovery approach based on pre-clustering that
enable them to perform semantic and scalable WS discovery in
a short period and thus minimize the search space. However,
their method similarity proposed is not accurate to describe
semantically due to the ignorance of the two concepts'
antisense relationships.

A new semantic similarity method is proposed by the
authors [25] that may be performed on both the textual
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description and the interface of WSs. Their proposed semantic
similarity method incorporates multi-conceptual relationships
for service discovery. It is based on the relational semantic
distance between concepts in WordNet and other ontologies.
This method provides a more accurate estimation of the
similarity between the terms, the web services and the query.
Although the experimental results are promising in terms of
precision, recall and f-measure, but it is limited to the semantic
similarity of the terms based on the generic WordNet ontology.

In [26], a proposed method for discovering and selecting
WSs that use OWL-S to represent web services, quality of
service, and customer demand. This architecture is built on
system-multi-agent approaches that make use of semantic web
services. Their proposed technique discovers services similar
to the consumer request based on functional and QoS parallels
and reputation computing. Their model is based on four-layers:
the web service and request description layer, the functional
match layer, the QoS computing layer, and the reputation
computing layer. Their Future work includes combining
several Web services into an atomic service (service
composite) and composes Web services based on customer
preferences and QoS.

The authors in [27] suggested an automated approach to
discovering semantic Web services. It is characterized by an
ontology-based service preprocessor, a reasoning-based service
filter, and a parameter-based matcher of the service. The first
uses the ontology defined by services and requests to reduce
the number of candidate services. The second one consists
basically on a reasoning-based service filter to extract the
concepts tagged to the input and output parameters of the
selected services from the SAWSDL set of documents.
Consequently, it logically deduces the concepts and filters out
the services that are insufficient to satisfy the user's parameter
needs. Finally, the third one is a parameter-based service
matcher based on the measure of semantic similarity in the
matching algorithm (PBSM_R). This semantic similarity
measure is mainly based on the relationship between the
concepts of the domain ontology. Lastly, it returns services
adequate to the requirements of the user. Although the results
achieved in performance of the runtime through the narrowing
the search space, but it lacks on one side precision and recall.

The authors [28] proposed a novel service discovery
scheme based on a combination of similarity methods using the
WSDL specification and ontology to make the service
discovery process more automated, discover the best match
rapidly, and improve the Hungarian algorithm [29] is used.
This method combination includes the structural similarity, the
semantic similarity and the concept similarity based on
bipartite matchmaking techniques used to discover web
services. This suggested scheme includes two phases to
discover the most suitable services to the request. In the first
phase, measuring similarity between the requested service and
a set of advertised services. In the second phase, a bipartite
graph of nodes defined based on the ontology is used to
describe semantic Web service matching. The obtained
experimental results are better than other existing schemes
using the Hungarian algorithm in terms of precision, recall and
f-measure, but it is lacked parallelizing some steps in the
discovery process.

Vol. 12, No. 12, 2021

I1l. THE PROPOSED APPROACH

This section presents an approach for supporting the
discovery process during web service composition using the
cooperative agents, which targets the minimization of the
discovery performance overhead without requiring the memory
pre-loading of service registries. Moreover, the maximization
of the matching algorithm by the hybrid method proposed. This
method consists in retrieving the context of the terms in the
service description, where the service context can provide more
accurate information regarding the services that are relevant to
the request. The main novelty of our proposed discovery
system aims to be self-adapting to unexpected variations,
particularly in a heterogeneous environment.

Service discovery is a crucial issue to accomplish at each
major step of the composition generation process. However,
the increasing number of services on the Internet, the dynamic
and unstable nature of these entities makes the composition
tasks more difficult. Therefore, it considers the process of
discovering a service during composition most important to
ensure the system has the ability to semantically parse, respond
to a request quickly and accurately in real-time. In order to
have an efficient system for identifying the best solutions, we
adopted the architecture developed by the authors [18], but
with the incorporation of our hybrid semantic similarity
measurement method and an agent to analyze ontological
relationships as illustrated in Fig. 1, it can lead to successful
results as detailed in the next section. This architecture is based
on system multi-agent (SMA) for the discovery of Web
services. Our contribution to this architecture is to improve the
semantic similarity method's efficiency in the service discovery
process.

Fig. 1 represents an improvement of the author's
architecture [18], based on a primary agent in the distributed
environment called a Mobile agent. This agent is used to
discover the desired SWS in different locations and graphs to
accomplish the composition process. This architecture includes
the main entities to support the discovery process through the
exploitation of the ontology domain used and facilitate the
search process, which is corresponding between the request
and the service offers. In the following, we will explain more
details what happens in each entity.

| A
v |

‘ USER-AGENT ‘

Local

Repository

Domain ontology
Database

Fig. 1. Integration of the Proposed Solution for Mobile Agent Architecture
to Discover and Compose SWS.
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e USER-AGENT: is a point to interact between the
request and the service discovery system. This agent is
responsible for providing the user with an OWL-S
standard semantic module [5] to express the request.
The user's request is composed of inputs/outputs, a
reference to the domain ontology to be used, and after
the processing returns the desired results to the user.

e MANAGER-AGENT: Checks the availability of the
desired service index in the local repository or whether
the service can be composed of the local repository
services. In the absence of the desired service, it is up to
a set of mobile agents to search in different locations on
the web to find the desired service.

e MOBILE-AGENTS: are responsible for retrieving the
semantic web services from different websites instead
of using a crawler due to their speed performance and
low network overhead. It satisfies the needs of
"MANAGER-MOBILE" to reinforce these services
during the composition.

e ONTOLOGY-AGENT: is designed to facilitate the
semantic analysis of the 1/0 of the service required by
the discoverer agent (as illustrated in Fig. 2). It is
considered as a cooperative agent. It analyzes the
ontology domain that corresponds to the request of the
discovery agent. Thus, it extracts the classes and their
links to deduce the generalization relations between the
concepts, which means a concept is more general than
another in the arborescence (as shown in Fig. 3). These
domain ontologies are stored in the domain ontology
database.

This agent can exploit the relations already deducted in
advance that are stored in the secondary database. This
database is developed as a memory cache to avoid spending
more interaction and extract these relations quickly without
reproducing the operation of processing analysis.

S DISCOVERY-AGENT

'y

Secondary
storage

COMMUNICATION MIDDLEWARE

PROCESSING ANALYSIS

Local
Repository

Domain ontology
Database

Fig. 2. Components of “ONTOLOGY-AGENT”.

THING
PLUGIN :
Vehicle
EXACT
SUBSUME

Fig. 3. A Vehicle Ontology Fragment [20].
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e DISCOVERY-AGENT: allows discovering semantic
web services that fulfills the requirements of the
manager agent. The discovery process is based on the
mobilization of the hybrid measurement similarity
method and the “ontology-agent”. The hybrid method
integrated into the discovery agent are the following:
The first method, based on the LSA, aims to investigate
the relationships between a set of service descriptions
and the terms embedded, by producing a set of concepts
related to the service descriptions and the terms. In
addition, to analyze the semantic relatedness between
the concepts and the desired service. The second
method, based on I0-MATCHING, intends to describe
the degree of matching between two 1/0 concepts using
the ontology agent.

To maximize the contextual similarity of service discovery,
we propose a hybrid method which focuses on the semantic
similarity between the input/output concepts of services, and to
find the semantic relatedness between the service description
terms in a contextual way. This is intended to facilitate the
performance of “ontology-agents” to cooperate in a more
intelligent and explicit sense with other agents. In the
following, we will describe in more detail the different
definitions to clarify the mechanism of similarity provided.

Definition 1 (Request): the request of the user is defined as
R = (Rin|Rout|Raes) » Where R, denotes the set of required
input parameters, R,,; denotes the set of required output
parameters , and R 4. denotes the required service description.

Definition 2 (Web Service): A web service is described by
the OWL-S ontology. The service defined as a 3-tuple:
S = (Sin|Sout|Sqes) » Where S, and S,,; are the input and
output concepts respectively, S;.s is the description of the
service.

Definition 3 (LSA): Latent Semantic Analysis is used to
discover the hidden and subjacent (latent) semantics of words
in a corpus of documents by constructing "concepts" related to
documents and terms. It is a standard technique to extract
automatically similarities between documents, by reducing the
dimensionality. A word-document matrix is packed with
weights according to the extent of the word in the specific
document and is then reduced by singular value decomposition
to a reduced dimensional space called conceptual space. The
LSA process includes four steps illustrated in Fig. 4 as follows.

1 4
Weights Matrix

! , 1
SVD -

Fig. 4. The LSA Algorithm Processing Steps.

Similarity Calculation

Rebuild a new matrix

Step 1: Before building a weights matrix, the short text of
the service description must be treated in the pre-processing
phase as normalization of the service description to reduce the
information ambiguity. The next phase is the tokenization task,
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which consists of transforming the short text existing in Sts to
a set of separate terms as a set of tokens. After finishing the
tokenization task, it will be the stemming task to convert
different forms of terms into a similar canonical form. Before
finishing the pre-processing task, the terms must be sorted
alphabetically. This step can be completed by building a weigh
matrix as illustrated in equation (1) bellow.

4 5
Sl Wll Wl

A= ; !
S Wiy W

)

where W, ; represents the weight of the term i in the

service j. The Term Frequency-Inverse Document Frequency
(TF-IDF) can be calculated as:

n : N

W; :TFivj(r,S)xIDF(F):—"ong(lJr—]

DN df, )

where n, ; is the number of occurrences of the term t in

the service, N is the total number of services in the corpus, and
df; is the number of services where the term T, occurs.

Step 2: After the generation of weight matrix, it follows the
step of decomposition of matrix A by SVD as illustrated in
equation (2),

A=UYV )

where,

U Term matrix.

Z Descriptions service matrix.

(VAR i
Singular value matrix.

Step 3: Once the matrix A is decomposed by SVD, we have
to reduce the vector space to an approximation with a rank of
k=4 it becomes to find a service description closest to the
request. A request is represented in the k-dimensional vector
space as a service. A request (R) can be represented as follows:

-1
Rdes = RdesTUk Z K (4)

Step 4: Then, we need to measure the cosine similarity to
evaluate the similarity between the query description and the
service description. The cosine similarity measure is defined as
follows.

Ry - S
— des des e [071] (5)
” Rdes ”” Sdes ”

Definition 4 (Description Similarity): A service description

Si m(Rdes ’Sdes )

Saes is a short text which describes the typical properties of a
service. The service descriptions include rich information to be
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evaluated semantically. To calculate the description similarity
(DS) will be evaluated by the similarity of the hidden topics
using the LSA method as mentioned in definition 3,
additionally evaluating the correlation rate to the 1/0 concepts
with the service description. These concepts are considered

essential keywords to improve the precision rate. The
description semantic similarity is defined as follows.
SiMpg (R 1 Sges ) = 8% SIM( Ry, Sy ) +(1-8) x Relatedness( Ry, , S ) (6)

where & [0,1] is weight factor of the LSA similarity and
Relatedness(R ,S, ) is the semantic relatedness.

des

To infer the semantic relatedness between the wanted
keywords and the service description, our ontology method
mentioned in definition five correlates the 1/O concepts to get
the diversification of the service description related to these
concepts in a semantically precise way. We define the semantic
relatedness method as follows.

In(1+n ) )x( T(Tr.Ts)

,((1_
1+In(n) max(Wr, ‘WTS)

Relatedness(Ry, Ses) = 1€

ifT(Te, T5)= 0 (7)
0 otherwise

where Relatedness(R, S, ) is normalized in the range [0,1],
n, is the number of occurrences that a combination of terms
appears in the service descriptions, and n is the number of
services in the corpus. T;= R, UR,, is a set of I/O concepts of
the request, and T,={t,,t,....t, }:t,,t,,..t, €S, is a set of
terms of the web service description that are semantically
related to concepts of the T, request. Also,w,_and w_are the

term weights of the wanted keywords T, and T, respectively.

To analyze the semantic compatibility between the wanted
keywords T, and the concepts of T, , the semantic
matchmaking method is used, which is in charge to assess the
degree of compatibility between the concepts included in the
keywords with the concepts of the S, . This method uses
semantic reasoning (subsumption reasoning) to analyze the
relationship between concepts. These ontology relationships
allow extracting the concepts compatible to the T, concepts,
and this allows improving the performance of the LSA method
semantically. So, to retrieve the web service which is related to
the wanted keywords T, , we determine the subsumption

relationship as follows.

1 ifT=T,
(T, T, )= _ max, {Match(t,c max_ {Match(c,t 0,1]
)1, Lo xf{l ) T, ril O envie
G, G, (8)

where c and t are any concepts of wanted keywords T, and
the service descriptionT, respectively. Moreover, |g; |and |q; |
are the total number of the ontology relationships that have the
maximum value and greater than zero.

As illustrated in the formula (8), if the all concepts of T,
appear in T, , at this point the value of T(T;,Tg) is 1. In
otherwise, the concepts of T, are adjusted by other related
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concepts using the ontology-agent, these concepts are different
than the initial conceptsT,, in order to identify of the different
keywords that are closer to the desired service description. It
leads to avoid the ambiguity of the terms frequency and to
enrich the terms which have a purely semantic relatedness with
the service description. Thus, more the value of T(T;,T) is

higher, more the concepts of keywords T, are suitable to the
concepts of T, that’s means the value of semantic relatedness
will be maximized.

Definition 5 (Interface Similarity): Interface similarity (IS)
is determined by the semantic compatibility between S;,, and
Sout - This compatibility is evaluated by the degree of semantic
matching between concepts, which is called IO-MATCHING.
The relations of these concepts are deduced by the "ontology-
agent" analyzer. This degree of semantic matching uses 4 types
of matching score: Exact, Plugin, Subsume, and Fail to
measure the matching between two S, /S,,: concepts as
follows:

EXACT if C, =C;
PLUGINifC, E C,
SUBSUME if C; I C,
FAIL otherwise

Match(C;,C; ) = e [0,]]
)
where C, and C,; are the request and service concepts
respectively. The interface similarity between the request R and
the service S is calculated as shown in the equation below.
> Match(C; .C; )

sim, (R,S)=
s®9) max{Card(S,, US

e [0,]]
o )CardR, UR )} (10)

In the literature [20], the different degrees of matching that
are often considered are as follows:

e EXACT (C; =C;): if the concepts C,and C; belong to
the same ontology class.
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e PLUGIN (C,CC;) : where the C; concept in the
ontology is a sub-class of C;, the concept C, is more
specific than the desired conceptC,

e SUBSUME (C, 2C)) : if the class of C; is more
general than the class of C,, it indicates that the class of

C, isasub-class of C;.

e FAIL (C, LC;): when there is no subsumption
relationship in ontology between C; andC,

Definition 6 (Functionality semantic similarity): The
functionality semantic similarity measure (FSM) includes two
main components: description similarity and interface
similarity. Functionality semantic similarity is defined as
follows.

Simg (R,.S)=axsim (R,S)+p>sim (R,S) <[0,1] (11)

where @ and f are the interface similarity weight and the
description similarity weight, respectively.

Table | represents the best-desired services to fulfill the
request. As the desired service which should return a book
price. It demonstrated the semantic relatedness/ similarity
performance, which reinforces the LSA and I0-MATCHING
similarity method to identify the hidden relationships in the
service description rather than to focus the semantic analysis of
the 1/0. Although the similarity at the input/output level is
similar, it provides different functionalities than expected. For
example, the similarity at the interface level in the service
"Cheapest Book Service" provides different request
requirements. On the contrary, "BookPrice" and
"BookPriceService" services respond to the users' same needs.
As a result, it is crucial to measure similarity at the level of
service description to extract hidden semantic relations and
increase accuracy. This experiment is done by the weight of the
interface similarity =05 and the description similarity
p£=05.

TABLE I. AN ILLUSTRATION OF THE RESULTS OBTAINED FROM THE SIMILARITIES BETWEEN THE SERVICES AND THE REQUEST

Service name Inputs Outputs Text description FSM
Cheapest Book Service # BOOK # PRICE soiirwce that searchest the cheapest Price for a 0.94
BookPriceService # BOOK #_PRICE Return price of a book 0.98
Bamzon _ _ 4 BOOK 4 RECOMMENDERPRICEINDOLLAR Bamzon is a popylar service to return 0.87
RecommendedPriceService - - recommended price of a book

BookPrice # BOOK # PRICE Uses the ISBN to return price of a book 0.96
BDe o # MONOGRAPH | # RECOMMENDERPRICEINEURO BDe is a competitor web service to retur 0.70
RecommendedPriceService - - recommended price of a monograph in Euro
BookPriceTaxedPriceService # BOOK # TAXEDPRICE,#_PRICE This service informs the taxed price of a book 0.88
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IV. EXPERIMENT RESULTS

In this section, we present our analysis that includes two
main parts: In the first part, an overview of the experimental
settings. The second part discusses the experimental results
obtained by comparing the performance provided to another
work [27].

A. Experimental Setup

To improve the performance mentioned in the last Section,
we have been implemented our proposed approach in JADE
Platform and OpenNLP Framework [30], which are based on
the java language using an Intel® Core (TM) i7-4770
processor with 8 GB of main memory running Windows 10.
Our experimental data is from the OWLS-TC version 3.0
dataset, which contains 1007 indexed OWL-S services, most of
which were collected from public IBM UDDI registries semi-
automatically transformed from WSDL to OWL-S. Table Il
below summarizes the features of the experimental
environment.

To analyze the correctness and performance as discussed in
our contribution, we carried out two experiments in different
weights to prioritize each aspect of similarity (interface
similarity and description similarity) as shown in the Table III.
These parameter weights are scaled according to the
importance of the similarity parameter in two different
scenarios, these two scenarios will be experimented in order to
understand the value added in our solution will be illuminated
in the next Sub-section. Furthermore, the value of the weight
factor 6=0.3, which indicates a high importance of relatedness
semantic than the LSA similarity, to reinforce the relatedness
to cover the limitations of the LSA similarity.

TABLE I1. THE EXPERIMENTAL ENVIRONMENT
Environment Description
Operating System Windows 10
CPU Core (TM) i7-4770
RAM 8GB
Software Framework JADE
NLP Toolkit OpenNLP
Programming Language JAVA
Dataset OWL-S TC Version 3.0
TABLE Ill.  THE WEIGHTS OF DIFFERENT METHODS (HYBRID AND |0-
MATCHING METHOD)
. Weigh
Experiments Method eight Parameter Value
name
10- Interface
a .
MATCHING Similarity 050
1 Hybrid -
D
Method LSA- | Deseription | g 0.50
Similarity
10
10- Interface a 1
MATCHING Similarity
2 Hybrid .
Method LSA- | Deseription 1 0
10 Similarity
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B. Results and Discussion

In order to carry out a standard and comparable analysis,
we selected a set of 29 test queries (OWLS-TC3) associated
with pertinence sets to lead performance evaluation
experiments. These experiments are analyzed in more detail by
comparing the precision, recall, and F-measure of the services
retrieved by the two experiments, as illustrated in Table III.
Then, the processing time is evaluated in function of the rising
number of services, which are varied in each test (from 50 to
1007 services). It allows us to measure scalability according to
the average speed to fulfill the query's requirements. For more
analysis, we compared our solution with another method [27]
to evaluate the system's performance in terms of scalability to
clarify our system's success in dealing with all these
constraints, as mentioned previously.

1) Evaluation metrics: As mentioned earlier, the
experimental results should be analyzed in advance regarding
the precision, recall and f-measure of the services retrieved by
the hybrid and 10-MATCHING method. Precision is the
ability to retrieve the most precise services. Higher precision
means better relevance and more precise results but may
imply fewer results returned. Recall means the ability to
retrieve as many services as possible that match or are related
to a query. F-Measure evaluates a weighted harmonic mean of
precision and recall. As we used it for the evaluation process,
it is then defined as follows.

Aﬁe levant N BRetrieved

precision =

BRetrieved (12)
reca“ — Aﬁelevant N BRetrieved
ARelevam (13)
recision x recall
F —measure = 2x P

precision + recall (14)

Where A..... is the set of relevant services, and B, IS

the number of relevant services retrieved. As indicated in the
experimental results below, we run 29 test queries (OWLS TC-
3) simultaneously to measure precision, recall, and F-measure
in each experiment in Table Ill. The Fig. 5 demonstrates the
efficiency of the interface similarity over description similarity
as well as the performance provided by just the similarity
measure at the 1/0 interface level. This proves that the hybrid
method has a high value of precision, recall, and F-measure in
all the query tests as compared to the traditional method (1O-
MATCHING), which is purely based on the ontological
relationships at the 1/0 level. With the exception of the query
test 4 and 8, which record higher precision rate in concerning
the 10 MATCHING method. Relative to the query test 4 and
23, it also shows higher value of recall than the hybrid method.
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1,00

~—a— Hybrid Mcthod LSA-10
—&— 1O-MATCHING
0,95
0,90 +
=
:z 0,85 4
z
g
2
=
0,80 +
0,75
0,70
1 3 s 7 9 1M 13 15 17 19 21 23 25 27 29
Test Dataset
(a) Precision.
~—#— Hybrid Method LSA-10
1,00 + —®— I0-MATCHING

Test Dataset

(b) Recall.

—m— Hybrid Method LSA-10|
—— 10-MATCHING |

0,90 +
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(c) F-measure.

Fig. 5. The Performance Measures for each Query in the Testing Dataset
OWLS TC-3 for Both I0-MATCHING and Hybrid Method.

For more explicit the results obtained above, the Fig. 6
represents more in details by the selected test queries (OWLS
TC-3), to clarify well the powerful hybrid method proposed in
terms of the different evaluation metrics. It is the same criteria
that we mentioned previously concerning the query tests,
which are the identical to those shown in the Axis-x Fig. 6.
These selected query tests indicate the challenges chosen to
understand our hybrid method dominated by the I1O-
MATCHING method regarding precision, recall and F-
measure. It was analyzed in Table IIl, the "
Q3:BookPriceService" query can retrieve services similar but
not as meaningful to the query in the case of experience 2. We
deduced that it is not sufficient to just rely on the I/O interface
instead of relating the concepts contained in the inputs/outputs
with the description. But with Experimental 1, the hybrid

Vol. 12, No. 12, 2021

method leads to relevant services to the query, due to the
reinforcement provided to the LSA method by the semantic
relatedness, which allows to improving the correlation ratio
between the terms and the desired service instead of related to
the frequency of terms. For example, the query
"Q7:Government Degree ScholarShip " which requires the
information on scholarships offered by a given government
according to degree and government. Thus, the concept
"#degree" can be related semantically to "#Academic-Degree"
or "#Award", while the concept "#Government" can be related
to the concept "#GovernmentOrganization”. This is why the
hybrid method is robust in terms of correlating these concepts
with the service requested in the context.

W 11y brid Method LSA-IO.
B 1O-MATCHING
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2 0.6
E
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(c) F-measure

Fig. 6. Evaluation of different Queries of OWL-S Dataset in Terms of
Precision, Recall and F-measure.
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Fig. 7 indicates the number of services retrieved via the
hybrid or IO-MATCHING method for each query test (OWL-
TC 3). These query tests vary in the number of inputs/outputs
and related functionality desired to be achieved, in order to
make a real challenge to the discovery systems concerned. As
illustrated below, the significant number of services retrieved
to satisfy the request set by our proposed system. Moreover,
due to the performance provided by cooperative agents such as
mobile agent and ontology-agent, that is proved in terms of
different evaluation measures, to find a relevant service.

In addition, the comparison illustrated in Fig. 8 indicates
the average precision-recall curve between the hybrid method
and the 10-MATCHING method in order to expand the
evaluation measures of the performance system proposed in
retrieving a relevant service. In this experiment, we run 29 test
queries in order to compute the average precision and recall.
This demonstrates in the average precision-recall curve that the
hybrid method excels considerably in the retrieval accuracy for
relevant services based on the semantic correlations between
the query concepts and the desired service. Consequently, the
hybrid method has a higher precision value in service retrieval
than the 10-MATCHING method.

2) Runtime performance comparison: To validate and
evaluate the speed up performance for the proposed
architecture, we compared our system with other works in the
same scope [27] . To perform this comparison, we computed
the average runtime according to each service set for different
test queries. These sets vary in humber of services to provide
the scalability with a growing set of services (from 50 to 1007
services) and the response of the system in real time. This is
demonstrated in Fig. 9, the results obtained in comparison
with another work. The work [27] suggested to be compared,
based on Ontology filtering and parameter matching relied on
the discovery of function-oriented Web services to reduce the
space of matching preprocessor and filter. While, we focused
on the semantic analysis and the inter-relatedness between the
concepts and the desired service, combined with the privileges
provided by the agent ontology, which allows to exploit the
pre-existing solutions in the second database, as discussed in
Section 3, that facilitate the discovery of semantic relations
and to reduce the consumption of reproducing the analysis of
the operations required. This makes the discovery more
flexible and rapid.

According to the results shown in Fig. 9, both approaches
do not spend more time to the first sets of services (between 50
ms and 110 ms), while the OFPM method spends more run-
time than the hybrid method when the number of services is
scaled up. This is due to the cooperation of agents in the
environment in order to make the discovery task and to
respond in a real-time. This provides for a more flexible
process of composition to accomplish its tasks.
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Fig. 7. The Number of Services Retrieved by the Hybrid Similarity Method
and IO-MATCHING.
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Fig. 8. Average 11-Points Precision-Recall Curve Across 29 Test Queries
for the Hybrid Method and 10-MATCHING.

o - OFPM
500 —®— Hybrid Mcthod LSA-10]
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Fig. 9. Runtime Performance Comparison for Both Hybrid Method and
OFPM [27].

V. CONCLUSION

This paper demonstrates the performance dynamicity
provided to the architecture proposed. This allows handling the
service composition more flexibly and quickly, with
autonomous to find services accurately. Thus, it is proved in
terms of the scalability and flexibility to respond in a real-time.
This is due to the integration of the proposed hybrid method
and the ontology analysis agent, which makes the architecture
to be more dynamic in terms of autonomy, reliability and
robustness. In addition, the proposed hybrid method makes the

102|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

system to meet the requirements of the query in the context of
the semantic relatedness between the requested concepts and
services. This leads to the high retrieval precision, recall and F-
measure discovery process.

As future work, we will focus on integrating Micro-
services and multi-agent systems (MAS) to reduce the time
and complexity of composite semantic web services.
Furthermore, we intend to enrich our system with the semantic
descriptions of other functional aspects such as pre-
conditions/post-conditions.
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Abstract—Along with linguistic messages, prosody is an
essential paralinguistic component of emotional speech. Prosodic
parameters such as intensity, fundamental frequency (F0), and
duration were studied worldwide to understand the relationship
between emotions and corresponding prosody features for
various languages. For evaluating prosodic aspects of emotional
Marathi speech, the Marathi language has received less attention.
This study aims to see how different emotions affect
suprasegmental properties such as pitch, duration, and intensity
in Marathi's emotional speech. This study investigates the
changes in prosodic features based on emotions, gender,
speakers, utterances, and other aspects using a database with 440
utterances in happiness, fear, anger, and neutral emotions
recorded by eleven Marathi professional artists in a recording
studio. The acoustic analysis of the prosodic features was
employed using PRAAT, a speech analysis framework. A
statistical study using a two-way Analysis of Variance (two-way
ANOVA) explores emotion, gender, and their interaction for
mean pitch, mean intensity, and sentence utterance time. In
addition, three distinct linear mixed-effect models (LMM), one
for each prosody characteristic designed comprising emotion and
gender factors as fixed effect variables, whereas speakers and
sentences as random effect variables. The relevance of the fixed
effect and random effect on each prosodic variable was verified
using likelihood ratio tests that assess the goodness of fit. Based
on Marathi's emotional speech, the R programming language
examined linear mixed modeling for mean pitch, mean intensity,
and sentence duration.

Keywords—Prosodic parameters; a marathi language prosody
model; a two-way analysis of variance; linear mixed-effect models;
r programming language

I.  INTRODUCTION

The COVID-19 pandemic has drastically altered people's
lifestyles in many parts of the world. The lockdowns and social
distancing norms eventually increased human-machine
interaction applications. If computers can recognise emotions,
they can communicate in a human-like manner. The prosodic
features employed for emotion recognition play an essential
role in the quality of the human-computer interaction that
replicates human speech emotions. Supra-segmental features or
the prosody features such as intensity, pitch, duration, etc.,
contribute additional information to speech known as
paralinguistic information [1-4] and characterize the emotional
speech. Developing a prosodic model for emotional utterances
for less-studied languages is very challenging. It entails a lot of
work, such as creating a database, processing it for analysis,
investigating the fluctuation of prosodic elements about
emotions using acoustic analysis, and establishing the

relevance of these aspects using statistical analysis. In India's
Maharashtra and Goa states, the Marathi language is spoken by
over 73 million people. In comparison, in the Marathi
language, there is less research on prosody aspects for
emotional speech. Few of them includes, the syudy of the
effect of focus shift in Subject-Object-Verb type Marathi
sentences on prosodic features such as FO, duration, and
intensity variations[5]. Authors analyzed that the speakers
consistently provide acoustic cues with increased duration,
higher mean FO, and higher intensity, differentiating focus
location. The authors of [6] used broadcast radio transmission
Marathi news that are available to the general public to
investigate the significant prosodic aspects of the Marathi
news-reading style. The authors observed prominence and
boundary as the important prosody cues for Marathi's news
reading style. Acoustically, the boundaries showed pre-
boundary lengthening and pitch contour slope on the final
syllable, and the prominence correlated with maximum FO and
maximum intensity and lesser duration. The authors analyzed
MFCC features and energy ratios in [7] to investigate the
Marathi emotion recognition for anger and happiness. The
authors observed the anger emotion recognition rate higher
than happiness and neutral emotions. However, the authors
suggested generating more emotional speech databases from
skilled Marathi speakers.

Considering comparatively less work towards prosody
features of Marathi language and lack of emotional database
from trained speakers, the paper focuses on emotion analysis
for the Marathi language. We constructed a Marathi emotion
database from professional speakers with a theatre background
in a recording studio expressing anger, fear, happiness, and
neutral emotions. The detailed study of the relationship
between acoustic features such as mean intensity, mean pitch,
sentence duration, and the emotions such as anger, happiness,
fear, and neutral for Marathi's emotional speech showed
various prosodic cues based on the emotions. Also, a
comprehensive statistical analysis was conducted to construct a
practical framework for assessing emotional speech data. A
two-way ANOVA test for emotion, gender, and their
interaction for mean pitch, mean intensity, and sentence time,
as well as a linear mixed-effect analysis, were used in the
statistical study. The LMM analysis is used to examine the
relationship between the emotions and prosodic features data
while considering the impacts of fixed and random effect
variables and their connection. The two-way ANOVA analysis
and a linear mixed model (LMM) analysis contributed while
selecting the optimal prosodic features for constructing a
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prosody model.There is no comparable effort for the Marathi
language that we are aware of.

This prosody model for the Marathi language using the
acoustic and statistical investigation will help develop a
human-machine interaction application such as emotion
recognition from speech can help interpret students' answers
and fit pupils with various learning abilities, Text-to-Speech
systems (TTS) for Marathi storytelling, speaker recognition,
speech recognition, online education etc. among other things.

The remainder of the paper is structured as follows:
Section 2 contains a literature review, Section 3 explains the
methodology and implementation for creating a Marathi
database for various emotions and calculating prosodic features
using the PRAAT speech analysis framework, Section 4
focuses on the results and discussion based on acoustic and
statistical analysis to prepare a Marathi prosody model, and
Section 5 summarises all of the discussions.

Il. LITERATURE REVIEW

Speech is an important channel for the communication of
emotion, yet studied little in the context of emotion. Speech
conveys linguistic messages and includes a major
paralinguistic part, prosody. The prosody of speech is defined
in the linguistic literature as the suprasegmental properties of
speech and include the pitch/FO, loudness/intensity, and
rhythm/duration aspects (Brown 2005). Analyzing prosody
features based on emotional speech is central to a few
emotions. Although emotion classifications, in reality, are
much larger, the majority of emotional speech statistics
comprise four or eight emotions. Variations in prosodic
elements concerning emotions, on the other hand, differ among
languages and are dependent on culture and speaking style. As
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a result, it is vital to investigate the prosodic features for the
emotional expressions specific to the language and culture.
Fundamental frequency (FO0), intensity, and duration are the
essential acoustic  characteristics influencing  prosody.
Fundamental frequency (FO) or pitch is the number of
vibrations per second produced by the vocal cords, and the
relative highness or lowness of a tone perceived by the ear
determines pitch in speaking. The length of time a sentence,
word, or syllable exists is called its duration. The intensity of a
sound measures the energy contained in a given waveform
signal. It is essential to analyze the prosodic features of
emotion expression specific to the language and culture as
emotions differ according to the cultural backgrounds, several
international and national languages; the researchers are
looking for acoustic correlates of prosody. Table I compares
various prosody features studied in different languages based
on distinct emotions and the corresponding dominant
emotional signaling in the respective language.

Researchers often analyzed the database statistically after
acoustic analysis to validate the acoustic analysis results and
then select the best prosodic features to construct a prosody
model [14-19]. Analysis of variance (ANOVA) findings
investigate statistical discriminations of prosodic properties
between various emotion classes. The success of ANOVA in
identifying the best prosodic qualities to model the emotion
recognition system has significantly reduced signal evaluation
time. Hence, we have carried out a a two-way ANOVA
analysis and linear mixed model (LMM) statistical analysis to
design a prosody model for various emotions for Marathi. The
LMM refers to using both fixed and random effects on the
variables in the same analysis [20-23]. Due to the differences
in prosodic variation patterns based on emotions, we examined
three separate LMM models, one per prosody feature.

TABLE I. COMPARISON OF ACOUSTIC FEATURE VARIATIONS BASED ON VARIOUS EMOTIONS IN DIFFERENT LANGUAGES
Reference Language Emotions Prosody Features Emotional Signaling
Studied
. S . The most intense emotion is anger, followed by neutral,
Bansal S., Agrawal, S., Hindi neutral, fear, anger, surprise, pltch,_ intensity and happy, surprise, sadness, and fear. For all emotions, the pitch
Kumar, A., 2019[8] sadness, and happiness duration : - . .
fluctuates in accordance with the intensity feature of speech.
J. Kaur, K. Juglan, V. Puniabi happiness, anger, fear. Sad, Mean Pitch, Intensity Mean pitch highest for happiness and lowest for sad,
Sharma, 2018.[9] ! neutral and formants Intensity is highest for anger and lowest for fear.
In both males and females, the feeling "happy" has the greatest
mean pitch value, followed by "surprise™ in a close second. All
Swain, M.; Routray, A., Odia anger, fear, happiness, pitch, energy, duration, | other emotions have significantly lower energy levels than
2016.[10] disgust, sadness, surprise. and formant disgust and fear. Female respondents showed no discernible
differences in the amount of energy levels for distinct
emotions.
. Criticism, naming, Mean _duratlon, mean The loudest and most arching pitch contour were seen in
Hellbemd, N.; & German suggestion, doubt, warnin intensity, mean FO, warning stimuli. Naming stimuli having a low mean pitch, flat
Sammler, D., 2014.[11] 199 ' ’ g Pitch rise, harmonic- - g : 19 stim g preen,
wish . . pitch contour, and low intensity.
to-noise ratio
Rao, K.; Koolagudi, S., Telugu égr%eprészilzau?\tl’e':teiarly Mean duration, mean Anger emotion with the highest energy
2013.[12] Happiness, Sarcasm, Surprise pitch, mean energy Anger, happiness and neutral have high pitch values
mean fundamental
frequency, amplitude Anger and pleasant surprise had comparatively high mean fO
Liu. P.. Pell. M.D anger, sadness, happiness, variations, speech rate values and significant fO and amplitude variations, but
P B Mandarin | disgust, fear, pleasant (in syllables per sadness, disgust, fear, and neutrality had relatively low mean
2012.[13] - - ! - R ;
surprise, neutrality second). mean 0 values and minor amplitude variations, while pleasure had
harmonics-to-noise a moderate mean f0 value and fO variation.
ratio, HNR variation
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I1l. METHODOLOGY AND IMPLEMENTATION

Because prosody varies by language and speaking style,
studying the relationship between emotions and the
accompanying prosody variants is vital for all languages. This
study aims to see how the prosodic aspects of Marathi's speech
change with emotions, and four sub-questions are investigated
concerning it as below.

1) Do Marathi speakers employ changes in prosody
elements to help them communicate the emotion they want to
convey in their speech?

2) If so, what precise variations in an utterance's prosody
are used by speakers to differentiate one emotion from
another?

3) Is it possible to create a predictive statistical model of
prosody variation based on emotions in Marathi that can be
utilized as a prosody model for a variety of applications such as
emotion recognition, speaker recognition, speech recognition,
text to speech synthesis systems, etc.?

4) s it possible to consider neutral emotion as a baseline
and analyze variations of prosodic features concerning neutral
emotion and be used for emotion conversion applications?

The workflow for conducting out the research is depicted in
the steps below.

1) Collection of sentences.

2) Selection of trained speakers.

3) Recording the sentences in anger, happiness, fear, and
neutral read-out style emotions.

4) Collecting the database in .wav format.

5) Processing the .wav files with segmentation, annotation,
and creating corresponding text grid files in the PRAAT speech
processing toolbox.

6) Calculating the mean pitch, mean
sentence duration for all the .wav files.

7) Calculating and analyzing acoustic behavior of the
above prosodic features based on the emotions, gender,
speakers, and sentences.

8) Statistial analyzation of these prosodic features using
two-way ANOVA and LMM analysis.

The corpus was constructed by identifying the sentences for
the recordings, finding expert Marathi speakers, practicing, and
recording their acted utterances in a recording studio. Each line
was deliberately crafted to avoid provoking any emotion. There
were three to nine words in each sentence. Eleven Marathi
professional artists, four females and seven males with
experience in drama and television, aged 18 to 40, participated
in the experiment. The research objective was conveyed to the
speakers, and two practice sessions were arranged to get
acquainted with the sentences. The participants were paid
incentives for this work. The selected ten sentences from
different Marathi storybooks listed in Table Il along with their
English translations.

intensity, and
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TABLE II. THE ENGLISH TRANSLATION OF TEN MARATHI SENTENCES

USED FOR RECORDING

Marathi Sentences English Translation

1 3TFE} V] TET S ST GieAd gl We stay in 10 by 10 room.

Tell daughter that her father has

2. Al I o s AT, come.

o 13 Sreret 1 TR I WAL il Big heart accommodates
3. . -
. everything.
4 =T AT EIT 7, @ You will value food when you start
' FHARIAT AR F3. to earn.

5. Yo% TS 71 39 gl 37 el Every stone does not become God.

6. oI 9E 9T TETA. Spend as per your earning.

7. et AT TG FE T Do not make fun of poor people.

8 eIl febel ST MescareiaTe Fead You never understand value till you
' EIGiA won’t work for it.

A calm mind takes always the right

9. S T ST R U e 1. decision.

10. T IR 3. You are right.

Each speaker repeated the given sentences with different
emotions such as anger, happiness, fear, and neutral. The
speakers recorded the utterances in a recording studio with a
condenser microphone and a digital audio tape (DAT) recorder
using a lossless 44kHz, 16bit audio format and saved at a
sampling rate of 16kHz. Each speaker initially recorded ten
sentences in a single emotion during the recording. Between
the two sentences, the speakers left a reasonable pause. After
recording all ten sentences in one emotion, the speakers took a
short rest before recording all ten sentences in another emotion.
The recording procedure took over three months to complete.
Each speech file was an a.wav file with 2-4 seconds duration.
The entire database of 440 sentences (eleven speakers, ten
sentences, and four emotions) was available for further study.
Each line was listened to by fifteen people (twelve Marathi
native speakers and three non-Marathi speakers). They were
able to identify emotions such as anger, happiness, fear, and
neutrality in each recorded voice recording. The perceptually
verified sentences were segmented in a PRAAT Text Grid. The
wav file of all the sentences is annotated manually in a
sentence and word level for better accuracy. We observed
variations in pitch contour, intensity contour, and duration for
the same sentence comprising four emotions uttered by every
speaker. It showed that there is some relationship that exists
between the emotional utterances and corresponding prosodic
features even for the Marathi language. The mean values of
mean pitch, mean intensity and sentence duration of 422
sentences were calculated using the PRAAT speech analysis
framework. The mean pitch was calculated by ‘getting the
Pitch> command and the mean intensity was calculated by
‘getting Intensity (dB)’ by selecting the sound interval in the
PRAAT editor window. Sentence duration is calculated by
selecting the portion of the utterance and reading the duration
of the selection (in seconds) from the duration bar from the
PRAAT editor window.
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IV. RESULT AND DISCUSSION

A. Acoustic Analysis

The mean and standard deviations of prosodic parameters
such as mean pitch, mean intensity, and sentence duration were
determined for all 422 utterances to check for variation in mean
pitch, mean intensity, and sentence duration for distinct
emotions. Table Il shows the overall descriptive statistics for
the three prosodic variables for all four emotional utterances.

From Table Il11, we can see that the amount of variation or
standard deviations (SD) are high for the mean pitch with
25.58% and the sentence duration with 27.62%, while mean
intensity appears fairly consistent with the amount of variation
(SD) of 6.6%. The standard deviation provides some insight
into the patterns of variation occurring within the data. We
analysed the variations of means and SDs of all three prosodic
variables independently of anger, happiness, fear, and neutral
emotions to acquire a clear picture of the prosodic variations
based on emotional utterances, as shown in Table 1V.

Table IV shows that the mean and standard variation values
of all the three prosodic features for anger and happy emotions,
and fear and neutral emotions, are nearly identical. To
understand variations of prosody features for emotions, other
factors such as gender, speakers and sentences are also
important. Fig. 1 gives the analysis of variations of mean pitch,
mean intensity and duration for gender, speakers and
sentences.

Fig. 1a demonstrated substantial differences in mean pitch
values by gender, with males having lower values than
females. Fig. 1b showed that males have variability in mean
intensity than females, and Fig. 1c showed that both genders
with similar observations for utterance duration. Fig. 1d, 1e,
and 1f showed the variations of mean pitch, mean intensity,
and sentence duration among the multiple speakers of the same
gender. Fig. 1g, 1h, and 1i show the variations of the prosodic
features concerning the ten different sentences. Fig. 1 shows
that in the Marathi language, prosodic features vary for
emotion change as well as variations in gender, speaker, and
sentence. In Fig. 2, gives variation of prosodic features based
on emotion and gender.

TABLE Ill.  DESCRIPTIVE STATISTICS FOR THE THREE PROSODIC
VARIABLES
Prosodic Variables Mean Std. Deviation | Percentage
Mean pitch 217.70 Hz 55.69 Hz 25.58%
Mean intensity 69.74 dB 4.615 dB 6.6%
Sentence duration 2.69 sec. 0.743 sec. 27.62%

TABLE IV.  SUMMARY OF MEANS AND SDS OF EACH PROSODIC VARIABLE
BY EMOTIONS

Emotion I\(/Iﬁg)n pitch I(\élge)m Intensity (Dsgcrgtlon

Mean S.D. Mean S.D. Mean S.D.
Anger 254.7 46.6 73.69 2.58 227 0.57
Happiness | 241.4 51.5 71.02 2.86 2.64 0.63
Fear 193.9 43.3 67.40 4.15 2.86 0.73
Neutral 179.5 422 66.77 471 3.01 0.82
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Fig. 1. Box Plots Showing Variations in mean Pitch mean Intensity and
Sentence Duration (Figure 1a, 1b, and 1c) for Gender, Speakers (Fig. 1d, 1e,
1f) and Sentence Duration Due to Multiple Speakers (Fig. 1g, 1h, 1i).
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Fig. 2. Variations in (a). Mean Pitch, (b). Mean Intensity, (c). Sentence
Duration for Emotions and Gender.

Fig. 2a and 2b showed variations in mean pitch and mean
intensity for gender for all the emotions. There was little
change in mean intensity levels for the fear emotion between
male and female speakers. Each gender takes the same amount
of time to speak the lines in fear and happiness observed in
Fig. 2c. Female speakers took less time to express anger than
male speakers, whereas female speakers' utterance duration
was higher for neutral speaking style sentences. As a result,
acoustic analysis of mean pitch, intensity, and duration
revealed that prosodic features behave differently for emotions
and gender.

For Hindi language, acoustic correlation of emotions were
analysed for prosodic parameters such as pitch, intensity and
duration in [24]. Authors have generated Hindi speech database
with 10 speakers in all six emotions such as anger, Fear,
Happy, Neutral, Sad and Surprise. Comparison between the
prosodic parameters related to the emotions for Marathi and
Hindi language given in Table V.

From Table V, comparing the prosodic variation patters for
anger, happiness, fear and neutral emotions the pitch, intensity
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and duration features observed with the following order by
taking neutral emotion as reference.

Pitch : Neutral > Anger > Happiness > Fear (for Hindi).

Pitch : Anger > Happiness > Fear > Neutral (for Marathi).
Intensity : Happiness >Anger > Neutral > Fear (for Hindi).
Intensity : Anger > Happiness > Fear > Neutral (for Marathi).
Duration : Fear > Happiness > Neutral >Anger (for Hindi).
Duration : Neutral > Fear > Happiness > Anger (for Marathi).

When the behavior of variations of prosodic elements
dependent on emotions is compared for the two Devnagari
languages of India, Hindi, and Marathi, the relevance of
studying each language separately for prosodic patterns based
on the emotions becomes clear.

B. ANOVA Analysis

A two-way ANOVA analysis explored the impact of
emotions and gender and their interaction on the mean pitch,
mean intensity, and duration. Both emotion (F = 205.7, p
<0.0001) and gender (F=872.1, p < 0.0001) were significant
for mean pitch, suggesting that gender is more responsible for
mean pitch variations. The p-value for the interaction between
emotion and gender was non-significant (F =1.468, p=0.223)
indicated that the relationships between gender and mean pitch
was independent of the emotion. For mean intensity, emotion
(F =104.2, p< 0.0001) and gender (F= 9.528, p <0.001) were
statistically significant with emotion as the most significant
factor variable. The p-value for the interaction between
emotion and gender for mean intensity observed to be
significant (F =7.274, p <0.0001) indicated that the
relationships between gender and mean intensity depends on
emotion. For sentence duration, emotion factor observed to be
statistically significant(F = 16.142, p< 0.0001) but gender as
non-significant (F= 0.923, p =0.337). The p-value for the
interaction between emotion and gender non-significant (F
=0.709, p = 0.547) indicated that the relationships between
gender and sentence duration depend on emotion.

TABLE V. THE PROSDIC FEATURE VALUES FOR MARATHI AND HINDI
LANGUAGE FOR ANGER, HAPPINESS, FEAR AND NEUTRAL EMOTIONS
Prosodic Emotions Marathi Hindi
Parameters
Anger 254.7 303
. Happiness 241.4 300
Mean pitch (Hz)
Fear 193.9 295.5
Neutral 179.5 304.4
Anger 73.69 84
Mean Intensity Happiness 71.02 84.5
(dB) Fear 67.40 81
Neutral 66.77 83
Anger 2.27 1.39
. Happiness 2.64 1.67
Duration (sec.)
Fear 2.86 2.8
Neutral 3.01 1.66

Vol. 12, No. 12, 2021

C. LMM Analysis

Differences in prosodic features in Marathi are attributable
to emotion fluctuations and gender, speaker, and sentence
variations. Also, even if the independent variables such as
emotions and gender have a somewhat consistent impact on
prosodic feature variations, it can vary amongst speakers of the
same gender or even between the different sentences. Linear
mixed models are a type of regression model that takes into
account variation explained by the independent variables of
interest, known as fixed effects, and variation not explained by
the independent variables, known as random effects [22]. The
model is mixed since it combines both fixed and random
effects. Thus, to calculate variations in prosodic features,
emotion and gender factors are of primary interest and added
as fixed effect variables. The emotion factor with four factors:
anger, happiness, fear, and neutral emotions and gender factors
included males and females: the speaker and the sentence
considered random effect variables. Each prosodic feature was
then verified for the model fit considering these factors. The
goodness of fit of prosodic features for fixed-effect and
random-effect variables, as shown in equation (1).

Prosodic feature = emotion + gender + (1/speaker) +
(1/sentence) @

Equation 1 shows the variations in the prosodic feature for
the variations in emotion and gender as fixed effect variables
and speakers and sentences as random effect variables with
1/speaker and 1/sentence as random intercept different for each
speaker and each sentence individually.

The likelihood ratio tests to assess the goodness of fit to
verify the significance of the fixed effect and random effect for
each prosodic variable. The goodness of fit test confirmed the
relevance of the fixed and random effect variables for prosodic
feature variations.

1) Modeling mean pitch: The impact of fixed-effect
variables on the mean pitch calculated by comparing the null
effect models with fixed effect = 1 and two models with
emotion as a fixed effect factor and the other model with
emotion and gender as two fixed-effect elements shown in
equation (2), (3) and (4) respectively.

Mean pitch = 1 + (1/speaker) (2)
Mean pitch = Emotion + (1/speaker) 3)
Mean pitch = Emotion + Gender + (1/speaker) 4)

Chi-square difference tests showed the significant p-value
of emotion with ¥2(1) = 434, p < 0.001 and of gender with
¥2(1) =23, p < 0.001. Both emotion and gender observed to be
significant with p<0.001 and considered fixed effect variables
for mean pitch modeling.

In addition, likelihood ratio tests examined the goodness of
fit and confirmed the relevance of the random effect variables'
influence on the mean pitch. We compared the two null effect
models, with fixed effect = 1 and one without sentence
intercept, and sentence intercept with the following equation
(5) and (6) respectively.

Mean pitch = 1 + (1/speaker) (5)
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Mean pitch = 1 + (1/speaker) + (1/sentence) (6)

Comparing the models with Chi-square difference tests,
resulted ¥2(1) = 0, p > 0.01. It showed that the inclusion of a
sentence is not significant for mean pitch calculation since it
does not improve the model fit.

The final design of the model fit to calculate the mean pitch
model for Marathi emotional speech calculated as shown in
equation (7) as below,

Mean pitch = Emotion + Gender + (1/speaker) @)

As in equation (7), emotion and gender factors are fixed
effect variables, and the speaker is a random effect variable for
calculating the mean pitch model for Marathi's emotional
speech. Table VI shows the impacts of fixed effect variables
such as emotions (angry, happiness, fear, and neutral) and
gender (male and female) on computing mean pitch values.

Vol. 12, No. 12, 2021

TABLE VII. RANDOM EFFECT ANALYSIS FOR MEAN PITCH
Groups Name Variance Std. Dev.
Speaker 181.3 13.46
Residual 534.5 23.12

TABLE VI.  FIXED EFFECT SUMMARY OF MEAN PITCH
Emotions Estimate Std. Error t- value
Intercept (Neutral) 228.19 7.257 31.45%**
Anger 75.51 3.19 23.64***
Fear 15.47 3.2 4.84%**
Happiness 61.49 3.19 19.30%**
Male -77.40 8.756 -8.840***

"=p< 0.001
The neutral emotion is used as an emotion baseline, while
the female gender is a gender baseline. The estimate of the
intercept value of 228.19 indicates that the mean pitch value
for neutral emotion and female gender is 228.19Hz. The mean
pitch values for other emotions were calculated from Table V
based on the neutral emotion mean pitch value estimates. The
estimate for the mean pitch value of anger emotion is 228.19+
75.51= 303.7Hz, which is significantly higher than for neutral
emotion (t= 31.45, p<0.001). Similarly, the estimate for the
mean pitch value of fears emotion is 228.19 + 15.47=
243.66Hz, which is significantly higher than for neutral
emotion (t=4.98, p<0.001). Similarly, the estimate of the mean
pitch value for happy emotion is 228.19 + 61.49= 289.68 Hz,
and this is significantly higher than for neutral emotion (t=
19.30, p<0.001). Also, the estimated value of the mean pitch of
males of -77.40 based on a baseline of female gender means
the pitch of males is lower than that for females by 77.40Hz.
With this we can calculate mean pitch values for male gender
for each of the emotion as; anger = 303.7 — 77.4 = 226.3Hz,
happiness = 289.68 — 77.4 = 212.28Hz and fear =243.66 — 77.4
= 166.26Hz.

The Fixed Effects table, similar to most methods such as
ANOVA, MANOVA, multiple regression analyses only
focuses on group differences in changes in mean pitch values
for emotions and gender. Understanding the mean pitch change
at both the group and individual levels will be helpful to
capture a complete overview of developmental changes in
mean pitch values. Table VIl summarizes the random effect of
individual speakers on the mean pitch model design below.

The variance due to the speaker is 181.3 and hence the
standard deviation of 13.46Hz. This means that there can be
variations in the fixed effect values due to variability between
the individual speakers. The residuals are the random
deviations from the predicted values that are due to some
factors outside of the purview of the experiment. The estimate
of the residual variance, with a standard deviation equal to
23.12Hz, represents the variability in individual emotion pitch
values due to unknown factors.

2) Modeling mean intensity: The relevance of fixed effects
on mean intensity was established by comparing null effect
models with fixed effect = 1 to two models, one with emotion
as the fixed effect factor and the other with emotion and gender
as fixed effect factors as shown in equation (8), (9) and (10).

Mean intensity = 1 + (1/speaker) (8)
Mean intensity = Emotion + (1/speaker) 9
Mean intensity= Emotion + Gender + (1/speaker) (10)

Chi-square difference tests showed the significant p-value
of Emotion with x2(1) = 274.63, p <0.001 and gender with
¥2(1) = 0.48, p > 0.1. This means, emotion factor is significant
for variations in mean intensity, but gender is non-significant.

A chi-square difference test calculated the inclusion of a
random effect structure with random intercepts for speakers
and sentences as shown in equations (11) and (12),
respectively.

Mean intensity = 1 + (1/speaker) (11)
Mean intensity = 1 + (1/speaker) + (1/sentence) (12)

Comparing the models with Chi-square difference tests, we
conclude that sentence inclusion is not significant for mean

intensity calculation since it does not improve model fit, ¥2(1)
=0,p>0.01.

The final design of the model fit to calculate the mean
intensity model for Marathi emotional speech calculated as
shown in equation (13) as below.

Mean intensity = Emotion + (1/speaker) (13)

Table VIII gives the summary of fixed effect variables for
calculating the mean intensity.

TABLE VIII. FIXED EFFECTS SUMMARY FOR ANALYSIS OF MEAN INTENSITY

Estimate Std. Error tvalue
Intercept (Neutral) 66.76 0.73 91.39%**
Anger 7.02 0.41 17.31 ***
Fear 0.68 041 0.096
Happiness 4.22 0.40 10.44 ***
**=p< 0.001
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The estimate of the intercept value of 66.76 indicates that
the mean pitch value for neutral emotion 66.76dB. The
estimates of mean intensity values for other emotions are
calculated based on the estimates of intercept, i.e., neutral
emotion mean intensity. The estimate for mean intensity of
anger emotion is 66.76 + 7.02= 73.78 dB and this is
significantly higher than for neutral emotion (t= 17.31,
p<0.001). The estimate for mean intensity for fear emotion is
66.76 + 0.68 = 67.44 dB and this is not showing any
significance with neutral emotion (t=0.096, p > 0.1). Similarly,
the estimate for mean intensity for happiness emotion is 66.76
+ 4.22 = 70.98 dB and this is significantly higher than for
neutral emotion (t= 10.44, p<0.001).

Table IX summarizes the random effect of individual
speakers on the mean intensity model design below.
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The final design of the model fit to calculate the sentence
duration model for Marathi emotional speech calculated as
shown in equation (19) as below.

duration = Emotion + (1/speaker) + (1/sentence) (19)

Table X gives the summary of fixed effect variables for
calculating the duration given by the final design to calculate
the duration for emotions equation.

TABLE X. FIXED EFFECTS SUMMARY FOR ANALYSIS OF DURATION
Estimate Std. Error tvalue
Intercept (Neutral) 2.99 0.19 15.52%**
Anger -0.73 0.04 -16.42 ***
Fear -0.14 0.04 0.002**
Happiness -0.36 0.04 -8.104 ***

TABLE IX. RANDOM EFFECT ANALYSIS FOR MEAN INTENSITY
Groups Name Variance Std. Dev.
Speaker 4.956 2.226
Residual 8.619 2.936

The variance due to speaker is 4.956, indicating the
standard deviation in mean intensity is 2.23dB in the fixed
effect values due to variability between the speakers. The
residuals are the random deviations from the predicted values,
with a standard deviation equal to 2.96dB representing the
variability in intensity apart from speakers.

3) Modeling duration: The significance of fixed effects on
the sentence duration was determined by comparing null effect
models, where fixed effect = 1 and the two models one with
fixed effect factor as emotion and the other with fixed-effect
factors as emotion and gender as shown in equation (14), (15)
and (16) respectively.

"=p< 0.001, ” =p< 0.01
The estimate of the intercept value of 2.99 indicates that the
mean sentence duration for neutral emotion is 2.99sec. The
estimates of mean sentence duration values for other emotions
are calculated based on the estimates of intercept, i.e., the mean
sentence duration for neutral emotion. The estimate for the
sentence duration anger emotion is 2.99 - 0.73= 2.26 sec and
this is significantly lower than for neutral emotion duration (t=
-16.42, p<0.001). The estimate for the sentence duration for
fear emotion is 2.99 -0.14 = 2.85 sec and this is not showing
any significance with neutral emotion (t=0.002, p = 0.01).
Similarly, the estimate for the mean sentence duration of happy
emotion is 2.99 -0.36 = 2.63 sec and this is significantly higher
than for neutral emotion (t = -8.104, p<0.001).

Table XI, giving the summary of the random effect of
individual speaker and individual sentence on the sentence
duration model design as below.

duration = 1 + (1/speaker)

duration = Emotion + (1/speaker)
duration = Emotion + Gender + (1/speaker)
Chi-square difference tests for duration showed the

(14) TABLE XI. RANDOM EFFECT ANALYSIS FOR DURATION
(15) Groups Name Variance Std. Dev.
Speaker 0.119 0.014
(16)
Sentence 0.59 0.35
Residual 0.32 0.10

significant p-value for emotion with ¥2(1) = 640.8, p < 0.001
but non-significant for gender with ¥2(1) = 2, p = 0.15. This
suggests that the variation in sentence duration is due to
emotion rather than gender.

Also, the two null effect models, one without speaker
intercept and the other with a sentence and speaker intercept,
compared to determine the duration model fit for random effect
variables as shown in equation (17) and (18) respectively.

duration = 1 + (1/speaker) @an
duration = 1 + (1/speaker) + (1/sentence) (18)

The Chi-square difference tests showed that inclusion of
sentence as one of the random effects is significant for the
mean duration and it improved model fit, x2(1) = 410.73, p <
0.001.

The variance due to speaker is 0.014, and hence standard
deviation of 0.119 sec. in the fixed effect values can be due to
variability between the speakers. The variance due to the
sentence is 0.35 and hence standard deviation of 0.59 sec. in
the fixed effect values can be due to variability between the
sentences. The residuals are the random deviations from the
predicted values, with a standard deviation equal to 0.32 sec.
represents the variation in duration values apart from speaker
and sentence.

V. CONCLUSION

This work explains how to investigate acoustic clues for
Marathi emotions, including anger, happiness, fear, and
neutral. Eleven Marathi professional artists created a database
of 440 words in anger, happiness, fear, and neutral emotions in
a recording studio. According to an acoustic experiment, the
features of mean intensity, mean pitch, and sentence duration
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vary depending on the emotions. A two-way ANOVA and a
linear mixed-effect analysis provided a valuable framework for
studying emotional speech data and, as a result, best practices
for generating an emotional speech corpus.

The following is the prosodic model for emotions in the
Marathi language, with emotion and gender as fixed effect
variables and speaker and sentences as random effect variables.

Mean pitch = Emotion + Gender + (1/speaker).
Mean intensity = Emotion + (1/speaker).
duration = Emotion + (1/speaker) + (1/sentence).

A detailed analysis of Marathi's emotional speech will help
develop a prosody model. This model will help select
appropriate input features for machine learning algorithms used
in emotion classification applications. In the future, it will be
beneficial to examine some more prosodic aspects for the
Marathi language emotions. Sadness, surprise, and sarcasm are
examples of other basic emotions that may be investigated for
Marathi speech. Children, young adults, and the elderly can all
be studied separately in a similar way. When these
meticulously generated prosodic elements are fed into a
machine learning model, they can aid in emotion recognition,
text-to-speech synthesis, and other human-machine interaction
applications in the future.
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Abstract—Spam emails have recently become a concern on
the Internet. Machine learning techniques such as Neural
Networks, Naive Bayes, and Decision Trees have frequently been
used to combat these spam emails. Despite their efficiency, time
complexity in high-dimensional datasets remains a significant
challenge. Due to a large number of features in high-dimensional
datasets, the intricacy of this problem grows exponentially. The
existing approaches suffer from a computational burden when
thousands of features are used (high-time complexity). To reduce
time complexity and improve accuracy in high-dimensional
datasets, extra steps of feature selection and parameter tuning
are necessary. This work recommends the use of a hybrid logistic
regression model with a feature selection approach and
parameter tuning that could effectively handle a big dimensional
dataset. The model employs the Term Frequency-Inverse
Document Frequency (TF-IDF) feature extraction method to
mitigate the drawbacks of Term Frequency (TF) to obtain an
equal feature weight. Using publicly available datasets (Enron
and Lingspam), we compared the model’s performance to that of
other contemporary models. The proposed model achieved a low
level of time complexity while maintaining a high level of spam
detection rate of 99.1%.
selection; feature

Keywords—Machine learning; feature

extraction; parameter tuning

I.  INTRODUCTION

Email is an online application that enables the exchange of
data using electronic devices [1]. Email communication is
quick, inexpensive, easy to duplicate, and widely available.
Email can extremely be beneficial to businesses and
organizations because it allows for the efficient, productive,
and effective transmission of all types of electronic data [2].
Email communication began in the 1960s with the restricted
functionality of sending information to users within the same
computing environment only [3]. Recently, email has become
the most common way of communication [4], serving users
across computing platform environments. The average humber
of emails exchanged per day reached 293 billion in 2019 and is
forecasted to reach 347 billion by the end of 2023 [5].

Despite its importance, email has become a vehicle for a
variety of malicious programs [6]. It is estimated that 50% of
all emails are spam [1]. Email spam, also known as junk mail,
refers to any form of undesired, uninvited digital
communication sent in large quantities [7]. Spam is usually
sent via email [8] but can also be delivered via text messages,
phone calls, or other social media platforms. Spam has been a
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big challenge, disturbing users and consuming their time. Spam
also leads to phishing attacks, storage space misuse, decreased
internet speed, and theft of critical information [5]. The
financial losses caused by email spam are estimated to reach a
total of USD 257 billion between 2012 and mid-2020 [9]. As a
result, substantial negative impacts on the global economy,
such as lower productivity have been identified. These factors
hinder the development of the communication sector that can
benefit governments, individuals, and business companies [10].

To combat the problems, various scientific research studies
have been conducted, including the application of machine
learning [11]. Previous scientific studies were categorized into
three approaches, single-based machine learning, hybrid, and
feature engineering [12]. In the first classification, a specific
single machine learning algorithm was used to build a spam
detection method [12]. Some popular classifications of
machine learning algorithms include Naive Bayes, Random
Forest, Support Vector Machines (SVMs), and K-nearest
neighbor (KNN) [5].

Support Vector Machines are supervised learning models,
which are mostly used to analyze data for regression analysis
and classification [13]. Every data item is plotted as a point in
n-dimensional space where n is the number of features present
with the value of each feature being that of a certain coordinate
in the SVM algorithm. The classification is accomplished by
finding the hyper-plane that best differentiates the two classes.
Support Vector Machines achieves great accuracy on small,
clear datasets but performs poorly on larger, noisy datasets
with overlapping classes [14].

Naive Bayes is a machine learning classification algorithm
commonly used for binary and multi-class classification
problems. This algorithm is based on the Bayes Theorem,
which states that given the known independent probability of
each event and the reverse conditional probability of the pair of
events, one may compute an unknown conditional probability
of the pair of events [15]. The disadvantage of this method is
that it makes assumptions that all attributes are independent,
which is incorrect. In fact, by recognizing that some attributes
are related, one can create patterns or common attributes from
related attributes to minimize the number of features, hence
reducing storage consumption.

Random Forest is a classifier that uses the number of
decision trees on separate subsets of a dataset and averages
their results to enhance its predicted accuracy [16]. Instead of
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relying on one decision tree, Random Forest collects the
forecasts from every tree and calculates the final output based
on the majority vote of predictions. The technique is well-
suited to classification problems with small datasets because a
large number of trees may make it slow for real-time
prediction.

K-nearest neighbor, also called Lazy Learner is another
learning algorithm that works well in simple classifications
[17]. When an email is classified, KNN tries to find the K-
nearest neighbors by calculating the distance in each
prediction. In high dimensional datasets, it becomes
challenging for the KNN algorithm to compute the distance in
each dimension resulting in poor performance.

A combined machine-learning (hybrid) algorithm generates
a new line of spam detection methods. The approach combines
a specific machine learning algorithm and other methodologies
[12]. Wijaya [18] proposed a hybrid decision tree with logistic
regression with a focus on reducing noisy data. Another
researcher Dedeturk [5] introduced a model which uses logistic
regression combined with an artificial bee algorithm. However,
this model faces high computation costs.

The feature engineering classification focuses on offering a
new set of features. Farisa [19] proposed an intelligent spam
detection method and recognizes the relevant features by
categorizing spam features into three categories. These are
payload, head features, attachment features. Payload features
are those that involve the email body, readability, and lexical
features [19], while attachment features are the files that are
combined within an email. Despite its benefits, this
methodology cannot be used when there is an imbalanced
dataset [19].

As reviewed, we identify that machine learning is an
efficient method for detecting email spam. However, most of
the existing models failed to consider the number of features in
high-dimensional datasets, leading to high time complexities.
Nevertheless, the finding by Majeed [20] shows that time
complexity is an important factor to be considered in model
development since it reduces the training speed and decreases
the importance of the model to be used in online spam filtering
[11]. Time complexity depends on the number of features
required in a given model as well as whether the proposed
method is linear or nonlinear [21]. Xia [22] proposed an
approach based on reducing time complexity in rule-based
filtering. Nonetheless, this is not currently a recommended
approach due to inefficient results that require every time to
change the rule.

High-dimensional datasets are datasets with many features.
It is the excess number of features that leads to a high time
complexity and sometimes a low detection rate (meaning low
accuracy) [23], as illustrated in (1) - (8).

Recall formula for finding accuracy of the model [24].

Number of correct prediction

Accuracy = — Q)
Total number of prediction
TP+TN
Accuracy = ————— 2
TP+TN+FP+FN
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Key: TN=True negative, TP=True positive, FN=False
negative, and FP=False positive.

Example: Let us take 10,000 features for a high
dimensional dataset and 2605 features for a low dimensional
dataset with a test size of 0.34. For a high dimensional dataset,
the number of correct predictions is described by the confusion
matrix Table I.

Then from Table I, TP=1521, TN=1700, FP=136, FN=43.

1521+1700
Accuracy = —————— 3)
1521+1700+136+43
3221
From (3); Accuracy = 3200 4)

Therefore, the accuracy of a high-dimensional dataset obtained
from (4) = 0.947 ®)

For a low-dimensional dataset, the number of correct
predictions is described in Table 1.

Then from Table Il, TP=98, TN=768, FP=0, FN=10

98+768

ACCHTCI.C}/ = 76840141498 (6)
From (3); Accuracy = 2% @)

Therefore, the accuracy for a low-dimensional dataset obtained
from (7) = 0.955 (8)

So, from (5) and (8), the accuracy of a high-dimensional
dataset seems to be low compared to a low-dimensional
dataset.

Therefore, this paper proposes an efficient hybrid model
[25] of logistic regression, with the consideration of the time
complexity in a high dimensional dataset. Our methodology
combines feature extraction, feature selection, and parameter
tuning methods. This approach will reduce the time complexity
on high-dimensional datasets. It will equally reduce equal
feature weight, overfitting, increase training speed and boost
performance. The model uses the Big O notation to find the
time complexity of different existing models with accuracy
starting from 90%. The evaluation involves a calculation of
time complexity in terms of the steps required to operate an
input.

TABLE I. CONFUSION MATRIX FOR A HIGH DIMENSIONAL DATASET
Predicted
Actual
Non-spam Spam
Non-spam 1700 136
Spam 43 1521
TABLE II. CONFUSION MATRIX FOR A LOW DIMENSIONAL DATASET
Predicted
Actual
Non-spam Spam
Non-spam 768 0
Spam 41 98
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The rest of the paper is structured as follows: the materials
and methodology are presented in Section Il while the results
are discussed in Section Il1. Finally, the conclusion and future
research direction are presented in Section 1V.

Il. MATERIALS AND METHODS

A. Experimental Setup

The model was developed using Python (v3.7.1) in the
Google Colab (GCC 7.5) environment on a 64-bit Windows
operating system, equipped with 8GB of computer Random
Access Memory (RAM).

B. Dataset

The experiments were carried out using two datasets
derived from a public repository. This helped to validate the
accuracy of the model for spam detection. The first dataset was
obtained from the Kaggle repository, which was the Enron
dataset with 10,000 samples, half of which were spam and half
legitimate emails. The second dataset was the Lingspam with
2605 samples, out of which 433 were spam and 2172
legitimate emails. We analyzed the dataset in relation to their
balance ratio which is computed by dividing the total number
of genuine emails by the total number of spam emails. The
balance ratios of Enron and Lingspam were 1 and 5
respectively. The dataset was then split into two, 67% for
training and 34% for testing as described in Table Il1.

C. Pre-Processing

This step involved cleaning the data by removing missing
values; transforming the data into a direct format that could be
used by machine learning and splitting them for training and
testing. Data transformation is a data mining approach that
involves changing raw data into a usable format. This is
because real-world data is usually inconsistent, inadequate,
lacking in specific behaviors or patterns, and rife with mistakes
[26]. Data preparation is a tried-and-true approach for
overcoming such difficulties. Building a high-performing
model needs a careful evaluation of the input data quality.
Therefore, the dataset was pre-processed for the suggested
model to perform intelligent diagnosis by extracting suitable
characteristics from the data. The preprocessing involved
several steps such as importation of the data and libraries,
cleaning the data by removing missing values; converting the
data into a direct format that could be used by machine
learning, and splitting them for training and testing. The
process of removing missing values and stop words is very
important because of their non-informative in the email spam
detection process. Apart from removing stop words, characters
must also be converted to lowercase before tokenization. In our
datasets, no missing values were found, and tokenization was
done through the Sklearn library. The splitting test size was
0.34, meaning that 3400 samples of emails for the Enron
dataset were used for testing and 6600 for training. For the
Lingspam dataset 886 were used for testing and 1719 for
training as shown in Table I11.

D. Feature Extraction

This step involved converting email messages into a format
that could be processed by a machine learning algorithm.
Email spam features are obtained from three different methods,
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namely, the Heuristic approach, Term frequency (TF) analysis,
and behavior approach [27]. In the first approach, emails are
mined to discover and generate patterns and rules, while in the
TF analysis; every word in an e-mail is specified as a feature.
The behavior approach builds features based on knowledge
about spammers’ behavior. This is often gathered via header,
attachment, and email flows between groups of e-mail users.

In this study, the Term Frequency Inverse Document
Frequency (TF-IDF) method was employed as a feature
extraction method. It is a combination of TF and IDF [28].
According to Kadhim [29], this helps to capture features that
are more important within the body of an email. The
importance of this method is that it reduces the limitation of
equal feature weight obtained when TF is used. Term
frequency is how many times a term appears in an email and
IDF is how many times a term appears in all emails. Suppose
an email contains 50 terms, where the term “none” occurs 10
times. Term frequency is obtained as shown in (9) and (10):

Total no.of times a term occur in an email

TF(t) =

total number of terms in an email (9)
TF(t) = g =02 (10)

Now let’s say we have 5000 emails, and the term “none”
occurs 50 times in all emails. Then TF-IDF is obtained as
shown in (11) and (12):

IDF(t) = log == =2 (11)

TF—IDF(t) =02x2=04 (12)
Therefore from (12) our TF-IDF (t) is 0.4

E. Feature Selection

Due to the presence of many features in a high-dimensional
dataset, feature selection is an important step. This step
involves picking up items that are more important to be used in
model development [5]. Feature selection leads to less time
complexity that increases the potential application in online
spam filtering. Training an algorithm using all the features
requires a large amount of memory and high time complexity
[30]. Hence, reducing the number of features is very important,
since it permits the machine learning algorithm to train faster
due to the reduction of the number of steps taken to train the
model. Additionally, reducing the number of features also
eliminates overfitting [31]. This happens when the model fits
more data than it needs and starts catching noisy and inaccurate
data. Hence, the efficiency and accuracy of the model decrease.

To reduce the time complexity problem, our research used
the Sklearn library, which implements the SelectKB