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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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A New Approach of e-Commerce Web Design for
Accessibility based on Game Accessibility in Chinese
Market

Hemn Barzan Abdalla, Lu Zhen, Zhang Yuantu

Department of Computer Science, College of Science and Technology
Wenzhou-Kean University, China

Abstract—China is the largest e-commerce market globally,
with a share of more than 40% of the total value of e-commerce
transactions in the world, down from just 1% a decade ago. The
Chinese are the most used electronic payment, ordering services,
and watching videos on smart devices worldwide. The study of e-
commerce is one of the branches of business administration
established electronically through the use of Internet networks,
which aim to carry out buying and selling operations. With the
popularity of e-commerce, people from more and more
backgrounds are using e-commerce websites and apps, but
among these users, some people are unable to use these
apps/websites or have barriers to use them. Accessibility design
enables anyone (regardless of ability, for example, Color-blind)
to successfully navigate, understand and use some applications.
The accessibility design is widely used in video games, which can
give guidance to the e-commerce accessibility design. This study
will analyze five well-known e-commerce websites worldwide and
the consumption habits of people with barriers to use from the
perspective of accessible design to suggest two new concepts of
accessible design methods based on game accessibility and web
accessibility to make these e-commerce websites/apps more
suitable with the user habits of the particular group.

Keywords—e-Commerce; color-blind;
game accessibility

accessibility design;

I. BACKGROUND

A. The Importance of Accessibility Design to e-Commerce
Websites

Designing a professional online store for our business in an
innovative way that provides a good user experience for our
customers will undoubtedly build a different and strong image
in front of consumers and increase their confidence in your
services and products. China e-commerce has made remarkable
achievements, increasing impact and penetration on the
economic, social, cultural, and other fields, and has become a
new driving force for economic growth. e-Commerce has also
become an indispensable part of the daily life of the Chinese
people. As a virtual place for businesses and consumers to
communicate, e-commerce websites provide consumers with
an excellent online consumption experience, including visual
and auditory stimuli. With these advantages, those e-commerce
websites encourage consumers to spend actively and give
consumers a good experience. [1]. However, the vast majority
of e-commerce sites are not explicitly designed for people with
disabilities. The users of an e-commerce website should be all

consumers, and it should provide more help to these disabled
users. Because of their physical reasons, people with
disabilities are subject to many restrictions when using e-
commerce websites, so they cannot get a complete experience,
undermining people with disabilities in using e-commerce
websites.

B. Difficulties in using e-Commerce Websites for People with

Disabilities

According to the 12th five-year Development Program data
for the cause of disabled people in China, the total number of
disabled people in China is about 85 million, which means in
every 16 Chinese people, there’s one has a disability. [2].
There is no doubt that it is challenging for people with
disabilities to use e-commerce sites without accessibility
design, even if they have some assistive devices, such as voice
recognition and auxiliary input. To fundamentally solve the
problem that it is difficult for people with disabilities to use, it
is necessary to carry out the barrier-free design of e-commerce
websites. However, the vast majority of websites are not
specially designed for the disabled so far. The mainstream
dynamic design and color layout of e-commerce sites are not
effective enough for visually impaired people, making it
difficult to obtain product information and purchase products.

C. Game Accessibility Solutions

As an entertainment tool that gives users powerful sensory
impact, the accessibility design in video games is targeted and
integrated. The integrated accessibility settings can be used in
other fields, especially vision and hearing settings. Take “The
Last of Us: Part II”” for example; Naughty Dog studio designed
more than 60 accessibility settings in one particular block
called “Accessibility” shown in Fig. 1. The rules for
classification and some methods such as “Magnification and
visual aids” can inspire the accessibility design in e-commerce.

D. Objectives and Motivations

From the previous A and B part, the Chinese e-market has a
large number of users with disabilities. Many of them have
problems using e-commerce website, how to increase the user
experience for this group of users is the question need to be
solved in this paper. As a solution to the problem, better e-
commerce using the system can increase the user experience
directly; this system should consider different types of
disabilities and put other solutions in an integrated environment.
Designing an integrated setting or system for e-commerce
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accessibility is the purpose of this research; various tools and
ideas are used to achieve this. Since the online website
nowadays requires more on images, Ul, and interaction quality,
which are the core fields of video game design or game
accessibility, it is possible to transport the experience of game
accessibility to e-commerce accessibility. In total, this research
aims at the e-market of users with a disability, trying to design
an integrated system for e-commerce accessibility based on the
experience from game accessibility; this system is the ideal
solution to solve the using problems from users with
disabilities.

MAGNIFICATION AND VISUAL AIDS

High Contrast Display

SETTING3 4

*+CHANGE @ RESET TO DEFAULTS @ BACK

Fig. 1. Accessibility Setting in “The Last of US: Part II” (The Last of US:
Part 1l Accessibility Introduction Page).

Il. RELATED WORK

Since the same research material could not be found, the
researcher will analyze similar studies, namely on game
accessibility, to inspire the design. Game accessibility is an
approach commonly used in modern console games. In [3, 4],
the methods and challenges of designing accessible games are
analyzed from the perspective of the game itself and the user,
which also gives the inspiration for the choice of the scope of
this research. The scope, or user profile is essential for the
whole design method in this research, not only in video games,
this research also collect user profile from table games, in [5]
the user profile and the way of typical methodologies,
limitations are reported; respectively, an efficient accessibility
game design will be one of this article's guidance, “The Last of
US: Part II” is a uniformed and detailed example in-game field,
in [6], the author demonstrates the importance between
accessibility and game by providing Active Game Accessibility
(AGA) development framework and game accessibility
guideline. Although the content of game accessibility above
cannot be copied in this paper, the framework they used will be
a guide for building an integrated accessibility environment.

To be able to demonstrate the scientific validity of the
proposed solution, this paper uses Chinese disabled data [2, 7]
and consumer data of different shopping stages produced
through the Taobao dataset [8] to be able to analyze the
feasibility of the solution mentioned in this paper, this paper
introduces two models based on the basic understanding of
web accessibility [9, 10, 11], PEQUAL, a comprehensive
website based on multiple analysis methods evaluation models,
and Web Content Accessibility Guidelines (WCAG) 2.0 is a
benchmark to guide web accessibility analysis and design. To
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visualize the website analysis by WCAG 2.0, tools for website
review can be used. Also, an experiment about conversion rate
and time of e-commerce websites and some literature reviews
about the environment of the e-commerce website for people
with disabilities are used for data comparison and discussion
[12, 13]. In the models and data above, the detailed data of the
users with a disability is not able to be calculated or predicted,;
this paper will treat the materials above as benchmarks,
WCAG 2.0 will be the benchmark of detail Ul design while
PEQUAL and data from Alibaba open-sourced dataset will be
the benchmark while testing.

Apart from WCAG 2.0, there is more technical, biological,
or psychological research result that gives guidance to the
design and analysis part of this article: The accessibility
analysis in Australia e-Commerce website based on WCAG
2.0 [1] and the standard Munsell Color System, which can be
the application for helping people with color blindness [14,
15]. The use of the standard Munsell Color System can be
more accurate if “Gamut Mask” is also engaged in a website
color analysis [16]. Pointing and Clicking difficulties can cause
problems shopping online; the behaviors from and assessment
for people with clicking challenges [17] can affect the design
methods. Using an Al-based voice assistant can also be a
solution except for the result above. A study about interaction
quality or voice assistant system (VAS) [18, 19] can guide the
voice recognition technology in the proposed solution. Both
Munsell Color System and voice assistant system are widely
used in the field of design and voice recognition, but can’t find
application in the field of e-commerce websites; this paper will
use both of them to build two core functions about colorblind
support and voice support in the whole system.

Due to the scope of target users, web accessibility design
can be scattered, frameworks for improving accessibility
design service [20] and the example for web design from e-
government website [21] can give the inspiration to the final
united and classified design methods. The external insights
above in the both applications proved the feasibility of the
solution provided by this paper, also gives the guidance for
system testing, but this paper does not share the same group of
users, the objective of users are different while using, so while
testing and designing, this paper will consider both the
successful application and user characteristics.

I11. SCOPE AND PURPOSE

A. Scope

The proposed solution and the analysis are mainly aimed at
the classified groups in Table | [7]. At the same time,
considering the existence of a particular group of sellers,
changes in the design of online shopping systems could change
the experience of the seller group; this change will not be
considered in the designing part.

B. Purpose

By analyzing Web Content Accessibility Guidelines
(WCAG) 2.0, some global e-commerce platforms, and some
specific users of these platforms (see “IIl scope” for details of
specific user groups), this article will suggest several solutions
to build a more user-friendly online shopping environment for
these particular groups. The solutions include 1) a new system
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design scheme based on user itinerary analysis of different
websites; 2) a new interaction design scheme based on the
roles of specific user groups.

TABLE I. DIFFERENT TYPES OF DISCUSSION AND THEIR
CORRESPONDING SPECIFIC MANIFESTATIONS

The type of disability | the specific manifestation

Color blindness; maximum visual acuity in both

Visual impairment. eyes is less than 0.1; visual field is incomplete.

The structure and function of the auditory system
are severely impaired, the average hearing loss of
the better ears is between 81 and 90(dB HL), and
the comprehension and communication are
severely limited.

Hearing impairment.

Cannot use the mouse to make fine movements;

Dyskinesia. using the keyboard input is more complicated.

Unable to understand long sentences, dyslexia, low

Comprehension barrier. .
comprehension

IV. METHODOLOGY

A. Analysis

To make the proposed design method more convincible, the
analysis of the using process and user profiles are needed. By
analyzing the user journey, comparing the actions and time
between different users, the needs from the particular group
will appear. Based on WCAG 2.0, the unreasonable design of
some certain e-commerce websites can also be found. In total,
the analysis will provide the basic logic and reference for
design.

1) Analysis of mainstream e-commerce websites: The
duration of each step, including the interaction of every
stakeholder in the whole user journey, is showed in Fig. 2.
Almost every platform from the research, Taobao, JD,
Amazon, and eBay, has shared the same process. Those
platforms  will use different sales strategies or
recommendation strategies in different status, but the process
itself won’t be influenced.

15-50mins
Time 0-30seconds | | 27days

system

| |
| |
L (1-7days) | 5-25mins
| |
Customer it Browse the _ Compare Makes Waltingfor | ( petumn | Confirm
Journey \epgita > goods > commodity "> purchase the goods ! goodsfor ! receipt and
parameters ! I evaluate
Line of | | I noreason) |
I ] |
interaction [ v .,V I
Answer ) i Notify
Emplyoee customer Fonf\rtmthe _ :\qglst\csto \:
action questions Inventory ! pick up goods);
Logistics I ( Cancel |! Display
Technology Z?Jsp;?:rtproduct Data display Information : the order : transaction
. play changes Display [ display) | record
Lineof  (visidle) 4 Y !
visibility  (invidible) ‘ | l {
| |
- I -
Backstage }Nfebpag'e Data Inventory Trading !-l’fEIS‘ICSl ! _\} Pebltffzfln
information  gratistics  management = system < information | (refund) > intermediate
loading tracking | | account
|
I
|

Fig. 2. The Service System of Mainstream e-Commerce Websites in the
Market.
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Meanwhile, Pinduoduo’s service system, as an APP-only
platform, is somewhat different from them. When paying for
this link, customers can spend less waiting for another
customer who purchases goods simultaneously. The general
flow of the service system is shown in Fig. 3.

Based on the user journey above, user interface change may
change the conversion rate for each status and average
spending time on different pages. However, a recommendation
system and other sales strategies could also affect the
conversion rate. Testing and contrasting the average spending
time in different shopping statuses could be more accurate and
precise.

2) User analysis

a) User Reaction Time Based on Simulation: The
reaction time data should not be affected by subject choices;
simply calculating data from user behavior datasets from
different e-commerce platforms can hardly ignore the error. A
simulation experiment was designed to fix this problem.

This experiment chooses 15 different users who do not
have problems using those e-commerce websites by giving
them other shopping purposes (for example, user A is supposed
to buy powdered milk) to decrease the influence of
recommendation and memory. At the same time, this
experiment gives users the use of barriers to simulate the target
users. The change of CSS filter scale in the source code of an
e-commerce website can affect the sight from different kinds of
color-blind; the slightly shaking from the mouse to simulate the
shaking from hands can be realized by C++ [5]. The
experiment result is shown below; all the experiment was
based on Taobao China website.

Based on the result in 4.1.1, the test was divided into four
parts to simulate: (1) view the homepage and choose
classification the user needs, to decrease the influence of
personal preference, the classification was randomly chosen in
one routine of the test; (2) choose the specific item in the
classification page; (3) read the introduction page of items;
(4) make payment.

| |
) 10-50mins | 1
Time | [ 27days ! (17days) ! 5.25mins
» | 1
Waiting for N | 1 Confirm
jﬁustomer Browse ‘hi) Comparjl another customer  WAttingfor | ( paryrn receipt and—
ourney  goods commodity topaytogether  the goods : goods for : ‘
parameters | ) evaluate
Line of i l | nore;fson |
interaction [ ; !
Answer Confirm th il NOFIW :
Emol onfirmthe Ilogistics to
plyoee customer inventor I, )I
action questions ! : pickup goods,:
Logistics I ( Cancel ! Display
Technology SUPHOTt product Data display Information ! ! transaction
display b ' | theorder
N changes Display U gisplay) ! record
u.".e.of (visitfle) } } T ;
visibility (inviiible) : |
| |
- | |-
Backstage Webpagg Inventory Trading llog|st|csl | |IDebnfrorln
information  panagement = system information : (refund) :|ntermed|ate<-
loading system tracking | 1 account
| |
| |
| |
Fig. 3. Pinduoduo’s Service System.
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TABLE II. SIMULATION RESULT FOR 3 EXPERIMENTAL GROUP
View determin read_ t_he ) Payme
h e the specificatio
omepage - nt
specific nofan .
Is - - time/s
item/s item/s
All color Blind 50.54 16.93 293.93 28.67
presbyopia 56.71 18.94 310.43 33.00
Movement Disorders | 42.33 24,57 269.96 36.65
Normal (control 38.10 14.36 261.97 20.05
Group)

To ensure the data is accurate and precise, the variation
(CV) coefficient was calculated for all the average data in
Table Il. All the CVs are under 15%, and the first 2 steps have
higher CVs while CV in steps 3 and 4 are lower; the errors may
come from different familiarities to the Taobao website.

To put four processes into side-to-side comparison, the time
of reading the specification takes most of the whole process,
which means the information from the item is more important
to users. The assistant reading and understanding in this part
will be more critical. Viewing the homepage and finding
classification takes more time to compare with finding specific
items; this result could lead to the question about the main
navigation bar; too many sorts may distract the user’s attention,
or the color and font influence users’ judgment.

Fig. 4 is the visualization of Table Il. Using the chart to
determine the gap of all kinds of simulations, the move
disorders group spends more time determining the specific
item and making payment. These two parts typically need more
interaction, like clicking and typing. Meanwhile, viewing and
reading parts are harder for group presbyopia, meaning that the
text in those two-part is hard for people to read. Overall, the
other 3 groups' average time is higher than standard data; a
solution used in the whole process is needed.

b) Portrait the User According to the User’s Behavior:
The reaction data present the user behavior objectively while
the user interview reflects the subjective feelings from the
users, which could also be necessary. At present, 10 users
were intensely interviewed, including their shopping habits,
online shopping routine, and problems they’ve met were
asked. Among these users, some hardly use the online
platform for shopping and users who frequently use these apps
as well as the linked industry apps; in this section, the target
users will be further broken down, and the results of the
interviews of these target users are shown in Table I11.

The result of user analysis will affect the focus direction of
the final solution; for example, the colorblind user takes more
time viewing, and using process about “viewing” in these
websites may need more colorblind-aimed assistance. In the
opposite way, if the solution provided from this paper can
decrease the particular using time, the solution can be treated

as an ideal solution to the research question this paper proposed.

3) Web design analysis: With the increase in Internet
users, the importance of owning a website has increased to
manage the business and promote products in all its forms.
Every company or business community, whether small or
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large, has a website that talks about it and its services and
products. There must be many features for the design and
content of the website to represent a tool to attract the most
extensive audience base and attract many new visitors and
retain existing visitors. The analysis above is based on users;
this section will focus more on web design analysis. Based on
WCAG, the color used for a website have strict rules, if the
rules are not followed, users can take more time to recognize
the message, take the main navigation and search bar from
Taobao as an example (Fig. 5), by using a color review tool,
the result of color using is showed on Fig. 6, Fig. 7 and Fig. 8.

The amount of time different groups
spend on a process

350.00
300.00
250.00
200.00
150.00
100.00
50.00 I
read
. determi the
View o
home nethe  specifia Paymen
a e/sp specific ~ tionof  ttime/s
& item/s an
item/s
H All color Blind  50.54 16.93 293.93 28.67
H presbyopia 56.71 18.94 310.43 33.00
M
Di‘gi?:: 4233 2457 26996  36.65
H Normal 38.10 14.36 261.97 20.05

H All color Blind M presbyopia

B Movement Disorders B Normal
Fig. 4. The Amount of time different Groups Spend on a Process.

TABLE Il INVESTIGATION RESULT

User Type
Specification

User Feedback through e-

User Characteristics .
Commerce website now

Too much information on
the main page, hard to

Visual impairment

. - familiar with e-
including color

Commerce website but

blindness, . recognized different icons
- have visual obstacle .
incomplete of - belongs to different sub-
. . when using them
visual field system

familiar with offline

Elder without Too complicated to learn,

online shopping
experience

shopping, not willing to
learn how to shopping
online

too much information to
understand

Elder with online
shopping
experience

familiar with all the
digital platform for e-
commerce, with high
user viscosity, but easy
be treated

Not familiar with all the
discounting policy, cannot
be focus sometimes, easy
to get tired
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Fig. 5. Main Navigation and Search Bar of Taobao (Taobao Homepage).

Fig. 6. Color Review of Main Navigation Bar While Not Clicking
(ColorReview).

fledde 266 9 220 6 220

Fig. 7. Color Review of Main Navigation Bar While Clicking
(ColorReview).

Flip ©) RGB HSL CMYK CSS

et 265 1 255 b 255

Fig. 8. Color Review of Main Searching Bar (ColorReview).

Three lines on the color review, “3” , “45” , “7”7 |
means three standards for AA and AAA in WCAG 2.0, the
index of the circle in the graph the higher, the better. In the
result of the color review, only the background-text color
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contrast ratio of the main navigation bar while not clicking
fulfilled the WCAG 2.0 AA standard.

Meanwhile, in the main navigation bar, products are
classified in 15 blocks, which can be complex for users to
organize and remember.

The analysis of the web page, compare with WCAG 2.0
and other benchmarks, can provide the guideline about Ul
design for the final solution; since the benchmarks, this paper
choose are widely used in other fields, including other
websites, the result of web design analysis should be
convincible and helpful to build a better Ul for e-commerce
accessibility.

4) Accessibility design: All design methods will be based
on analysis and combined with the user profile in the scope.
Design methods are divided into two parts according to the
problems that need to be solved.

1) problems that need to be solved as soon as the user
enters the page; and 2) problems that may need to be solved as
the user uses the site.

The solution before using: 1) Visual aids, adjustable font
and icon size for the main interface, enhanced contrast for
image display, weaker background, highlighting text and
product subjects; these adjustments are specified in WCAG 2.0
[10], i.e., text cannot be adjusted, the font needs to be 14-18
px; repeated scrolling of text needs to be in width 320 and
height of 256 CSS pixels in the window. Contrast ratios of at
least 4.5:1 for large text and up to at least 7:1 for other text. To
prevent light epilepsy, interactive animations should preferably
not be displayed on the home page, nor should any web content
contain any flashing more than 3 times/second.

2) Motion/cognitive aids increase the feedback area, and to
address the needs of Parkinson’ s patients, the delay of the
web interaction will be longer, with the highest delay of 3s
[10]. The user can control the length of the delay, and the size
of the interaction module will be more significant.

The solution while using: 1) Colorblind, color-blind mode,
anything related to the discriminability of the web page can be
adjusted by the color-blind/color-blind mode, based on the
Munsell Color System [4], which is shown in Fig. 9. All colors
are represented by hue, luminance, and chroma. The hue is
divided into red (R), red-yellow (YR), yellow (Y), yellow-
green (GY), green (G), green-blue (BG), blue (B), blue-violet
(PB), violet (P), and purple-red (RP); luminance is expressed
from white to black from NO-N10; chroma is used to indicate
the purity of the hue, and the upper limit of standard colors is
about 10. The color-blindness mode mentioned in this paper
will be designed for all types of color-blindness using
quantitative experiments, which will first determine the
lightness as N5 and the chroma as 5, then let users sort the
hues, the system interface will have different color matching
according to the sorting results (because there is red-green and
blue-green color-blindness, the color-blindness mode will be
designed for all types of color-blindness). After determining
the hues, the adjustment of lightness and chroma will be made
according to similar methods to ensure that the needs of all
similar users are met.
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Value Munsell Color System

—> Hue

10

Chroma
l Yellow-Red

H Red
Red-Purple Yellow

Purple

Green-Yellow

Purple-Blue Blue

Blue-Green

Fig. 9. Munsell Color System [10].

2) Cognitive assistance, this point also applies to users
other than visually impaired users; when opening the assistance
mode, you need to remove all irrelevant icons, reduce the
length of advertising images by 50%, increase the font size to
18px and bold, in the mobile terminal, vibration and touch
need to be corresponding adjusted, for example, increase the
vibration feedback at each stage of shopping, such as adding a
shopping cart, For instance, adding vibration feedback at each
step of the shopping process, such as adding a shopping cart
for a short vibration, and two long vibrations for payment.
Long press on an interactive video can appear auxiliary
subtitles, long-press on an extended language can play a voice
to assist reading. This mode can also be open as a full voice
assistant; users can use voice instead of clicking in the whole
process.

The design part suggests separate parts of the e-commerce
web accessibility design based on the needs from the analysis
part. Also, based on the analysis part, these design methods
will be used in the different user journeys to ensure the
system's logic and make the system integrated and easy to use;
the final solution will be concluded in Section V.

V. PROPOSED SOLUTION

This section will specifically describe how the above
design is implemented in the actual website, taking Taobao as
an example; first, for the main page and all the pages that
require reading, the contrast rate should at least be 4.5:1, font
size need to be larger than 16px, the critical text need to be
bold; all the thrilling video cannot be played, the descriptive
text should be more precise, especially in the specific item
description; The classification in the main navigation bar is
suggested to be decreased. Those are a minimum requirement,
based on the essential condition, the analysis result, and
inspiration from game accessibility; two more things are
needed for the system:
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1) Calibration of the whole system, at the beginning of the
entire process of using, a calibration for accessibility is
needed; this article suggests putting the complete calibration
in the login page for the influence to normal users won’t be
strong. Based on the design and analysis above, the calibration
process needs to contain:

e Color Sensitivity test, the process will be similar to the
method based on Munsell color system in 4.2.

e Font adjustment, adjust the font size, bold or not by
giving the user an article.

e Web layout adjustment using block model and click
adjustment, by giving a simulated website based on the
e-commerce website which is made by different blocks,
users can adjust the size of blocks, the system will
change the size of pictures in the real website, after
finalizing the block, users are required to click some of
the buttons, by testing the accuracy of clicking, the
system can get the force range and necessary delay.

e Whether to start voice input, if the voice input is open,
the voice assistant can be opened, and users can use
voice for payment and clicking.

2) Adjustment while using, similar to the settings in the
game, users’ requirements will change through the using
process. The adjustment needs to contain the following
functions:

Font: Color: Voice:
Options: 16px to Options: Blue- Options: open or
20 px, bold or not, green color close
all RGB blindness; Red-
adjustthe sizeof ~ green color open or close

font, color of
subtitle and test

Click:
Options: small,
middle, large; 1-3
seconds
to change the
button, including
the size and delay,
the initial delay is
0; size is small

blindness; Total
color blindness
adjust the color
based on setup
template, or do the
test again

Hints:
Option: open or
close
open the hints will
highlight all the
important
information,
decrease the
unnecessary
pictures

voice assistant,
including voice
input and audio
cues

Process Assistant:
Options: open or
close;

based on the
cognitive
assistance in 4.2,
the information for
the products will
be concentrated,
the voice assistant
will work for the
whole process.

The adjustment can be a floating window on one side of the
website; users can click to open the settings, choosing one of
the functions to adjust.

VI. DISCUSSION

Because all the proposed solutions are based on the analysis
and authoritative data and models, it is considered as
convincible, especially for the part of simulation experiment is
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useful, if it combines the calculating result based on Alibaba
user behavior dataset and Learning optimal tree models under
beam search [8], for example, the conversion rate from “adding
to cart” to “buy” is 72.9%, these data about the percentage of
conversion can also be influenced by time, shopping time and
conversion rate are supposed to have some relationship, there’s
also an experiment support this idea. However, the rate of
convincible is still in the theoretical part, in some of the
application [20], it is found that users with disabilities are used
to ask help while they have using difficulties [13], that makes
the promotion and testing of the whole system harder. Also,
since the design method may not be suitable for all of the
websites (different companies have different design principles),
it is better to make the design method of the system like a
guideline as WCAG 2.0, which may be more friendly to all the
companies.

VII. CHALLENGES AND LIMITATIONS

While taking care of particular groups, this paper also
considers the impact of changing the system on e-commerce
companies and tries to make some accessibility design with the
most negligible effect on the system itself. The solution above
does not need a lot of budget or some significant changes to the
original system, so it is available to use.

The difficulty of this study is to find the proper users for
testing. Second, because the accessibility design is scattered
and fragmented, more requirements will be needed by
increasing the user number, so it is necessary to develop more
functions based on the coming conditions. The final test of the
system is hard to simulate, especially for calibration; the alpha-
beta test needs to take a lot of time due to this situation.

Another challenge this system faced is the possible conflict
between accessibility and promotion; if the access mode is
used, the promotion activities by the e-commerce company will
be unavoidable decreased, except for recommender system,
moderated promotion or advertisement can improve the profit
as well as the user experience, thus, a better way of promotion
or a better Ul including advertisement is needed, to make the
system easy to use and assure the profit of the company at the
same time would increase the confidence level of this system.

The provided system can now only work for the buyers, but
not the businessmen who also have this kind of situation; if a
system for business people is also developed, other
stakeholders with the same problems may also struggle
because of disabilities, that is because the proposed system is
only in the application layer, accessibility design can be used in
multiple platforms, multiple occupations, and multiple devices;
so, the whole solution can be raised to the system layer.

VIIl. CONCLUSION

To solve the problems for users with disabilities while
using e-commerce website, this paper based on the game
accessibility design and other related application, analysis the
user behavior and user journey and designed an integrated and
flexible system for the whole process of online shopping,
including Ul design and special support (colorblind testing and
voice assistant). The proposed system design is convincible by
comparing with data and benchmarks, it still needs
improvement in many ways like promotion, in the future, the
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application layer accessibility design may be placed by system
layer accessibility, this proposed system is hoped to make
some contribution to the narrow sense of accessibility design in
the field of e-commerce.
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Behavior and Consumer Values using
Eye Tracking Gaze Data
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Abstract—In recent years, the popularity of e-commerce has
witnessed a significant uptick. Physical apparel stores need to
implement measures that focus on the behavioral experience of
shopping at physical stores, a trait that e-commerce lacks. The
purpose of this paper is to clarify the relationship between
customer values and product search behavior and proposed
product placement and customer service methods based on their
values. We used questionnaire data on the values of customer
purchasing to perform factor analysis and cluster analysis.
Moreover, we extracted the product search behavior using eye-
tracking gaze data from an apparel physical store. The results
showed that product search behavior differed based on three
types: trend cluster, self-esteem cluster, and conservative cluster.
Finally, we proposed product placement in a store considering
the features of these clusters.

Keywords—Consumer values; eye tracking; factor analysis;
cluster analysis

. INTRODUCTION

In recent years, the popularity of e-commerce has witnessed
a significant uptick. According to a market study on e-
commerce [1], the e-commerce rate for clothing and apparel
was 12.96%. This rate was higher than the average electronic
commerce conversion rate of 6.76% for all industries. As for
the change in the use of physical apparel stores over the past
three years [2], 32.2% of the respondents indicated that the
number of items that have "decreased a lot" or "decreased a
little". From this result, we found that the opportunity to use
physical apparel stores decreased. Furthermore, in the same
survey, the top three answers for “characteristics of physical
stores actually visited” were “trying it in direct contact,”
“buying it on the spot and take it home,” and “shopping with
family and friends.” Therefore, it is necessary to develop
marketing strategies that take advantage of the strength of
physical apparel stores. Physical apparel stores need to
implement measures that focus on the behavioral experience of
shopping at physical stores, a trait that e-commerce lacks. One
of the major differences between physical stores and e-
commerce is the ability to experience the store environment
and to receive customer service [3]. Improving the services and
merchandising offered by physical stores can help improve the
store image, and in addition, such improvement increases
customer satisfaction [4,5]. In order to improve these services

Kohei Otake?

School of Information and
Telecommunication Engineering
Tokai University, Minato-ku
Tokyo, Japan

Takashi Namatame®

Faculty of Science and Engineering
Chuo University, Bunkyo-ku
Tokyo, Japan

and merchandising, it is necessary to clarify the customer
service required by customers. Therefore, we focused on the
relationship between customer values and customer purchasing
behavior. Since the use of eye tracking is effective in
visualizing purchasing behavior [6], we conducted an
experiment using eye tracking devices in this study. In the first
part of the paper, we discussed related research on the
relationship between values and purchasing behavior, and
related research on the eye tracking case used in the analysis,
and finally, we proposed product placement and customer
service methods.

Il. LITERATURE REVIEW

To improve sales in youth clothing purchases, Matsumoto
et al. [7] stressed the importance of improving the environment
inside the store and customer service skills of its employees.
Hence, the two key takeaways from this study are store
environment and customer service. In their study on the hotel
industry, Ando et al. [8] indicated that customer service
requirements differ depending on the values of customers.
Therefore, capturing customer value should serve as a
guideline for customer service and product placement in
physical stores so as to fully use the advantages of behavioral
experience of a physical store. In the area of eye tracking
research, the role of gaze information on purchasing has been
studied [9]. By using eye tracking, it is possible to visualize
what information is important in purchasing. Zuschke, N. et al.
[10] about research on eye tracking suggested that in-store
marketing activities would encourage product selection.
Bialkova S. et al. [11] conducted an experiment in a laboratory
and a supermarket and suggested that placement is an
important determinant in a storefront environment. Thus, the
information obtained from the experiment in physical stores
can be useful. There are many studies that use eye tracking for
fashion, for example, understanding the purchasing patterns of
mobile consumers [12], understanding the information about
online shopping [13], and evaluating the design of products
[14]. However, in the research on shopping using eye tracking,
there are few examples of viewpoint observation experiments
in physical stores of fashion brands. Therefore, in this study,
we conducted viewpoint observation experiments in physical
store and analyzed them using the eye-tracking data obtained.
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I1l. PURPOSE OF THIS STUDY

The purpose of this study is to classify the relationship
between customer value and product search behavior.
Specifically, we used questionnaire data on the values of
customer purchasing to perform cluster analysis. Next, we
extracted the product search behavior using eye-tracking gaze
data from an apparel physical store. Based on these results, we
compared and analyzed clusters and propose customer service
and product placement methods based on customer values.

IV. DATA

A. Questionnaire Data of Customer Value

We used questionnaire data about the life index conducted
in 2015. The target items included 23 items about fashion and
values for purchasing. Questions about fashion include those
about the quality and value of clothes, the way people choose
clothes, and how they appear in those clothes. Questions about
purchasing include questions about how people shop, how they
choose, and how they think about products. The rating was
based on a five-level scale (1: Not applicable at all, 5: Exactly
applicable). This study included a total of 4946 people: 4930
women in their 20s and 30s, who were the subjects of
questionnaire data analysis and 16 other who cooperated in the
viewpoint observation experiment.

B. Viewpoint Observation Data at Apparel Stores

We conducted a consumer behavior experiment using a
gaze-measuring device at a roadside apparel store on October
15 and 17, 2019 in Tokyo, Japan. Considering that the main
target of the target brand in the store was for women in their
20s and 30s and fashion clothing involvement was significantly
affected by a consumer’s gender and age [15], we conducted
this experiment with 10 women in the 20s under the same
conditions. The store deals chiefly in bags, clothes, accessories,
wristwatches, and shoes. Women’s products could be found at
the 1F and 2F floors. Fig. 1 and Fig. 2 show the layout of the
store. Table I and Table II list the product shelves on each
floor. We used “Tobii Pro Glasses 2” [16] to record eye
tracking during the experiment. This device can move freely
while wearing and records what the subjects are looking at.
Moreover, when we analyzed the recording data, we used
“Tobii Pro Lab” [17] to process the recording data. In order to
unify the experimental conditions, the subjects wearing the eye
tracking device looked around all floors in the store for 20 min.
Before the experiment, we asked the subjects to answer a
questionnaire about their preferences and characteristics. As
the after-questionnaire once the experiment was over, we asked
impressive items and items that they wanted. The study by
Saijo et al. [18] was used as reference to create the
experimental procedure and questionnaires.
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THE PRODUCT SHELVES LIST AT 1F

The Product

Kinds of Products

Shelves

Shelf 1 Collaboration Products

Shelf 2 New Arrivals, Handbags, Tote Bags, Backpacks

Shelf 3 Handbags, Tote Bags

Shelf 4 Pass Cases, Wallets, Handbags, Shoulder Bags

Shelf 5 Shoulder Bags, Boots, Handbags, Backpack, Body Bags
Shelf 6 Shoulder Bags, Backpacks, Tote Bags, Sneakers, for Men
Chair Handbags, Sneakers

Table T-shirts, Handbags, Wallets

Glass Shelf 1 \Ii\ga;llgtisﬁ;ass Cases, iPhone Cases, Key Cases, Pouches,
Glass Shelf 2 Wristwatch

Rack 1 Small Shoulder Bags

Rack 2 Large Shoulder Bags

TABLE I1.

THE PRODUCT SHELVES LIST AT 2F

The Product

Kinds of Products

Shelves

Shelf 1 Sneakers, Boots

Shelf 2 Small Handbags, Sneakers

Shelf 3 Sandals, Boots, Handbag

Shelf 4 Small Handbags, Tote Bags, iPhone Cases
Shelf 5 Small Handbags, Shoulder Bags, Wallets
Shelf 6 Medium Handbags, Shoulder Bags, Sneakers, Backpacks
Shelf 7 Handbag, Shoulder Bags, Mini Wallets, Boots
Shelf 8 Boots, Pumps

Glasses Sunglasses

Table Handbags, Backpacks, Body Bags, Sneakers
Clothes T-shirts, Jackets

Glass Case 2 Wallets, Key Cases

Glass Case 3 Wristwatches

Glass Case 4 Accessories

Glass Case 5 Wristwatches

Rack 1 Small Shoulder Bags

Rack 2 Large Shoulder Bags

Shoes 1 Sneakers

Shoes 2 Sandals, Pumps
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V. ANALYSIS OF THE RELATIONSHIP BETWEEN CUSTOMER
VALUES AND PRODUCT SEARCH BEHAVIOR

This section describes the analysis results and the
considerations regarding the values. The analysis flow is
shown in Fig. 3. First, we conducted a factor analysis using
questionnaire data to derive the basic values of fashion and
purchasing. We categorize consumer values by referring to the
flow of analysis in the study by Ando et al. [8]. In addition, we
referred to the papers by Kimura et al. [19] and Matsuoka et al.
[20] that used factor analysis and cluster analysis in the
analysis of values. To classify customers into groups based on
their values, we conducted a cluster analysis based on the
results of the factor analysis [21]. Next, we conducted three
kinds of analyses to extract, compare, and analyze consumer
search behavior for each cluster. Finally, we propose customer
service and product placement methods based on customer
values.

A. Derivation and Typification of Basic Values Related to
Fashion and Purchasing

Factor analysis is a multivariate analysis method used for
finding common factors hidden in multivariate data. We
executed the minimum residue method and promax rotation for
23 items of questionnaire data on living indicators. From the
results of the screen plot, we identified six factors. Since we
deleted five items for which the factor loading was not
sufficient, we ended up with 18 items, and the explanation rate
for variance was 44%. Table III lists the resulting factor
loadings. We named each factor based on the characteristics of
the questionnaire items.

Vol. 12, No. 8, 2021

The show-off factor was named after the response to
wanting to attract attention in fashion. The quality importance
factor was named after the response that emphasized quality.
The innovator factor was named based on the importance
placed on the new products. The faddism factor was named
based on responses about how people around them saw them.
The commitment factor was named after thinking about and
buying things. The intuition factor was named based on the
responses to impulse buying. Next, to classify customers based
on their values, we conducted a hierarchical cluster analysis.
Hierarchical cluster analysis is a statistical analysis method that
collects similar items from a large group and divides them into
groups. Based on the results of the factor analysis of the basic
values of fashion and purchasing, we calculated the factor
score using the regression method. To examine the tendency of
respondents to the factor scores of six factors, we performed a
cluster analysis using the Ward method and classified
questionnaire respondents into three clusters based on the
results of the dendrogram. We used the Euclidean distance as
the distance between the data. The results are presented in
Table IV and Fig. 4.

Analysis of Customer Values

Factor Analysis
Cluster Analysis

Analysis of Product Search Behavior

Analysis of Time
Spent on Product
Shelves Time

AOI Analysis of A0l Analysis of
Product Gazing Product
Comparison Order

Fig. 3. The Analysis Flow in this Paper.

TABLE Ill.  QUESTIONNAIRE ITEMS ON VALUES SELECTED BY FACTOR LOADINGS
Factor Loadings

uestionnaire Items i i iti
Q Show-off Quality-oriented Innovator Efddls r?tommltme éntumv
| want to attract attention in fashion. 0.982 -0.034 0.055 -0.111 -0.083 -0.111
| want to choose clothes that | can use for as long as possible. -0.084 0.714 -0.084 0.062 -0.017 0.018
| want to choose good quality clothes. 0304 0679 0023 -0.001 -0.056 -0.002
I want to handle them carefully.
| want to use good things carefully for as long as possible. -0.132 0.607 0.032 -0.007 0.148 0.046
| actually buy new products. -0.008 -0.023 0.715 0001 | 0.028 0.126
I'm a person who tries various things.
| check the information of new products diligently. 0.075 -0.024 0.688 0 0.074 -0.071
I'm curious about how | feel from the surroundings. 0 0.009 -0.168 0.686 0.043 -0.056
| often want what people around me have. -0.041 -0.014 0.253 0.509 -0.136 0.109
I only want to put what | like around me. -0.085 0.109 -0.018 0.036 0.548 0.088
I think that individuality appears in what kind of shopping you do. 0.031 -0.012 -0.045 0.112 0.53 0.091
Shopping often doesn't compromise until | find what | really want. -0.059 0.076 0.144 -0.045 0.529 -0.263
| often buy what | like intuitively on impulse. -0.117 0.043 0.034 -0.067 0.045 0.802
I'm in trouble because what | want comes out one after another. 0.062 0.009 0.099 0.264 0.017 0.295
| want to have something different from the people around me as ] )
much as possible. 0.255 0.096 0.019 0.147 0.433 0.167
| like to have branded things. 0.405 0.063 0.236 -0.018 -0.056 0.02
| want to improve my fashion sense. 0.45 0.144 -0.064 0.283 0.046 -0.037
| want to be seen from the surroundings. 0.458 -0.119 -0.077 0.263 0.159 -0.059
| often shop by referring to the best-selling rankings. -0.048 -0.016 0.286 0.429 -0.003 -0.093
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shelves on the first and second floors. We set two conditions as
TABLE IV.  THE AVERAGE VALUE OF FACTOR SCORE ON THREE selection criteria for the three shelves: the products could not
CLusTERS be seen from multiple directions, and there were no clusters

with zero time spent on the shelves. We chose Shelf 2, Shelf 3,

Cluster Factor Score . - - - and Shelf 4 on the first floor, and Shelf 1, Shelf 4, and Shelf 5
Name _Sohf?w Sr‘:::]'ttg'd ;rt‘gfv s':;dd' ﬁzmm't i'\?;u't on the second floor. Here, we present the results of Shelf 4 on
— 102 | ozs o1 038 | 046 0.20 the first floor (Fig. 7 and Table V) and Shelf 4 on the second

: i ' i i : floor (Fig. 8 and Table VI), in particular, where differences
rSeeslil;3 N 1.02 | 005 003 |o018 | 034 050 among clusters are characteristically found.

she 4 shelfs she

anging ging

glss glass
eifl  steli2

shelfl  stelf2 rackl ack2

Conserva | 15 | 943 000 |o018 | 007 -0.40 e
tive o
e
= o
050 200
. e g my-onemed uEer o ce = e 1 shelf2  shelfz  shelf e lfE chair tatle ns n

——Trend  =——Salfrespea Conservative

Fig. 5. Graph of Time Spent on the Product Shelves at 1F.

—Trend  m—elfresped Conservative

Fig. 4. Visualization of the Average Value of Factor Score on Three
Clusters.

The trend cluster included 1583 people, the self-respecting
cluster had 1842 people, and the conservative cluster had 1521
people. Among the 10 subjects who participated in the
experiment under the same conditions, two were in the trend
cluster, five were in the self-respect cluster, and three were in
the conservative cluster. Furthermore, we categorized

consumers into three clusters based on their values. The values Fig. 6. Graph of Time Spent on the Product Shelves at 2F.
of the show-off factors, quality-oriented factors, and innovator

factors were high. As a result, they tend to grab new products i 'ﬁ -

and information and are more sensitive to fashion trends. For !é ﬂ
self-respect clusters, the values of the faddism, commitment, e — '

and intuition factors are high. It is a cluster that values one's 1Y A

core and sensibility while being sensitive to one's own way of h “ﬂﬂ

seeing and the trends around oneself. Conservative clusters

have only a high Faddism factor and less noticeable results for g‘ﬂ nh
other factors. It is a cluster that likes basics and does not - ' -
adventure.

B. Analysis of Time Spent on Product Shelves

To classify the differences between the clusters, we
aggregated the time spent on product shelves. The results for
1F are shown in Fig. 5, and the results for 2F are shown in . i )
Fig. 6. The detailed results for each cluster are discussed in Fig. 7. Picture of Shelf 4 on the First Floor.
Section VA.

C. Product Evaluation on Product Shelves using AOI
Analysis

Next, we conducted an area of interest (AOI) analysis to
see whether there were differences in the products they were
looking at on the shelves among the value clusters. The AOI
analysis is a function of the eye-tracking device software Tobii
Pro Lab [17], which enables us to measure the number of gazes
and gazing time of the area of interest by specifying the area of
interest from the recorded data [22]. Total visit duration on an
information sign was found as the strongest predictor of E
product choice by Bridget K. Behe et al. [23]. In this study, we J
extracted total visit duration of the item area for three product Fig. 8. Picture of Shelf 4 on the Second Floor.
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TABLEV.  AOI ANALYSIS RESULT OF SHELF 4 ON THE FIRST FLOOR
Cluster 11 12 13 14 2.1 2.2 2.3 2.4 31 32
Trend 0.00 0.26 0.55 0.42 2.06 1.02 1.32 241 0.70 1.38
Self-respect 0.00 0.26 0.31 0.12 0.26 0.83 0.19 0.28 1.05 1.36
Conservative 0.00 0.33 0.04 0.26 0.63 0.46 0.10 0.08 1.20 151
Cluster 33 34 41 42 43 4.4 51 52 53 54
Trend 1.94 341 1.45 2.04 391 4.05 1.19 2.18 2.80 5.20
Self-respect 1.18 1.57 1.04 0.77 0.98 0.64 1.52 0.31 0.36 0.17
Conservative 0.44 0.29 0.24 0.05 0.47 0.07 0.17 0.82 0.26 0.45
TABLE VI.  AOI ANALYSIS RESULT OF SHELF 4 ON THE SECOND FLOOR
Cluster 1 left 1 right 2_center 2_left 2_right
Trend 0.00 1.90 0.75 0.57 1.23
Self-respect 0.15 1.85 141 0.82 291
Conservative 0.10 1.58 0.93 0.61 113
Cluster 3_left 3_right 4_center 4 left 4_right
Trend 2.81 3.56 0.44 0.60 0.64
Self-respect 2.04 4.67 1.82 0.70 0.29
Conservative 2.67 3.99 131 0.24 0.84
TABLE VII.  THE TENDENCY OF THE ORDER OF GAZE AMONG THE CLUSTERS

Subject No. | Cluster Affiliation | Action Comparison Tendency
1 Trend " hen Compared them with the back products Compareshapes

the second time, she focused on the camera bag on the fourth shelf.
2 Trend She focused on the red and beige products. Compare shapes
3 Self-respect The first time, she compared shapes (b_lack, red, and white); Compare shapes

the second time, she compared the chain bag and then the camera bag. — Compare colors
4 Self-respect She compared vertically and compared colors by shape Compare colors
5 Self-respect She compared the same color to each other Compare shapes
6 Self-respect She barely looked at the beige pr_oduct in the first row; Compare colors

she focused on the camera bags in the second and fourth rows
P oot | Al e e s e e et
8 Conservative After looking at them, she touched 2_3 and 3_2 E;ZL;?ZE:;;Z?&E%S?:; tir:]e
o [ conenae | etk ey t e cames bge o e scond and v
10 Conservative After looking at the whole, she compared the black products, Compare shapes

and then touched 3_4 for the second time, comparing the color of the camera bag

— Compare colors

The AOI analysis includes a function to visualize the order

VI. DISCUSSION OF ANALYSIS RESULTS AND PROPOSALS

in which the viewpoints were moved in each area for a single
product shelf. We compared the tendency of the order of gaze
among the clusters. In this study, we analyzed Shelf 5 on the
second floor, where shoulder bags were lined up in the same
shape as the products. The results are listed in Table VII. The
results showed that there were four patterns of product
comparison methods: those who compared shapes with colors,
those who compared shapes, those who compared colors, and
those who gazed at only the most visible product for a long
time. However, there were no differences among clusters.

FOR PRODUCT PLACEMENT AND CUSTOMER SERVICE
METHODS BASED ON EXPERIMENTS

This section discusses the results of the analysis described
in section IV. Specifically, this study clarifies the relationship
between consumers’ sense of value and searching behavior. In
addition, based on the results of the analysis and consideration,
we propose a shelf arrangement in the store.
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A. Discussion of the Relationship between Consumer Values
and Product Search Behavior

Based on the results of Section IVB, we found that the
product shelves that are easily gazed at tend to be gazed at in
all clusters. Shelves 2, 3, and 4 on the first floor and Shelf 4 on
the second floor are the product showcases where people spend
the most time. Therefore, the shelves with multiple types of
bags facing the front left-hand wall from the entrance are in the
golden zone, where they are easily gazed at and searched. In
contrast, we found that the time spent in the product shelves of
collaboration products, men’s products, clothes, and collection
products that emphasize the attractiveness of the brand are
short. From the results in Section IVC, the overall tendency of
the results is that flashy products are more likely to attract
attention in all clusters. Therefore, when placing products,
combining eye-catching products with products that attract
attention can effectively increase the chances of customers
discovering the products. In addition, the height of the product
shelves that are most likely to be gazed at correspond to the
products on the second to third shelves from the top. This
result was similar to the study of Piotr Chynat et al. [24]. This
shows that the location of the product shelf and its position on
the shelf are also important for optimal product placement.
Table VIII shows the summary of product search behavior.

In the trend cluster, the results of Section IVB show that the
time spent in the product shelves with small bags, small items,
and wrist watches was longer. The results of Shelf 4 on the first
floor show that it has the largest bias in terms of the time spent
on the products, indicating that it is the cluster that tends to
compare the products it likes. As for bags, there is a tendency

Vol. 12, No. 8, 2021

to prefer small handbags and shoulder bags to large ones. This
may reflect the recent trend for smaller bags rather than larger
bags. In the self-respect cluster, the time spent on shelves with
flashy bags and small items was long. Based on the results of
Shelf 1 and Shelf 4 on the second floor, the self-respect cluster
was the only cluster that often looked at shoes. In addition, the
results of Shelf 4 on the second floor showed that they tended
to look at products with patterns and flashy colors more often
than other clusters. This may have been influenced by the
concept of the fashion brand in this experiment as a self-respect
cluster. As for the conservative cluster, the shelf-gazing time
was shorter than that of the other clusters, indicating that they
tended to look at the shelves from a bird’s-eye view. The
conservative cluster tended to pay more attention to the eye-
catching products. The conservative cluster tended to look at
products from a bird’s-eye view and did not pay attention to
any product for a long time, resulting in the least bias.
Therefore, the conservative cluster reflected the tendency to
prefer basic products and not to try new or flashy products.

B. Suggestion for Product Placement and Customer Service
Methods based on Experiments

The display of trendy and recommended products on the
product shelves of the first floor is necessary to present the
brand concept. However, no one in any of the clusters gazed at
the display for a long time to search for products. Therefore, it
is effective to place the product shelves near the entrance to
present the concept, and to arrange the products around the
shelves so that they can be easily compared. Table IX shows
the summary of suggestion based on experiments.

TABLE VIII. SUMMARY OF PRODUCT SEARCH BEHAVIOR

Characteristics of product shelves

Cluster Name with long staying time

Characteristics of products that
are likely to attract attention

Trend There're small bags, small items, and wrist watches.

Size: small

Self-respect There're flashy bags and small items.

Colors: flashy, bright, patterned cloth
Category: shoes

Conservative

No bias compared to other clusters.

They don't gaze at any product for a long time.

TABLE IX.

SUMMARY OF SUGGESTION BASED ON THE EXPERIMENTS

Cluster Name Product Placement Method

Customer Service Method

Trend for easy comparison

Placing products of multiple colors and shapes in the same place

Present products in a way that makes them easy to compare

Self-respect catching products

Placement of recommended products in combination with eye-

To introduce trends and popular products.

Conservative

To place together products that are easy to coordinate, flashy
products that catch the eye, and products that are recommended

To combine products and present them as coordinated
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Since the trend cluster tends to compare products they like,
it is effective to place products of multiple colors side by side
so that they can be easily compared and place trend products
on the second to third height from the top where they can be
easily seen. In terms of customer service, since customers often
tend to compare products, it is considered effective to talk to
them and recommend products to them when they have
narrowed down their search. In addition, it is good to compare
and recommend products with the same tendency as the
products customers like. Self-esteem clusters tend to pay
attention to products with flashy colors and patterns that are
likely to catch their eyes, and thus, it is effective to present
trends and recommendations in an easy-to-understand manner.
Therefore, it would be beneficial to place recommended
products in combination with eye-catching products and place
products on the shelves in a conspicuous manner. In terms of
customer service, it is important to inform customers of the
current trend and popular products. The conservative cluster
often looks at products from a bird’s-eye view more than any
other cluster, and thus, it would be beneficial to arrange
products in such a way as to increase opportunities to
encounter products, for example, by not placing similar shapes
and colors of products together, so that customers can see a full
range of products. Products that are easy to match as
coordinates or flashy products that easily catch the eye and
recommended products should be placed together. In terms of
customer service, it is also important to recommend
combinations of products and to encourage customers to
compare products when they stop by so that they can find their
favorite color or shape.

VII. CONCLUSION AND FUTURE WORK

We aimed to clarify the relationship between customer
values and product search behavior and proposed product
placement and customer service methods based on their values.
The results showed that product search behavior differed based
on three types: trend cluster, self-esteem cluster, and
conservative cluster. Trend clusters tended to observe and
compare products more closely and had greater variability in
product gazing time. Self-esteem clusters tended to look at
products with patterns and flashy colors more often than other
clusters. The conservative cluster tended to look at products
from a bird’s-eye view and did not pay attention to any product
for a long time, resulting in the least bias. In addition, we
proposed product placement in a store considering the features
of these clusters.

In future work, we need to understand what kind of values
the customers who use the store tend to have. Therefore, we
think that it is necessary to speculate using purchase data,
analyze the difference in the initial movement of product
search for each sense of value, and analyze the reaction to
customer service in future work.
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Lip Detection and Tracking with Geometric
Constraints under Uneven Illumination and Shadows
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Ras Al Khaimah, UAE

Abstract—In the modern era, recent advancement in
computer vision has led to emergent attention in lip reading.
Indeed, lip-reading is used to understand speech without hearing
it, and the process is mentioned as a lip-reading system. To
construct an automatic lip-reading system, locating the lip and
defining the lip region is essential, especially under different
lighting conditions, significantly impacting the robustness of the
lip-reading system. Unluckily, in previous studies, lip localization
under illumination and shadow consideration has not been well
solved. In this paper, we extant a local region-based approach
towards the lip-reading system. It consists of four significant
parts, firstly detecting/localizing the human face, mouth and lip
region of interest in the first video frame. Secondly, apply pre-
processing to overwhelmed the inference triggered by
illumination effects, shadow and teeth appearance, thirdly create
contour line using sixteen key points with geometric constraint
and stored the coordinates of these constraints. Finally, track the
coordinates of sixteen points in the following frames. The
proposed method adapts to the lip movement and is robust in
contrast to the appearance of teeth, shadows, and low contrast
environment. Extensive experiments show encouraging results
and the proposed method's effectiveness compared to the existing
methods.

Keywords—Lip  detection; lip tracking; illumination
equalization; shadow filtering; 16 points lip model

. INTRODUCTION

The continuous progress of technology brings to an
irreversible change of paradigms of interaction between
humans and machines. Traditional ways of human-computer
interaction using keyboards, mice, and display monitors are
being replaced by more natural modes, e.g. speech, touch, and
gesture. New PCs, tablets and smartphones are moving
increasingly toward a direction that will bring in a short time to
have interaction paradigms so advanced that they will be
completely transparent to users. In recent years, to automate
the process of voice communication with which they interact
between themselves persons. Lip movement and reading are
used to recognize speech from a speaker without hearing. It is a
procedure that especially gets to grips by people having
hearing problems. In 1976, audio-visual illusion became
recognize as the McGurk effect [1], which shows that visual
cues information combined into the listener's mind
automatically and unintentionally. The listener perceived the
syllable, which is dependent on the visual information and
strength of audio from the speaker.

Prof. Luca Lombardi?

Dipartimento di Ingegneria Industriale e dell'Informazione
University of Pavia, Pavia, Italy

In the past, there are two main techniques, edge and region-
based, proposed for lip segmentation and extraction by using
spatial information (edge and colour) to track lip movement.
Hue and edge information are used to attain mouth localization
and segmentation [2]. Initially, visual features extraction is
obtained in greyscale images [3, 4]. The vertical center of the
lip region is used to initiate by compelling the sum of each row
in the mouth region and finding the minimum value of the row.
The corners of the lips are found by setting the threshold, and
horizontal edges are representing by four parabolas of both lips
(lower and upper lips edges). They use the linear filter to find
the edges. Another method is applied to the greyscale image
[4], which is very close to the above method, but this approach
tracks the unnecessary features in the mouth region such as
nostril and pupils. The statistical colour model was used to
locate the face by normalizing the skin colour [5]. Outliers are
used to find the position of features points in all frames of the
image sequence, and sometimes these positions are not the
best. The performance of these techniques failed to produce an
accurate result in cases when a speaker has beard and teeth
presence. The beards have high edges in both directions
(vertical and horizontal) mentioned in [6]. Therefore, the edge-
finding method is not helpful for persons having bears. The
HSI (hue, saturation and intensity) colour space extracts mouth
pixels and sorts out the illumination from colours[7]. Hue
values redefine the lip pixels. Different colour spaces [8, 9] and
approaches have been used for visual feature extraction, e.g.
optic flow analysis [10]. However, these methods failed with
data sets of more than one few words and were computational
intensive [11].

The active contour model (ACM) detects the lip boundary's
edge [12]. Unluckily, this model often converges to the wrong
result when the lip edges are indistinct, or the lip is very similar
to the skin region. The region-based approaches mostly use the
regional statistic characteristics to comprehend lip tracking.
Distinctive examples include deformable template (DT) [13,
14], region-based ACM [15], active shape model (ASM)
[16,17], and active appearance model (AAM) [18]. A regional
cost function is used by DT to divider a lip image into the lip
and non-lip regions via a parametric template, which represents
the lip shape properly. Therefore, globally statistical
characteristics have been wused in mostly region-based
approaches.

Consequently, their performance may decrease due to the
appearance of teeth, tongue or black hole. The localized active
contour model (LACM) [19] have better results. However,
LACM depends on the proper correlative parameters.
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Moreover, the colour information is not considered [19], which
is very important to improve extraction performance,
particularly when the images have shadows [20, 15].

This paper presented an approach to lip detection and
tracking with two main phases: (i) lip contour extraction for the
first frame and followed by (ii) lip tracking in the following lip
frames. In the first phase, we created the dataset from a
different speaker, i.e. Male/ female, different age groups by
uttering English alphabets and numeric numbers in different
light conditions, defining the mouth ROI, and applying pre-
processing methods. Then, we utilized a 16-point lip model
[21] with geometric constraints to achieve lip contour
extraction. We repeat the same procedure for the lip ROl image
and compute the lip tracking in the second phase. The proposed
approach is adaptive to lip movement and robust against the
appearance of the illumination effects, teeth and shadow.
Experimental results have shown promising results.

Il. METHODOLOGY

Previously, videos dataset created by using compression,
controlled light environment, constant background for
processing [22] led to noisy pixels in frame images, slow
performance and caused false feature detection. We created the
video datasets in different lighting conditions, gender
(male/female) and different age groups. Some male persons
had a moustache as well. A small application was developed
for recording the video files by using Visual C++ and OpenCV
[23]. These videos were recorded in the Computer Vision Lab
of the University of Pavia at different times, using a Logitech
HDR webcam with the highest possible resolution supported
by the camera. Each speaker had to record the video by
uttering different alphabet letters and numbers.

A. Face and Mouth Detection

Face and Mouth detection have a vital role in lip
localization. Firstly, it is necessary to detect the speaker's face
in all video frames and crop the speaker face for the mouth
area. Numerous approaches have been already developed and
categorized as: i) colour based [24], ii) template-based [25],
and iii) feature-based [26,27]. Face detection methods based on
local features and machine learning-based binary classification
methods[28] have been widely used in various face recognition
studies because of their real-time capability, high accuracy, and
availability in the OpenCV, but the mouth area detection was
not detected accurately. Only face detection results were
accurate. To overcome this problem, we used the face image
and split it into two parts horizontally. The upper part has the
eyes, forehead and a small part of the nose. The lower part has
the mouth on which we applied the mouth cascade classifier,
obtaining precise results as shown in Fig. 1.

(d)

Fig. 1. Face and Mouth ROI Detection a)Frame Detection b) Face Detection
c) Face Image Splitting d) Mouth Detection.

Vol. 12, No. 8, 2021

I1l. PRE-PROCESSING

A. lllumination Equalization

Mouth ROIls are extracted from videos acquired, where
sometimes lightning is very strong and irregular. This
irregularity is the cause of various disorders that can lead to
malfunctions of the lip-reading application and make it
challenging to identify the crucial points and construct the 16
points lip model. Different methods have been proposed for
image enhancement [30], Histogram equalization, and lighting
[20]. The method [29] works exclusively on the luminance
value of the individual pixel. Although, It has few flaws, such
as the effects of irregular lighting are attenuated only along
with the single direction vertical and fixed scaling size of
image 71 x 44 and mask size 3x3. We decided to improve the
model [30], making it more robust with respect to light,
multiple directions horizontal and vertical, working no more
than on the single pixels and on local regions within the image.
The extended algorithm can adapt to the multiple directions of
the lighting, as shown in Fig. 2 [20].
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Fig. 2. a) Horizontal Direction b) Vertical Direction [20].

The colour lip image size m x n provided to the function's
input is initially converted in HSV colour space, let L (i,j) is
the L' (i,j) represents the luminance of each pixel respectively
before and after the operation of equalization. To simplify the
process, assume that the non-uniform illumination is instead
linear along the direction of its application. As mentioned
earlier, the innovation brought to a method implemented in this
elaborate consists of manipulating the individual pixel's
luminance value but work on a local region of size (2p + 1) x
(2q + 1). Each pixel of the original image assumes the value
obtained from calculating the average of the luminance values
of all the pixels included in the mask that flows throughout the
image along the two main directions identified. The luminance
value of the pixels (Horizontal and Vertical directions) was
calculated using the application formulated in formulas 1, 2.
L'@j =

L(i,j) + (n—21+212;(_r§z)7)—l(p))’

i €[1,p]

P (n-2j+1)+(r(m-p)-l(m-p))
L(l’]) + 2(n-1) ’

[ €[pm—p] (1)

L(l,]) + (n—2j+1)*(r(i)—l(i))’ i € [m -, m]

2(n-1)
L)) =
LG, j) + %, i €[1,4]
LG, ) + (m_Zi;(lr);Ebl()?_m)' i €lg,n—q] 2
LG, ) + (m—zi+1)*2((brfln_—16)1)—t(n—q)), i €[n—q,n]
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Where 1; and r; denote the average intensity of respectively
left and right edges of the local region of size (2p + 1) x (29 +
1), to the it row of the mask. Similarly, ¢; and b; denote the
average intensity of the upper and lower edges of the local
region at the jt» column of the mask, as shown in Fig. 7.

B. Teeth Filtering

During the experiment, it was observed that illumination
equalization is not enough to improve the system. Still, some
other factors are to be considered, e.g. the teeth, black hole, and
tongue region that can be visible in processed images. In the
past, the researchers reported that without considering these
factors cannot have a robust result for lip tracking [31]. The
proposed teeth filtering method removes the teeth appearing in
the mouth (ROI) in all frames. The presence of teeth in the
image frame is observed when the mouth status is open. It was
possible to construct a filter dependently on thresholds, which
correctly identifies the range of colour that characterizes the
range of the tooth region in the Mouth (ROI). The implemented
function inputs the illumination equalized image and then
convert it into two different colour spaces CIELAB and
CIELUV. RGB colour space has characteristics that are not
suitable for defining the thresholds based on which it filters the
region of teeth. The teeth region is characterized by the lowest
components ax and u* present in the image. The two threshold
values have been set for the two chromatic components of
interest. Loy has demonstrated that to achieve a satisfactory
result, the teeth thresholds ¢. and ¢. should be set according to
the formulas (3) [41].

t, = min (y, — a,, 9] Otherwise if (u, —0,) <9
t, = min (t, — t,, 29] Otherwise if (1, — 0,,) < 29 3)

Where la, 6a, Hu and o are, respectively, the mean and
standard deviation of the chromatic components to ax and ux.
According to this approach, all the pixels that relate to the teeth
may identify pixels that correspond to the teeth i.e. a* < ta or
w < tyor L* 35% or L 95% in the chromatic components
reference as white, normalized to restrict their range of the
standard deviation in 2 around the mean value. Each pixel
characterizing the teeth is masked by resetting the colour value
of all the chromatic components of the specific colour space
identified. It cannot influence the future operations of search
from the position of the mouth. If there are no teeth, a presence
mask will not apply, and if teeth appear, the mask will remove
the teeth pixels by changing the teeth pixels value to 0.

C. Shadow Filtering

A mean filter is used to reduce noise caused by shadows in
the images described [32]. Again, these disturbances are
because of different lighting conditions, e.g. sourcing light
angles and shades beneath the lower lips. The rate of
recognition of a lip-reading system is based on the accuracy of
the lip position. Unfortunately, up to now, there are no
algorithms not effectively solved the problem of locating the
lips in uneven lighting conditions. Illumination equalized
images used to reduce the interference brought by shadow. For
the implementation of the shadow detection method, we used
these steps: i) Convert the illumination equalized image into
grayscale, ii) Considering the image as a matrix in which the
rows are characterized by the index "i" and columns from the
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index j. iii) Calculate the accumulation of the grey level value
for each column of the image and obtain a column index
corresponding to the mean value of the accumulation curve as
the boundary of shadow. It is used to divide the grayscale
image into two sub-images, left Isl and right Isr, to enhance the
contrast between lips and the surrounding skin region (4).

_ 255(I-Imin)
Ie - (Imax_lmin) (4)
si = dist(1 1)y, @) (5)

Where, Imin is the minimum grey-level value in the
image, and Imax is the maximum value. Euclidean distance &:
is determined by calculating the distance between (Z£) and
(I ™). If 6,4 is greater or equal to 8i then the process will
stop, and (li) will be marked as the final image. The
convolution process ends when the Euclidean distance
decreases by less than two units between two subsequent
iterations. We determined if each sub-image and the whole
image and output image Isl are extracted by subtracting the
initial and final images in the proposed function. The shadow
detection ends by making a new image by merging two
images, left Isl and right Isr. The middle line obtained between
Isl and Isr by curve, having information about boundaries of
lips and skin region and the minimum value of the row
position, is considered the corner points of the lips. Finally, a
convoluted image is extracted, as shown in Fig. 3.

- E 1 sl
a) b) c) d)

Fig. 3.  Smoothing the Contrast (a) Greyscale Image (b) Left Image (Zs:)
Convoluted, (c) Right Image (Zs-) Convoluted (d) Output Image.

IV. Lip DETECTION

In this step, we have to mark the exact position of the lips.
An elliptic shape function [36] was applied to detect the lip
boundary. This method gives good results when the mouth
status is closed, but when the variation in lips, some marginal
parts of this elliptic region may be far away from the lip
boundary. Lip corner dots are successfully implemented by
using intensity variation and colour cues in [19, 33], as shown
in Fig. 4(a). We proposed the extraction method for geometric
positions by labelling the left corner, right corner, upper corner
and lower corner as points La, L, Vo and V5 as shown in
Fig. 4(b).

a) b)
Fig. 4. a) Standard Lip Model b), Geometric Points of Interests, c) Crucial
Points Horizontal d) Crucial Points Vertical.

0 d)

A. Crucial Points (L, Ly, Va, Vi)

To identify the horizontal crucial points; we extracted the
left point L. and right point L. Points are located on the
median axis of the image and stored in a vector. The values of
curve G have peaks of high frequency due to noise. This noise
must be clear to ensure the precise extraction process of crucial
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points. A low-pass filter applied of Butterworth through mask
size 3 3 pixels that run through everything the curve G to
reduce the noise. The vector filtered result, called Gf proceed
with the search of the crucial points. Accumulate the grey-level
value for each column of the image and obtain correspondence
column index to the mean value of the accumulation curve as
the boundary of shadow. The boundary shadow value, median
axis and sub-images Isl and Isr already have from the shadow
filtering phase. This whole curve G consists of both sub-
images divided by boundary shadows. The curve representing
the vector G should be monotonically decreasing to quickly
identify the crucial point left as that point occurs the maximum
value of the gradient, considered absolute value. This value
corresponds to the boundary between the mouth region and
skin. The positions of mouth corners correspond to the steep
slopes of the curve, as shown in Fig. 4(c,d). The method for
searching for the left crucial point consists of several steps.
Firstly, obtain the first minimum' m’ by scanning Gf from left
to right. To work in the best possible conditions, make the
monotonic curve and save this new curve in a vector support
Gm using formula (6).

(O] (@) (i+1)
N 6" = 6'")

Cm’ = Gy CIPIGEY ©)
f ( f f )

Once curve is extracted, carry out all the values of the
vector Gm in the correct range of processing for grayscale
images, therefore ensuring the pixels fall in the range between
0 and 255 by using the following formula (7).

i 255(G— GIT

Gm is used to search the left crucial point, but
unfortunately, there is no maximum rate, although the curve is
monotonic. To overcome this problem, calculate the average
pixels values of the vector Gm as shown in equations (8) and
(9) are utilized to adjust the image's contrast on the horizontal
median axis.

k¢
avg _ 4i=1
Cw = H=L @)

I(255 15C™9 < I, < 1

foue = 1 ©)

L e 0< Iy <15C9

Where 1,,,, and I, are the output and input grey level
values, the I,,,,; is obtained by adjusting the curve and a binary
image; those pixels values are 0 or 255. The local minimum
point is identified in the position for the first time, where the
pixel changes from 255 to 0. Curve C was obtained after the
adjustment of contrast and crucial points (L, , (Lp). The
vertical points made a start from the results as described in
horizontal crucial points. Based on the position of the
horizontal crucial points, calculate the mouth’s centre point,
and its column index is marked as vertical midline of the
mouth, in which two crucial points, vertical Va and Vb are
situated. The pixels values that lie on the vertical axis are
divided into two groups and stored on a vector to be processed.
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We built two more vectors, respectively called B1 and B2,
containing only the pixels with a value equal to the maximum,
corresponding to the value “1”, and the pixels with a value
equal to the minimum conform to the value “0”. In addition,
two binary vectors B; and By are obtained by applying logical
operation that provides outbound Bl and B2 as described in
equation (10).

B, = BXOR(B, 1) B, = B,XOR (B, <1)  (10)

The operator <« indicates the logical operation of shift one
position to the left. At this stage, crucial points Va and Vb are
identified. These points where the first occurrence of the value
of 'l inside of the vector B1’ while Vb fits in the position in
which, the last occurrence of the value 'l " inside of the B2'.

B. Draw Ellipse

The next step is to find an ellipse that encloses the mouth
region. In some cases, the ellipse position is incorrect because the
bottom point V is not proper. To overwhelm this problem, draw
two half-ellipses, one for the upper lip and one for the lower lip.
This trick shows more precise and realistic results. This
method identifies the coordinates xlI, yl of the horizontal
crucial points Lax, Lbx and Lay, Lby and vertical crucial
points Vax, Vbx and Vay and Vby by using geometrical
formulas for drawing an ellipse. The centre of the mouth is
calculated with equations (11).

X, = % (Lay +Lb,) y.= % (Lay + Lby) (11)
The inclination of the half-ellipses for the horizontal plane
is calculated with equation (12).

6 = arctan (M) (12)
Lay+Lby
The semi-major axis a common to both the half- ellipses,
calculated as in formula (13). The semi-ellipse of the upper lip
and the lower lip's semi-ellipse is shownin equation (14).

a= % (Lby — Lay)? + (Lb, — Lay)z)l/ 2 (13)

1 y
bup = E (Vax - xc)z + (Vay - YC)Z) 2

1

1
biow =+ (Vb — x)? + (Vby — %)) (14)
Xc,yc be the centre of mouth coordinates and origin of the
combined semi-ellipse, calculated as formula (15). Where ‘a’ is
the semi-major axes, bup and blow are the upper and lower
semi-minor axes. 0 is the inclined angle, defined at the counter-
clockwise direction.

2 2 2 2
"L;+ZZT:=1 "%+%=1 (15)
C. Lip Modeling

The Lip model was used to determine the accurate
boundary line and geometric points around the lips. We
have already extracted four points left, right, top and bottom in
the previous section. Previously, lip modelling was performed
without pre-processing, which may cause incorrect tracking
results, i.e. four key points model with two parabolas for the lip
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contour used in [34] and six key points with cubic curves
connected to describe the lip shape used in [35]. First, sixteen
point geometrical deformable models are used in [21]. It is
challenging for the modelling of the lips in non-ideal
conditions. A model-based approach was proposed for lip
contour extraction from colour images to overcome this
problem. A region-based cost function is employed to
formulate the entire lip contour extraction as a region partition
problem instead of the conventional edge detection problem.
The proposed algorithm is more robust with low colour
contrast, and the final extraction result is less sensitive to the
initial model parameters than the edge-based. Curve CO is used
as a curve of evolution for the initial model development of the
model. The proposed algorithm is the extension of the 16
points lip model as described in [21]. These geometric
constraints showed the lip boundary, and we will store the
location of these points and then track the lip movement. The
16 lip boundary points labelled PO to P15 in anti-clockwise and
parameter set by equation (16).

Ay = {xpi,ypi} where i =0, ....15 (16)

These points are divided into three groups as the lower lip
(Po,P7,Py5), upper right lip (P;- Pi1;) and upper left lip
(P11~ Pis). A normalization process was used to translate
the lip corner points P; and Pis to lie on the horizontal x-axis
and point Py; on the vertical y-axis. The centre origin of lips is
set to be the midpoint between the two lip corners, P7 and P15.
After normalization of the mouth ROI, the next step is
constructing the 16 points lip-model lips. Lip modelling is split
into two parts model i) initialization and ii) thresholding.

e Lip Model Initialization

Elliptical regions extract the lip contours [36] but give the
approximate surrounded area of lips, not precise lip. Therefore,
a minimum-bounding ellipse as the initial evolving curve is
used to find the extract of the lip contours. Model initialization
is the starting point of the construction of the lip model. Using
the ellipse's geometric parameters is already identified, and the
ellipse showed the accuracy of locating the mouth region in the
video frames. Therefore, some adjustment operations are
required to simplifying the process of initialization of the
model. We used three functions, probability map, cost function
formulation and draw graph to obtain more accurate model
construction.

The teeth pixels with ax < ta or ux < tu for colour
component ‘a’ and ‘u’, also white pixels of L* <35 marked and
discarded in lip initialization process and assign probability
values on marked pixels. Teeth pixels are always inside the
mouth and assigned high ¥alues of probability. It helps the
model to separate the upper and lower lip. The surrounding
teeth are considered lip pixels with low luminance values and
equal probability values 0.5 are assigned. A low pass filter and
cost function are applied to smooth the probability map to
optimise the process and determine the optimum partition
when the cost function in equation (17) is maximized [21].

max {C(Ap) =
H(x,y)eRl(lp) prObl(xﬂy) * H(x,y)eRnl(lp) prObnl(xﬂy)} (17)
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Where Ap is the 16 point model parameters, probl (X, y) and
probnl (x, y) are the probabilities of lip pixels and non-lip
pixels at location (X, y), Rl and Rnl are the enclosed and
outside the region by the point model. The lip model fitness
evaluated by extension of the cost function. Draw Graph
proposed to draw the graph extraction points starting from the
parameters of the lips. Draw the rectangle around the mouth,
tolerance value calculated based on the image's height, and
enlarge a variable value the rectangle within which to seek the
edges of lips. The rectangle is determined by the ellipse, which
allows the search of the representative point of the intersection
with the green ellipse. Calculate the center point of La, Lb and
Va, Vb crucial points and mark the points as shown in Fig. 5.
The model initialization worked with two single-channel
images 'H’ of HSV obtained from the original RGB and
Ellipse image. The final mouth ROI image is obtained by
subtracting the ellipse H image from the original input H
image.

(a) (b) _© (d)

(e) () ()

Fig. 5. a) Original Image, b) Ellipse Image, c) Draw Rectangular d) Graph
Points, e) "H’ Channel Image (b), f) "H’ Channel Image of Ellipse 'RGB’
Image , g) Subtracted Image, h) Final Result.

(2)

e Lip Model Thresholding

In this section, we refine the position of the lips points and
store the coordinates (x, y) of all points. These coordinates are
stored in a file and later will be used in the lip-tracking phase.
The channel “H’ is used to search the points of the model, and
this process is implemented similarly to model initialization.
The segmentation was carried out as follows: the red colour of
channel H was exploited to find better positions for each point.
We looked for neighbour pixels of each point; if there was a
significant variation of the red colour (lips to the skin), upgrade
the position of the point. The tolerance value for the lower and
upper lips have already been calculated. The points P15, P7
have already been found and used in the same position. The
position of the remaining 14 points will be upgraded by using
means of this procedure. We divided the image into four parts.
The lower lip boundary with white points and the upper lip
boundary with yellow points are clearly visible. We added the
two horizontal corner points P15,P7. Finally, the resulting
image has 16 points, as shown in Fig. 6(e,f).

D. Lip Tracking

We have been extracted the 16 points with their positions
and coordinates of the first frame. And then tracking algorithm
is applied to track the movements of the lips with these points
in the subsequent frames. They assumed that frames are
extracted from the same video sequence and have almost the
same geometric characteristics. It was decided to simplify the
extraction phase of the contour of the lips in the remaining

21|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

frames to considerably overcome the computational algorithm's
burden. Pre-processing is carried on all frames. The bulk of the
computational algorithm has segmented the image to identify
the mouth. Once this process is completed for the first frame,
the differences between two consecutive frames are minimal
and are limited exclusively, e.g. the lips assume during speech.
In this way, it is limited processing on the second frame to a
portion of the image significantly smaller, as shown in
Fig. 6(e), (f). The construction of the 16 points lip model on the
second frame in the sequence is applied exclusively in the
image identified. We have coordinates of lips points in the first
and second frames. Table | is showing the (X, y) coordinates of
two frames. The first frame is the initial frame when the mouth
status closes, and the second frame when the speaker said
alphabet B, the mouth status is changed and has different
coordinates. The upper part of the lips is moved because slight
variation is obtained in P5, P4, P6, P15 points, and
considerable variation in P9, P13, P14 points.

a) b) c)

Fig. 6. Drawn Points of the Four Parts of the Image (a)4 Left Lower
Points (b) 3 Right Lower Points (c) 4 Right Upper Points (d) 3 Left Upper
Points (e) Final Result 1st Frame f) Final Result 2nd Frame.
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V. RESULTS AND DISCUSSION

All the frames were processed in two sizes 150x150 and
360x360. The results showed that it was possible to extract the
contour of the lips precisely in many of the data sets, but some
experiments did not go well, where the software did not work
correctly (about 5% of cases). The lip tracking procedure is
applied to sequences of frames, starting with the first frame to
complete the entire sequence. The average processing time for
performing lip tracking is about 0.556 seconds to extract the
contour of the lips from the first image of the sequence and
approximately 0.09 seconds for subsequent frames. Such times
include the operations of reading and writing the images used
to test the algorithm. It is estimated that the video stream can
achieve a frame rate of about 12-15 fps (frames per second) to
allow a real-time execution. Face detection in videos was our
first step to build the speech recognition system. Secondly, the
mouth was detected in the face image, and mouth ROIls were
defined for further processing. The accuracy of the classifiers is
described in Section I1(A), as shown in Table I. To increase the
accuracy rate for mouth detection, we improved the mouth
cascade and compared it with previous classifier results, as
listed in Table Il. The proposed method for mouth detection
showed more precise results as compared to the earlier
methods.

Furthermore, an effective method to reduce the effects of
uneven illumination is proposed as more robust to light,
multiple directions (horizontal and vertical), and working on
both the single pixels and on local regions within the image.
Fig. 7 is showing the effectiveness of the proposed illumination
equalization method. There are some darker parts on the left or
right side, and the same in vertical directions where darker
parts are on the top or bottom. The darker part was
significantly reduced by applying the proposed method, as
shown in Fig. 7(d).

In the previous lip-reading system, teeth masking was not
considered, as it was found based on local regions and
exploited information on colour inside the mouth. The
proposed teeth detection method successfully removes the teeth
area in the mouth ROI in all frames and pixels belonging to
teeth removed, as shown in Fig. 8(a).

TABLE Il.  COMPARISON OF MOUTH DETECTION
Facial Features Positive Hit Rate % | Negative Hit Rate %
Face 90 29
Mouth [29] 67 28
Proposed 86 19

TABLE I. COORDINATES OF 16 POINTS FIRST AND SECOND FRAME

First Frame Second Frame

Point X Y Point X Y
0 21 34 0 18 32
1 28 38 1 25 34
2 35 42 2 32 38
3 42 40 3 39 38
4 50 42 4 49 38
5 57 40 5 56 38
6 64 34 6 63 34
8 64 10 8 63 12
9 57 12 9 56 6
10 50 8 10 49 8
11 43 6 11 42 4
12 35 10 12 32 10
13 28 12 13 25 6
14 21 10 14 18 14
7 72 21 7 74 20
15 14 21 15 11 20

) Vertical [20]

1) Original image bihorizental [20]

d) proposed

Fig. 7. Comparison of lllumination Equalization.
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a)

Fig. 8. Proposed Method Results a) Teeth Filtering b)Crucial Points
c) Semi Ellipse d) 16 Points Lip Model.

In the past, shadow filtering methods have been proposed
for indoor environments and have not been studied for lip
localization. Therefore, we proposed a technique for shadow
removal as described in the shadow filtering section. After
applying the pre-processing steps, a filtered image was
obtained where uneven equalization, teeth filtering, and
shadows were significantly reduced. In the next step, mark the
exact position of lips, which leads to lip detection and tracking.
An elliptic shape function is used for lip detection [12]. In this
method, lip detection is correctly performed when the mouth is
closed; on the other side, some parts of the lip region are
discarded during lip movement. Lip corner dots are
successfully implemented by using intensity variation and
colour cues in [37, 38]. These dots do not fit the exact
geometric position of lip structure. Therefore, We proposed a
method for extracting the horizontal and vertical positions of
median axes of the mouth by labelling the left, right, upper and
lower corners as points La, Lb and Va ,Vb. The results of
crucial points as shown in Fig. 8(b). Crucial points are needed
to draw the ellipse. The upper lip has three corners: left, right,
and dip points due to Cupidon’s bow. Fig. 8(c) is showing the
result of the proposed combined semi ellipses methods.
Different lips models were applied, e.g. four key point models
and six key point models [34,35]. We used the 16 points, lip
model. The elliptical regions extract the lip contours [12], but
they do not give precise lip contours. Therefore, the combined
ellipse is used as the initial evolving curve to find lip contours
in the proposed method. Some adjustment operations are
applied to simplifying initialization by using probability map,
cost function formulation and draw a graph to obtain more
accurate model construction. A Thresholding function was
used to refine the initial evolving curve image better to get a
precise position. The lip image is divided into four parts: Left
lower PO-P3, Lower right P4-P6, Right upper P8-P10 and Left
upper P11-P14 and stores the coordinates of each point, as
shown in Fig. 8(d).

Table 111 described the computation time obtained by the
proposed method for the first frame as 0.556 seconds, which is
smaller than the methods' results described in [21, 35, 15]. The
average computation time of lip tracking for one frame is 0.099
seconds, which is less than the methods' values [21, 35, 15].
The method [21] needs to compute the probability map at
every frame. The method [35] requires a bit more pre and post-
processing techniques and adjustment processes to fit the lip
boundary. However, the average computation time of tracking
one lip frame is higher than [38].

The average extraction performance and lip boundary
extraction degraded due to low contrast, uneven lighting
conditions and irregular shapes in the lip image. The proposed
pre-processing methods are applied to the complex appearance
of shadows, uneven illumination and teeth. These factors are
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considered, and the extraction performance of lip boundary
extended up to 96%, as shown in Table IV.

TABLE IlIl.  COMPARISON OF COMPUTATION TIMES (SECONDS)
Barnard et Wang Eveno Yiu
Frames al. et al. etal. et al. Proposed
[38] [21] [35] [15]
First Manual 1.232 0.623 0.695 0.556
Tracking 0.0989 0.133 0.171 0.103 0.099
TABLE IV. COMPARISON OF FEATURES EXTRACTION PERFORMANCE (%)
Dataset | (o [12] sl 120] Ie_teglr?[%g] \e/:/:.d?m] Proposed
79.50 92.50 89.00 91.00 96
Average | 76.7 89.57 83.71 88.57 96

VI. CONCLUSION

An approach to detect and track lip boundaries is presented
that highlights the lips and avoids other factors, e.g. false lip
pixels and recovers from failures. The proposed algorithm
comprised the lip-tracking module from the lip boundary lines,
a feature vector of 16 points lip model. Three pre-processing
steps, illumination equalization, teeth detection, and shadow
removal, aim to investigate edge information and global
statistical characteristics. The lip tracking method used 16
points lip model on the lips, stores the coordinates of these
points and tracks these coordinates during the utterance by the
speaker. Moreover, the proposed method is easy to implement
and computationally efficient, capable of locating face and
mouth and lips feature points that give a high accuracy rate for
lip localization, modelling and tracking accuracy.

Experiments have shown that outliers detecting and better
predicting ROIs can reduce the number of frames with locating
or tracking failures. This research work brings together new
methods, representations, and insights, which are quite generic
and may have broader applications in computer vision, image
processing, and speech recognition.
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Abstract—Data hiding method with Principal Component
Analysis (PCA) and image coordinate conversion as a
preprocessing of wavelet Multi Resolution Analysis (MRA) is
proposed. The method introduced in this paper, based on the
characteristics of the original multispectral image, allows
recovering the secret data. Through experiments, it is found that
the proposed method is superior to the conventional data hiding
method without any preprocessing. The method introduced in
this paper allows only I who knows the characteristics of the
original multispectral image to recover the secret data, i.e., when
the information of the original image needs to be protected.
Moreover, in the introduced method, the information of the
secret data is protected by the existence of the eigenvector and
the oblique coordinate transformation, that is, the secret data is
restored if at least the information of the true original image is
not known. The principal component transformation coefficient
differs for each original image and is composed of the
eigenvectors of the original image.

Keywords—Multi-dimensional wavelet transformation; multi
resolution analysis (MRA); image data hiding; secrete image;
Daubechies basis function

. INTRODUCTION

There are social problems such as illegal copying of digital
contents such as DVDs and billing for music broadcasting /
broadcasting. To solve this, it is necessary to keep content 1Ds
and digital signatures highly confidential. Therefore, a global
standard method such as copy prohibition and one-time copy
permission is about to be developed. Digital contents of
corporate electronic records, customer information, intellectual
property, electronic medical records, etc. based on ISO 15489
(record preservation management guidelines) For copyright
protection of digital contents (detection of digital signatures
and tampering) that must be protected as personal information,
and also by inserting a time tag in multimedia such as video,
still image, music, etc. and using it to edit In order to
efficiently perform charging, or to extract billing information
classified by broadcast format, and only those who have
obtained permission using a digital signature can share the
content. Data Hiding techniques for such Kill manner are used

[1].

Data hiding, which is also called information hiding, is a
technique for hiding some information in the content. Here, the
name of data hiding is used. Data hiding is a watermark
(Digital ~ Watermark)  technique  or  steganography
(Steganography) [2 - 4]. A technology that makes embedded
information important and its existence unknown is called
steganography. If the content itself in which confidential

information is embedded is important, a digital watermark is
used. The original content is called the original content, the
data to be hidden such as a signature is called secret data, and
the content in which the secret data is embedded is called
distribution content. Watermark information embedding
technology (watermark technology) has already been studied [5

-g].

As a method of embedding the secret data in the content, a
method of embedding the secret data in the real space of the
content [9] and a method of embedding the secret data in the
frequency space have been proposed [10],[11]. The latter has a
higher ability to conceal the secret data information than the
former because the secret data can be embedded in a specific
frequency band that is relatively unaffected by the content
quality. Therefore, for example, when the content is an image,
it is necessary to manipulate the edge part of the original image
to embed the secret data [9]. In the latter case, the frequency
band of the original content in which the secret data should be
embedded must be determined [7], [10].

A data hiding method has also been proposed when the
original content is a color image [11], [12]. The secret data
embedded in the original content is information such as
copyright, and it has high resistance to image processing and
removal attacks, and high confidentiality. The method of
selecting the coefficient after the original content such as an
image is transformed into the orthogonal frequency space and
embedding the secret data in the frequency space is often used
because it satisfies these requirements. Among them, a method
has already been proposed to obtain distribution contents
(images) by dividing the image into frequency components by
wavelet multiresolution analysis (MRA) [13],[14], replacing
any of the divided frequency component images with secret
data, and reconstructing (combining).

The conventional method does not necessarily have
sufficient confidentiality (it is possible to find it because any of
the frequency component images contains confidential data),
and the invisible (difficulty of visibility) of the confidential
data is insufficient. When the original content is an image, data
hiding using a color image has a higher ability to conceal secret
data than other methods from the viewpoint of the amount of
information in the original image. Therefore, a method of
embedding secret data in a certain component (red, blue, or
green component) of the original content (image) is generally
used [4]. Since the embedding method is used, in this case, the
information on the red and the blue components of the original
image are not used. Because a certain color component is used
in the embedding process.
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Data hiding based on wavelet multi-resolution analysis is a
method of investigating wavelet frequency components and
embedding secret data in components that have a relatively
small effect on image quality, but it is widely used. Since
confidential data can be located by using this method, a
problem remains in confidentiality. To overcome this problem,
a method of applying principal component conversion to the
original content (image) as a preprocessing of data hiding has
also been proposed [15],[16],[17]. Since only | who owns the
original content (image) can know the unique value of the
original content (image), only | can restore it.

However, this method is not sufficiently confidential
because it can estimate the approximate value of the eigenvalue
by allowing a certain amount of error using the distribution
contents (images) in which secret data is embedded. Pre-
processing for cross coordinate transformation has also been
proposed [18]. The cross angle of the cross coordinate can be
set arbitrarily, and the principal component conversion can be
performed based on this angle, which improves confidentiality
[19]. A method has also been proposed that improves the
visibility and confidentiality of confidential data in distribution
images by converting the method [20].

Fundamentals of wavelet analysis and its application to
data hiding are described in the books [21],[22],[23]. Method
for data hiding based on Legall 5/2 (Cohen-Daubechies-
Feauveau (CDF) 5/3) wavelet with data compression and
random scanning of secret imagery data is proposed [24].
Improvement of secret image invisibility in circulation image
with Dyadic wavelet-based data hiding with run-length coding
is also proposed [25]. Meanwhile, noble method for data hiding
using Steganography Discrete Wavelet Transformation (DWT)
and Cryptography Triple Data Encryption Standard (DES) is
proposed and well reported [26].

This paper outlines data hiding methods based on the
wavelet multi-resolution analysis and evaluates the effect using
images that are frequently used as standard images for data
compression.

Il. DATA HIDING BASED ON MULTI-RESOLUTION
ANALYSIS

A. Wavelet Multi-Resolution Analysis

The biorthogonal wavelet decomposition (discrete wavelet
transform based on biorthogonal basis function) applies y = Cn
x by applying the square matrix Cn to the original data (one-
dimensional scalar data: x = (X1, X ,.., Xp)). It can be defined as
X, where Cn is a transformation matrix based on a biorthogonal
basis function with CnCn" = 1. After conversion, y consists of
low-frequency component L and high-frequency component H.
That is, x is transformed as y = (H1, L1), where the subscripts
of H and L are the number of transformations, that is, the
number of stages (level by applying Cn to this L1, it is
transformed into H2 and L2, and by repeating this n stages, it is
transformed into Hn and Ln. This is called decomposition.

The inverse transformation is Cn™. = Cn' applying to y. By
repeating this inverse transform n times, x is restored. This is
called reconstruction. This wavelet transform / inverse
transform (decomposition / reconstruction) is repeated Then,
the decomposition into wavelet frequency components and the
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reconstruction of the original data using the decomposed
components are called multi-resolution analysis. When this is
applied to two-dimensional data, for example, an image, y =
(HH1, HL1, LH1, LL1).

Here, HH1 means the high-frequency component in both
the vertical and horizontal dimensions, and similarly LL1
means the low-frequency component in both the vertical and
horizontal dimensions. This is called the two-dimensional
wavelet transform. Each frequency component can be
decomposed, and the original image data can be safely restored
(reconstruction) by repeating the inverse transformation as in
the case of one-dimensional data.

Fig. 1 shows the images obtained by applying the two-
dimensional wavelet transform to the [Lenna] in the standard
image database (SIDBA), which is often used to evaluate the
data compression method, in one and two stages. At this time,
Daubechies is used as the biorthogonal basis function. This
original image is shown in Fig. 2.

When the DWT is applied to n time series data in one stage,
it can be decomposed into n / 2 high frequency components
and n/ 2 low frequency components. By further subjecting the
n/ 2 low frequency components to a one-stage DWT, the n/ 4
low frequency components and the n / 4 high frequency
components can be decomposed.

(a) Level 1 (b) Level 2

Fig. 1. Examples of Images of which 1st and 2nd levels of DWT Applied to
Lena of Original Image.

Fig. 2. Original Image of Lenna.

B. Wavelet Multi-Resolution Analysis Based Data Hiding

The secret data embedded in the original content (image) is
information such as copyright and signature (including the
image), and data hiding requires resistance to image processing
and removal attacks, and high confidentiality. The method of
selecting the coefficient after transformation to the orthogonal
frequency space and embedding the watermark in the
frequency space is often used because it satisfies these
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requirements. Among them, the wavelet multiresolution
analysis introduced here (for each frequency component of the
image This method is often used to obtain distribution data
(images) by dividing them into images, replacing any of the
divided frequency component images with secret data or secret
data (images, signatures), and reconstructing (synthesizing).

C. Proposed Data Hiding Method

In order for improvement of confidentiality and visibility
by eigenvalue expansion, the following data hiding method is
proposed. Data hiding based on MRA is insufficient in
confidentiality and visibility, and in order to overcome this
problem, a method of performing principal component
conversion as a preprocessing of data hiding based on MRA
has been proposed. Only | who owns the original image can
know the eigenvalue and eigenvector of the image, so only |
can restore the original image. Therefore, |1 can claim the
copyright of the original content. However, this method is not
sufficiently confidential because the approximate value of the
eigenvalue can be estimated by allowing a certain amount of
error using the distribution image with embedded secret data.

In order to overcome this problem, there is also proposed a
pre-processing to perform the obligue coordinate
transformation after the principal component transformation, in
which the oblique angle of the oblique coordinate can be set
arbitrarily, and the principal component transformation can be
performed based on this angle. The confidentiality of the
content is highly protected under the condition that only the
transmitting and receiving parties of the original content can
know this angle information. Moreover, the Least Significant
Bit (LSB) of the original content is encrypted by encrypting the
angle information by a common key method. By inserting it in
(the least significant bit in the quantization), the confidentiality
can be set even higher. Here, | introduce data hiding based on
multi-resolution  analysis ~ with  principal ~ component
transformation and oblique coordinate transformation.

The process flow of this method is shown in Fig. 3. First,
the energy of the original image is concentrated by principal
component transformation, and the Cartesian coordinates of the
transformed principal component image are transformed to
obligue coordinates to further increase the energy
concentration. Then, the MRA is applied to this, and the
distribution image is obtained by reconstructing after
embedding secret data in any of the levels and frequency
components after decomposition. Since the principal
component transformation parameters consisting of the
eigenvalues and eigenvectors of the image are known, the
original image and the secret data can be restored, but it is
difficult for a third party who cannot know them to change the
component to insert the secret data. This makes it possible to
enhance the ability of data hiding based on multi-resolution
analysis to protect information in secret data.

Cartesian  coordinates and  oblique  coordinate
representations in a two-dimensional plane are
W =X+Ycos(0) 1)
Z=Ysin(0) (2)
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Fig. 3. Process Flow of the Data Hiding based on MRA using Eigen Vector
Decomposition (or Principal Component Analysis (PCA)) and Coordination
Conversion from Cartesian to Oblique Coordination Systems.

where W, Z is each axis in the oblique coordinates, XY is
each coordinate in the Cartesian coordinates, and 6 is the angle
of the coordinate axes in the oblique coordinate transformation.
An example of this is shown in Fig. 4.

In the figure, the red and green two-dimensional pixel
distributions (scatter diagram) of the original image are
transformed into two-dimensional coordinates composed of the
first principal component axis PC1 and the second principal
component axis PC2 orthogonal to it. Also, the Cartesian
coordinates consisting of PC1 and PC2 are converted to the
diagonal coordinates of the diagonal angle 6 consisting of PC1
‘and PC2".

At this time, if the diagonal angle is changed without
changing the quantization step, pixel definition is performed.
The extreme example is when the domain is below the
quantization step. In this case, only the quantization noise is
transmitted, and no information is transmitted. The domain can
be expanded (e.g. the pixel value is doubled when changing the
oblique angle in the range of 90 degrees + 45 degrees) and
reduced when restoring the original image and the secret data.
A reversible process, and this enlargement / reduction rate is
known by only for content owners. Therefore, the only content
owners can fully restore the original image.

PC2 »\ .,.f I':’C1I’

250 W

pc2 M
150

PC1

0
100

50

0 50 100 130 200 230
R

Fig. 4. PCA and Oblique-Coordinate Conversion (OCC) as a Preprocessing
of the MRA based Data Hiding.
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Next, the method of decrypting the secret data is explained.
The first principal component image is used for the distribution
image by using the coefficient when the principal component
conversion is applied to the multidimensional original image
before the secret data is hidden. Is implemented and wavelet
decomposition is performed on the first principal component
image. Decoding the secret data by the proposed method
transforms the principal component transform into the
multidimensional original image before hiding the secret data
information. Decoding is possible only when the coefficients
used are known, that is, the coefficients of principal component
transformation differ depending on the multidimensional
original image before hiding the secret data.

I1l. EXPERIMENTS

An example of the experiment is shown as follows. | also
used the Mandrill (Fig. 5), which was also selected from the
standard image database for data compression evaluation
(SIDBA), as the original image, and the time series data shown
in Fig. 6 as the secret data. (Graph) was used.

The red, green, and blue primary color images of this color
primary image are shown in Fig. 7. Here, the blue component
is set to 0, and for the sake of convenience, it is used as two-
dimensional multispectral image data. Fig. 8 shows the scatter
diagram of the mean vector and transform coefficient matrix
for performing the principal component transformation from
the red and green two-dimensional scatter of the original color
image, that is, the eigenvalue and the eigenvector, respectively.

A =(133.772, 129.297)
V=(0.835 0.550|
I-0.550 0.835

Only I who owns the original image knows these accurate
eigenvalues and eigenvectors (principal component conversion
parameters), and even if the eigenvalue expansion is performed
based on the circulation image, the restored image when the
correct eigenvalues / eigenvectors are used. However, if the
confidential data is image data with high redundancy, it is
possible to recover the confidential data within the allowable
error range and it is not enough. In order to enhance the
confidentiality, 1 decided to add the oblique coordinate
transformation as a pre-processing.

Convert the Cartesian coordinate axes after principal
component conversion to any diagonal coordinate axes using
the above Egs. (1) and (2), where the diagonal angle of the
diagonal coordinate axes is the diagonal coordinate
transformation parameter 6. 6 = 90 degrees is the orthogonal
coordinate axis itself after the principal component conversion,
and for example, if oblique coordinate conversion is performed
with 6 = 110 degrees and 70 degrees, Fig. 8 becomes Fig. 9.
This diagonal angle can be arbitrarily set up to the range of the
quantization step as described above, but the scaling ratio of
the pixel value domain is changed depending on this angle.
Therefore, it is necessary to adjust the quantized bit
accordingly, and it is necessary to increase the processing
resource, so | set it here to about + 20 degrees. Restoration is
extremely difficult because there is no information such as the
diagonal angle and eigenvalue vector.
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Fig. 5. Original Image of Mandrill of SIDBA Database for Data
Compression Algorithm Evaluation.
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Fig. 6. Hiding Data of Image (Time Series of Data Graph).

Fig. 7. Red and Green Colored Images of the Original Colored Image of
Mandrill (Fig. 5).
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Fig. 8. Scatter Diagrams of the Original Red and Green Coordinate System
and that of the First and Second Components Coordinate System.

It is shown that the protection performance of the secret
data is improved by the parameter 6. Therefore, | try to
estimate the secret data from the first principal component
image in Fig. 10 by using the wavelet transformation. The
information of the wavelet basis and the component (for
example, the HH1 component) in which the secret data is
embedded is known by some method, i.e., the information such
as the eigenvectors held by the parties and the parameter 9 are
known. The third party is unknown.
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Fig. 9. Oblique Coordinate Converted Scatter Diagrams with 110 and 70
Degrees.

Fig. 10. Widely Available Image of which Hiding Image (Time Series of
Data Graph) is hidden in the Original Image (Mandrill).

Fig. 11 shows the RMS deviations when secret data is
embedded by changing the oblique coordinate transformation
parameter & and a third-party attempts to estimate secret data
from the distribution data for each distribution data.

The RMS deviation when a third-party attempts to estimate
the secret data from the distribution data depends on 6, that is,
0 increases the confidentiality of the secret data. Therefore, it
can be seen that the confidential data can be protected by
protecting the information of the original image.

Next, | examine the degree of restoration of the secret data.
I restored the secret data from the distribution image and
evaluated the degree of restoration (mean squared error (RMS
error) between the secret data and the restored secret data. The
results are shown in Fig. 12. From this figure, it can be seen
that the mean squared error between the original secret data
and the secret data reconstructed from the distribution image
increases. In other words, increasing the diagonal angle
improves the confidentiality.

It is important for hiding. The degree of restoration of
secret data was evaluated when noise due to image processing,
removal attacks, etc. was included in the distribution image.
The noise included was 5 steps with a mean of 0 and a standard
deviation sigma of 5-20. After superimposing the normal
random number changed in step 1, the secret data was
reconstructed and the mean square error from the original
secret data was evaluated. The results are shown in Fig. 13.

The mean square error increases steadily by the amount of
superimposed noise, and the mean square error increases by
about 10% by changing the oblique coordinate angle from 90
degrees (orthogonal coordinates) to 110 degrees. Therefore,
there is no resistance to noise, and it is found that the restored
secret data deteriorates by the amount of superimposed noise,
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and the effect of oblique coordinate transformation is about
10%. Although it is possible, the quantization error due to
requantization after coordinate transformation increases, so it
was judged that the limit is about 70 to 110 degrees.

7
6 r
w
= ~
5 = / 4
. /
_..-—.-—-"""‘f
3
2 i i i
90 95 100 105 110

Fig. 11. Root Mean Square difference between Original and Distributing
Image of the Proposed Watermarking with 90 to 110 Degrees of OCC.
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Fig. 12. RMS Error between Original and Restored Hiding Data Derived
from the Distributing Image.
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Fig. 13. Hiding Performance for which Normal Distributed Noise with Zero
mean and Standard Deviation Ranges from 5 to 20 (5 Step) is Added to the
Distributing Image.

V. CONCLUSION

Data hiding method with Principal Component Analysis
(PCA) and image coordinate conversion as a preprocessing of
wavelet Multi Resolution Analysis (MRA) is proposed. The
method introduced in this paper allows only | who knows the
characteristics of the original multispectral image to recover
the secret data, i.e., when the information of the original image
needs to be protected. In this paper, the Daubechies basis
function is adopted as the wavelet, but the secret data can be
restored by using the biorthogonal wavelet, and the secret data
can be protected by hiding what is adopted as the biorthogonal
wavelet.

Through experiments, it is found that the proposed method
is superior to the conventional data hiding method without any
preprocessing. The method introduced in this paper allows only
the owner of the original image who knows the characteristics
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of the original multispectral image to recover the secret data,
i.e. when the information of the original image needs to be
protected. Moreover, in the introduced method, the information
of the secret data is protected by the existence of the
eigenvector and the oblique coordinate transformation, that is,
the secret data is restored if at least the information of the true
original image is not known. The principal component
transformation coefficient differs for each original image and is
composed of the eigenvectors of the original image.

I have introduced a method that improves the
confidentiality by applying principal component transformation
and oblique coordinate transformation as preprocessing for
data hiding based on wavelet multiresolution analysis. |
investigated the confidentiality when a third-party attempts to
extract secret data from only the data for distribution.

The proposed data hiding method can be applicable for all
the images in the world. There is no limitation in terms of
applicability at all.

V. FUTURE RESEARCH WORKS

In the future, I will compare the proposed method with
conventional data hiding methods such as steganography
method. Influences on the restoration process due to tampering
on the secret image hidden imagery data has to be investigated.
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Abstract—Developing an intelligent pattern recognition model
for electronic markets has been a vital research direction in the
field. Ongoing research continues for intelligent learning
algorithms capable of recognizing and classifying price patterns
and hence providing investors and market analysts with better
insights into price time-series. In this paper, an adaptive
intelligent Directional Change (DC) pattern recognition model
with Reinforcement Learning (RL) is proposed, so called DCRL
model. Compared with traditional analytical approaches that
uses fixed time interval and specified features of the market, the
DCRL is an alternative intelligent approach that samples price
time-series using an event-based time interval and RL. In this
model, the environment’s behavior is incorporated into the RL
process to automate the identification of directional price
changes. The DCRL learns the price time-series representation
by adaptively selecting different price features depending on the
current state. DCRL is evaluated using Saudi stock market data
with different price trends. A series of analyses demonstrate the
effective analytical performance in detecting price changes and
the extensive applicability of the DCRL model.

Keywords—Machine learning; reinforcement learning;
directional-change event; pattern recognition; stock market

. INTRODUCTION

Pattern recognition in financial markets has been widely
studied in the fields of finance, economics, computer science,
engineering, modern physics, and mathematics
[30,31,37,38,48,51]. Furthermore, artificial intelligence and
Machine Learning (ML) have been widely used for financial
market forecasting, pattern recognition, and event detection to
provide decision support in various financial market segments
[19,28,32,40,42].

In the financial literature, most developed ML algorithms
and methods are based on physical time, for which prices are
sampled at fixed time intervals (such as daily, hourly, etc.)
[26,27]. To avoid the discontinuous nature of the price time-
series, the Directional Change (DC) event approach provides
an alternative method for sampling time-series data [6,27]. A
price point is sampled when a significant price change in the
price trend is observed. Therefore, the DC event approach
represents a time-series as downtrend or uptrend events based
on the magnitude of price changes. Several studies have been
developed based on the DC event approach for pattern
recognition [26], profiling price time-series [10,46], regime
change detection [47], event detection [2], time-series analysis

[7,33], forecasting models [15,16], and designing trading
strategies [3,4,8-14, 29,50].

Reinforcement Learning (RL) is a learning method used
for sequential decision-making problems [44]. RL is one of
the three basic ML methods, along with supervised and
unsupervised learning. In RL, the learning agent interacts and
adapts from environmental interactions by exploitation or
exploration. RL achieves performance improvements through
continuous evaluations of and interactions with the
environment [45]. RL has the advantages of self-learning and
adapting to the environment towards decision making but
lacks, to a certain extent, the environment’s awareness
capability. Despite the effectiveness of the RL approach, event
detection and pattern recognition remain challenging in real-
world time-series analysis for three reasons. First, using a
physical time interval makes the price time-series
discontinuous, given that prices are transacted at irregular
times. Second, RL can be designed with a complex structure
and a large number of parameters, which can interrupt the
analysis. Lastly, the learning process of the dynamic
continuous market environment’s state representation and the
associated learning strategy affect the RL model’s interruption
and converge.

In this work, an intelligent intrinsic time-driven model for
automatic event detection in a price time-series - the
Directional Change Reinforcement Learning (DCRL) - is
developed. The DCRL is presented in two sequential phases:
the RL phase and the DC event analysis phase. In particular,
in the RL phase, the RL algorithm learns the environmental
states and features to find the most applicable dynamic
threshold for the DC event analysis. The aim is to find the best
dynamic threshold definition method using the RL agent,
which is subsequently used for DC event detection. We used
the dynamic threshold introduced in [2], which replaces the
DC given fixed threshold. For the DC event analysis phase,
the generated threshold from the former phase is used to detect
DC events in the price time-series. The proposed model is
evaluated using the Saudi stock market (Tadawul). Stocks
with different price trends and series patterns are selected to
evaluate the model’s performance. The experimental results
demonstrate that the model is adaptable to various market
conditions and might be used for designing algorithmic
trading.
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We are interested in developing an intelligent event
detection (i.e. significant price movement) algorithm from a
price time-series. This algorithm will allow investors or even
artificial software agents to detect price movements in the
market to capture investment opportunities. Hence, our
motivation is that the DCRL can provide decision support
methods for analysts and investors and can facilitate the
automation of event detection for sampling price time-series.
Therefore, a novel method for financial event detection and
time-series sampling has been proposed.

The remainder of this paper is organized as follows.
Section II reviews several related works in the financial
literature. Section III introduces the proposed DCRL model.
Section IV describes the datasets, presents the empirical
evidence of learning and identification of events, and
evaluates the effectiveness and robustness of the DCRL. The
last section concludes the paper and presents some future
directions.

Il. RELATED WORK

In the financial literature, several studies including but not
limited to the following have been using the RL method for
financial signal representation [32], designing trading
strategies and algorithmic trading [17, 20, 32, 41], portfolio
management [5], optimizing trade execution [39], trading
systems [49], Foreign Exchange (FX) asset allocations [22],
cryptocurrency market trading [18], and changes in market
regimes [5].

Supervised learning methods have been used to forecast
stock prices and the direction of price trend movements [21].
Several studies used deep ML methods to forecast a stock
price using historical numerical and textual data [1,23]. The
authors in [23] used deep learning for event-driven stock
predictions. The events are extracted from news text and
formulated as dense vectors that are trained using a neural
tensor network. The deep convolutional neural network is
used to model the events’ impact on price time-series
movements. The results showed that the proposed model
could obtain an approximate 6% improvement in S&P 500
index forecasting. Nonetheless, the proposed method is
challenging if attempting to achieve adaptable learning and
simultaneously lacks the quick response to new dynamic
market conditions given the high cost of retraining [32]. Thus,
when designing event detection algorithms and algorithmic
trading, the inherent characteristics and evolution of market
fundamentals should be considered.

The RL method might be an alternative solution for event
detection and algorithmic trading, given that it is more
applicable for continuous decision making in financial market
trading [32]. Bertsimas and Lo in [17] examined the
application of RL for trading large blocks of equity over a
specific period to minimize the expected cost of executing
trades. Their results demonstrated that the RL trading strategy
saved between 25% and 40% in execution costs relative to the
naive strategy. Experimental results in [20,41,43] also show
that the adaptive event detection mechanism and algorithmic
trading with RL methods achieve more stable returns. The
experimental results by [18] confirmed the effectiveness of
deep RL methods on a dataset of one of the largest
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cryptocurrency markets in the world, achieving average daily
returns of over 24%.

Studies on algorithmic trading using the RL method can be
categorized into two main groups: policy-based methods and
value-based function methods. Work in [31] has designed an
on-policy (policy-based) and an off-policy (Q-learning)
discrete state and action RL agents for an individual
retirement portfolio. Their study found that using the trading
algorithm design results in the on-policy algorithm
maintaining better evaluation and adaptation to the
environment than Q-learning. Their study also found that the
on-policy method’s drawback is that it continuously remains
to explore in the environment even when the best solution is
learned. The works in [22,36] has demonstrated that the
benefit of the policy-based model is that it has better results
than the value-based function model.

The authors in [32] studied the representation of the stock
market environmental state and developed a trading strategy
using historical stock price and trading volume data. They
developed a time-driven, feature-aware model jointly with a
deep reinforcement learning model (TFJ-DRL) that had two
parts - deep learning perception and RL decision making - to
improve financial signal representation learning and, hence,
decision making in algorithmic trading. The results showed
that the TFJ-DRL model outperformed the state-of-the-art
methods in the literature. A similar study by [24] introduced a
decision support algorithm to filter trading signals based on
RL and neural networks. The study aims to detect seasonality
events of the basic strategy to improve the reward to risk
ratios.

Maringer and Ramtohul in [34,35] introduced a regime-
switching to the Recurrent RL (RRL), where regime-switching
captures the different price trend movements over a time
series. The results highlighted that the regime-switching RRL
outperforms the traditional RRL when the price time series
exhibits noticeably different regime characteristics. The RRL
model in [36] is a policy-based model that offers the action of
the previous time’s trading with the current environmental
state to direct RL, hence, create a trading action. This model’s
main obstacle is the direct input of all of the environmental
features to the RL model without awareness and
representation of the current environment’s status. The study
by [25] combined features based on Japanese candlesticks, a
technical analysis technique, with RRL to produce a high-
frequency algorithmic trading system for the E-mini S&P 500
index futures market. The results demonstrated a significant
increase in both return and Sharpe ratio compared to relevant
benchmarks, suggesting the capability of RRL to detect events
in a high-frequency equity index futures trading environment.

Overall, the RL method has been recognized as being
effective and efficient in forecasting asset prices in financial
markets and, hence, make trading decisions. Previous studies
used RL based on physical time, which is characterized by a
fixed time interval, whereas the price time series is irregularly
spaced in time. Therefore, to develop an adaptive RL
algorithm for event detection, the DC event approach is used
to represent and study the price time series. In this work, we
use the RL to enhance the dynamic threshold definition
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method presented in [2]. We want to improve the dynamic
threshold definition method so that we can set the dynamic
threshold without the need for an additional source of data
(such as news).

I1l. METHODOLOGY

In this section, we introduce the DCRL model which aims
to identify financial events from stock market price time series
and, hence, represent periodic patterns of the price time series.
First, the DC event approach which constructs a price time
series of continuous DC events is described. Then, the process
of defining the DC dynamic threshold is explained. Finally,
the DCRL model is introduced as a dynamic adaptive process
to select the optimal equation for the DC dynamic threshold.
In other words, a DCRL model is developed to identify DC
events in a price time series using the different dynamic
threshold equations (actions). Therefore, the goal is to
improve the reward function under different states.

A. DC Event Approach

Using the DC event approach, price time series data are
sampled at irregular time intervals using a given size threshold
(M), which is defined by the observer (fixed value) and is
typically expressed as a percentage [6]. Thus, the DC event
approach transforms the discrete nature of the price time series
into continuous DC events independent of the notion of fixed
physical timescales. Under the DC event approach, the price
time series is summarized into alternating uptrend and
downtrend DC events.

A DC event is identified as a confirmed price change that
is larger than, or equal to, a predefined threshold (A) [6]. A DC
event can be either a downturn or an upturn DC event. The
time interval between an upturn DC event and the next
downturn DC event is called an upward run, whereas a
downward run is the time interval between a downturn DC
event and the next upturn DC event. During an upward run,
the last high price (py) is continuously updated to the
maximum value between the current asset price p(t) and the
last high price (py). In a downward run, the last low price (p;)
is continuously updated to the minimum value between the
current market price p(t) and the last low price (p;) At the
beginning of a data sequence, the last low price (p;) and last
high price (py) are set to the initial asset price p(to) at time t,.
An upturn DC event is detected during a downward run and,
in particular, when the current asset price p(t) exceeds the last
low price (p;) by a given threshold (A); refer to Formula (1). In
contrast, a downturn DC event is detected during an upward
run when the current asset price p(t) is lower than the last high
price (py) by a given threshold (A); refer to Formula (2).

pe = pX(1-2) (1)
Pe S ppx(1-2) 2)

The DC event approach captures the short-term dynamics
of the price time series by detecting significant events and a
clear picture of the time series behavior on the basis of the
observer’s needs. Most importantly, this approach reduces the
complexity of the financial market price time series, given the
defined dataset of periodic price points to study and evaluate.
The selected threshold value controls the magnitude of the DC
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price events in a time series. Therefore, choosing a substantial
threshold results in fewer detected DC price events, whereas a
small threshold maps a series of insignificant patterns. The
authors in [6] described the core mechanism of the DC event
approach to study the financial price time series. In this work,
a price time series is formulated using the DC event approach.
Given a size threshold (L), the mission is to detect events at
the DC confirmation point regardless of whether or not the
direction of the price trend changes at a certain point.

B. DC Dynamic Threshold

In this section, we describe the dynamic threshold
definition method which replaces the DC fixed given
threshold value [2]. The dynamic threshold definition method
is suitable for markets that operate during specific opening
and closing times (such as stock markets). The dynamic
threshold is a flexible value and brings with it the advantage
of allowing the identification of price changes (i.e., DC
events) of different magnitudes in continuously changing
environments.

In [2], significant price fluctuations were considered as an
event occurrence indicator. Thus, the dynamic threshold
definition method depends on the previous day’s price
behavior (short-term price history). The daily dynamic
threshold value can be set in three possible ways, choosing the
most appropriate one was not straightforward. They depend on
an alternative source of data (news outlets) to facilitate the
definition of the dynamic threshold. A suitable dynamic
threshold definition method can be selected depending on the
investigated asset news and market conditions. In this work,
the best method for defining the dynamic threshold value
without an alternative source of data is determined using RL.
Hence, an agent is developed to select the most effective
dynamic threshold definition method (i.e., the one that detects
DC events at the right time).

Basically, the dynamic threshold can be set using one of
the three equations (Eqg. (3), Eq. (4), and Eqg. (5)) as follow:

DT_Overnight=Up/Downward_ROC+Overnight ROC  (3)
DT_PreviousDay=Up/Downward_ROC+

PreviousDay ROC 4
DT=Up/Downward_ROC+PreviousDay ROC+
Overnight ROC (5)

DC dynamic threshold depends on the price Rate Of
Change (ROC) between the DC py/p, (refer to Section III.A)
and the high/low prices (depending on the examined trend) for
the current day. In addition, it finds the price ROC for the
previous day (between the previous day’s opening and closing
prices), and the price ROC that occurred overnight (between
the previous day’s closing price and the current day’s opening
price). The dynamic threshold is defined by the sum of the
aforementioned metrics, as shown in Eq. (5). However, in
some circumstances in which something has happened the
previous day or overnight, the shortened version of the
dynamic threshold definition method (Eq. 3 or Eq. 4) is used
to ensure a reduced threshold value that certainly increases the
chance of identifying a DC event (either an upturn or
downturn event). Also, to be mentioned is that if a defined
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threshold value by Eq. (5) was found to be less than 0.01, then
we use the previous day’s defined threshold instead. This
approach is taken because we are almost certain that nothing
has happened (experiencing a stable situation as no significant
price changes occurred on the previous day or overnight), and
an exceptionally low threshold value may detect a spurious or
insignificant event.

C. DCRL

In this section, we introduce the DCRL model, which can
identify financial events from a time series. The DCRL is
based on the RL approach, which directs the dynamic
thresholds definition method, and the DC approach, which is
responsible for detecting the occurring DC events on the basis
of the given threshold value from the RL phase.

RL is a learning approach through which an intelligence
algorithm represented by an agent is designed to learn from
interactions with the environment. Therefore, RL mimics
human learning and, hence, appears well suited to processing
the price time series. The goal is to train the RL agent based
on a sequence of interactions to learn an optimal policy from
the interaction to maximize the total cumulative reward
obtained. In this section, the RL approach’s key elements are
introduced, and the approach is tailored to the goals of this
study.

RL can be generally categorized into two types: the policy-
based and value-based function methods [32]. Policy-based
RL explicitly and directly builds a representation of a policy
from the environment and, hence, creates continuous decisions
from the policy. The established policy is stored in memory
during the learning phase. The DCRL policy-based method is
as follows: if the price ROC from the previous day or
overnight is greater than a five-day price change moving
average, then the first two equations (Eq. 3 or Eqg. 4) from
section II1.B are used; otherwise, Eq. (5) is used.

The RL approach consists of the environment, agent, state,
action, and reward. Considering discrete timest=0, 1, 2, 3,...,
at each time t, a RL agent receives some representations of a
state in the environment, denoted by s,€S, where S is the set of
all possible states. Based on the current state s; and the
previously obtained information, the agent takes
action a;€A(s;), where A(s,) is the set of actions available in
state s;. The space of actions in DCRL consists of the three
equations for defining the DC dynamic threshold, as described
in Section 3.2. The RL agent chooses an action on the basis of
its policy m, which is a mapping from each state to the
probabilities of deciding on each possible action. Therefore, m;
(s) denotes the chosen action when S; = s based on m;. At the
next time point t+1, the agent receives a
numerical reward from the environment, denoted by r.€R,
because of its action a; and moves to a new state s;.;. Based
on the earned reward, the RL agent learns to adapt its actions
on the basis of the market condition to maximize its future
rewards.

The DCRL agent interaction with its environment is
depicted in Fig. 1. As an input, we have the price time series,
and as an output, we get the optimal chosen action a; (the best
dynamic threshold definition method) and the assigned
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reward r,. The agent interaction with the environment is
shown in the stage between input and output. Table I provides
the set of all possible states in the environment and the set of
actions presented for each state s, along with the associated
rewards for each pair of state and action. In Table I, the DCRL
approach takes the appropriate state-action policy m; (S, at),
which indicates the expected reward r, for each possible
action a;. For this purpose, the DCRL agent starts with
random initial values of m; (S, a;) for s;€S and a;€A(s;). The
DCRL agent then proceeds with the aforementioned
interaction learning steps: (1) observes the current state s, of
the price time series, (2) executes action a;, and (3) receives
reward r; and observes the next state Si.1.

Reward el Optimal
e i 0 r
~, DT (remisht ~ ROC PreviousDay,
o - J
- | grgh {o_ ., DUPeias ROU Oversight,
g — "y '_a
-
| S (. |, T 0
g9
ﬂQE Selection
State g #DC
l‘_;a Equiticn
S ot 8

Fig. 1. DCRL Model Interaction with its Environment.

In each iteration, the DCRL agent observes the current
state of the environment using the following state variables: a
five-day price change moving average, the previous day
opening and closing prices, and the previous day closing price
and current opening price. This specification has established a
learning architecture whereby the previous action at time t — 1
is considered. In this study, we choose the previous day ROC
(Ext_Previous;), overnight ROC (Ext_Overnight;), and
Neutral (Neutral,) state to represents the set of possible states
S. Following the observation of the current state s;, the RL
agent chooses action a, from three possibilities. (1) Equation 3
(DT _Overnight) is used to define the DC dynamic threshold
considering that an overnight event has occurred. (2)
Equation 4 (DT _PreviousDay) is used to define the DC
dynamic threshold considering that an event has occurred
during the previous day. These two possible actions are
associated with the two states Ext Previous; and
Ext Overnight,. Note that an action that offers a lower
threshold value is selected because it will increase the chance
of detecting an event. For the Neutral, state, only one possible
action exists, which is (3) using Equation 5 assuming that no
extreme price changes have occurred. Hence, the following set
of  possible actions is obtained: a; = {
DT_Overnight, DT_PreviousDay, DT}.

The agent receives a reward on the basis of the selected
action. The reward is the maximum of either
ROC_PreviousDay or ROC _Overnight when actions
DT_Overnight or DT_PreviousDay are chosen. Alternatively,
no reward is assigned (reward = 0) when action DT is taken
because it is always taken whenever action DT_Overnight or
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DT_PreviousDay cannot be taken. More specifically, if action
DT_Overnight was executed, then the assigned reward is
ROC_PreviousDay; because the action was based on the
lowest threshold value and was DT_Overnight (it led to the
lowest threshold value), then the reward is ROC_PreviousDay
because it is of greater value than ROC_Overnight. The same
applies  for action  DT_PreviousDay: if  action
DT_PreviousDay was executed, then the reward assigned is
ROC_Overnight.

TABLE I. SET OF ALL POSSIBLE STATES IN THE ENVIRONMENT AND SET
OF ACTIONS PRESENTED FOR EACH STATE S ALONG WITH ASSOCIATED
REWARDS FOR EACH PAIR OF STATE AND ACTION

St Sti1 at P R
Ext_Overnig DT_Ovenight 0.3 | ROC_PreviousD
htx +1 3 an
Ext_Overnig Ext_Previous DT_Overnight 0.3 | ROC_PreviousD
ht, t+1 3 ayt
Nioy DT _Overnight 0.3 | ROC_PreviousD
3 ayt

Ext_Previous | DT_PreviousD | 0.3

ROC_Overnight;

t+1 ay 3
Ext_Overnig | Ext_Overnig | DT_PreviousD | 0.3 .
ht, ht s ay 3 ROC_Overnight;
Nu DT_PreviousD | 0.3 ROC._Overnight,
ay 3
Ext_Previous | DT_PreviousD | 0.3 ROC_Overnight,
t+1 ay 3
Ext_Previous | Ext_Overnig DT_PreviousD | 0.3 ROC._ Overnight,
t hti+1 ay 3
Nu DT_PreviousD | 0.3 ROC._Overnight,
ay 3
Ext_Overnig DT Ovenight 0.3 | ROC_PreviousD
htx +1 3 an

Ext_Previous | Ext_Previous 0.3 | ROC_PreviousD

DT_Overnight

t t+1 3 ayt
Niy DT _Overight 0.3 | ROC_PreviousD
3 ayt
N1 DT 03 0
3
Netural, Ext_Overnig DT 0.3 0
hte.y 3
Ext_Previous DT 0.3 0
t+1 3

IV. DATA AND EMPIRICAL RESULTS

To verify the effectiveness and robustness of the proposed
DCRL model, a series of experiments were conducted using
four price datasets for stock exchange indices. The DCRL
utilizes a policy-based model that learns the policy from
historical prices and defines a variety of continuous actions
according to the learned policy. A descriptive analysis of the
identified events is presented in Section IVB, it shows a
discussion of the identified events along with a statistical
description of the associated DC dynamic threshold values.
The last section presents the evaluation results of the
effectiveness and accuracy of the proposed DCRL model.
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A. Data

Our empirical study relies on data from the Saudi stock
market (Tadawul1) for the period from March 2015 to March
2020, the total number of investigated days is approximately
1285 days. We used four stock indices for the following two
financial sectors: Al Rajhi, Alinma, and SABB banks (Sector:
Financials Industry, Group: Banks), and STC (Sector:
Telecommunication & Information Technology). These
selected stock indices are well known in the Saudi financial
market. The price time series for these four stock exchange
indices are sourced from Yahoo finance2. Each row data
includes the date along with opening, low, high, and closing
prices. The choice of these four stock indices is based on the
strength of their economic and financial factors. The
distribution of each dataset composes of a variety of price
trends and a series of patterns, which will contribute to the
effectiveness of evaluating the DCRL model under different
situations. Fig. 2 shows the price time series for the four stock
indices during the five investigated years (2015- 2020).

Table Il presents the basic annualized average summary
descriptive statistical analysis of the datasets for the four stock
exchange indexes during the period from March 17, 2015, to
March 13, 2020. The mean (u), standard deviations (o),
Skewness, Kurtosis, minimum, and maximum price values are
reported for each stock index.

B. Results

In Table 111, we report the statistical analysis results of the
identified DC events using the DCRL model. Table IiI
provides the average annualized of the following quantities:
number of identified DC events, number of times (days) the
previous day’s defined threshold was also used for the current
day, number of times an event was identified as the ROC
taking place overnight was significant, and the number of
times an event was detected as the ROC taking place the
previous day was significant. When DT_Overnight and
DT_PreviousDay are used more often to define the DC
dynamic threshold, this use could mean that the price changes
occurring overnight (between the previous day’s and the
current day’s opening prices) or occurring on the previous day
(between previous day opening and closing prices) are
considerably high. Therefore, the identified DC events using
the dynamic threshold definition method can capture the
sensitivity of the market changes and, hence, the identification
of potential events.

TABLE II. DESCRIPTIVE STATISTICS OF FOUR STOCK INDICES: ALRAJHI,
ALINMA, SABB, AND STC. THE PERIOD SPANS FROM MARCH 17, 2015, TO
MARCH 13, 2020, AND THE TOTAL NUMBER OF INVESTIGATED DAYS IS
APPROXIMATELY 1285 DAYS

Index 1) c Skewness Kurtosis Min. Max.
Alrajhi 48.25 | 3.64 0.38 -0.37 40.20 | 56.39
Alinma 18.99 | 2.12 -0.17 -0.22 13.92 | 22.64
SABB 28.87 | 3.34 -0.059 -0.53 21.06 | 34.78
STC 7795 | 5.38 0.16 -0.09 65.53 | 90.07

! https:/www.tadawul.com.sa
2 https://finance.yahoo.com/
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Fig. 2. Price Time Series for the Four Stock Indices: Alrajhi, Alinma, SABB, and STC over the Period from 17/3/ 2015-13/7/202 (x-axis Represents Price and y-
axis Represents Year).

For all of the investigated stocks during the 5 examined
years, more than half of the detected DC events from the
dynamic threshold values were found using both equations
DT_Overnight and DT_PreviousDay. Specifically, these
equations have detected more than 60% of the DC events in
Alinma and STC, and 70% of the DC events in Alrajhi and
SABB, refer to Table Il for a summary of the annualized
average statistical analysis results. In addition, SABB had the
fewest number of days on which the previous day defined
threshold was also used for the current day to identify DC
events (if any), on average, only 14% of the investigated days
the previous day threshold was also used for the current day.
In other words, on average each year in 221 days out of the
259 days, a new dynamic threshold was set each day to detect
DC events, if any. Therefore, SABB may have been exhibiting
a number of price variations; refer to SABB price time series
in Fig. 2.

Also, the high number of identified DC events (an average
of 54 DC event each year) confirms this phenomenon. In
contrast, Alrajhi, Alinma and STC had a higher number of
days for which the previous day threshold was again used for
the current day (at least 25% of days); refer to Fig. 2 for

Alrajhi, STC and Alinma price time series, which also
maintains a number of price stability trends.

In order to have a deeper and closer look, in Fig. 3, we
illustrate in more details the identified DC events using DCRL
over the period from March 2019 to March 2020 for Alrajhi,
Alinma, SABB, and STC price time series. The X-axis
represents the date, and the Y-axis represents the daily closing
price. In the chart, the square-shape event represents a
downturn DC event, and the x-shape event represents an
upturn DC event. Forty-nine DC events were identified from
Alrajhi and STC. In addition, Alinma had 45 identified DC
events, and 57 DC events were detected in SABB (refer to
Fig. 3).

TABLE Ill.  STATISTICAL ANALYSIS RESULTS OF AVERAGE ANNUALIZED
IDENTIFIED DC EVENTS USING DCRL MODEL
N N(DT_Overn | N(DT_Previous
Index Nbc ) N ight) Day)
Alrajhi 51.4 66.4 192.2 17.4 18
Alinma 49.6 77.8 180.4 16.2 16
SABB 53.8 36 220.6 204 16.4
STC 49.8 63.8 192.6 19.8 14.4
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Fig. 3. Price Time Series for Four Stock Indices: Alrajhi, Alinma, SABB, and STC over the Period from March 17, 2019, to March 13, 2020. Identified DC
Events (upward and downward) using the DCRL Model are shown for the Final Year in the Sampled Period.

Physical time (e.g., daily prices) fails to recognize the
pattern flow of price movement, giving that the variety of
price changes depends only on that considered time.
Moreover, using daily or intraday prices to detect price
patterns maps a range of patterns with different sizes, resulting
in discontinuous pattern flow of price movements. On the
other hand, the DC events reduces the complexity of a price
time series giving that it detects periodic patterns in contrast to
those detected by physical time.

Table IV reports an analysis of the defined DC dynamic
threshold values and presents the mean value of the dynamic
DC threshold values during the investigated period, the
minimum and maximum DC dynamic threshold values, and,
finally, the standard deviation values. Table IV clearly
demonstrates that Alinma had a high standard deviation (c =
0.032) relative to other stocks. This finding indicates that the
defined threshold values are spread out with relatively high
variations and are far from the mean. Additionally, Alinma
has the highest maximum threshold (0.208), whereas all other
stocks” maximum values were between 0.08 and 0.1
(Alinma’s maximum value is at least two times higher than
that of all of the other stocks); refer to Fig. 3 for the Alinma
price time series to observe the significant price jumps
encountered. For illustration, on March 18, 2019, the closing
price was 24.4, which slipped to 18.3 on the next day.
Subsequently, on March 20, 2019, the price bounced back to

24.4. During the investigated period, this significant jump
occurred at least three times (in March and July 2019, and in
February 2020). For the rest of the stocks, the standard
deviation was between 0.012 and 0.016, indicating a smaller
value. Thus, in these cases, the data points are close to the
mean.

TABLE IV.  DESCRIPTIVE STATISTICS OF THE DC DYNAMIC THRESHOLD
VALUES DEFINED BY DCRL MODEL. FOUR DESCRIPTIVE VALUES ARE
PRESENTED FOR DC DYNAMIC THRESHOLD: MEAN (u), MINIMUM, MAXIMUM,
AND STANDARD DEVIATION (%)

Index u Min Max c
Alrajhi 0.022 0.046 0.0893 0.012
Alinma 0.027 0.029 0.208 0.032

SABB 0.027 0.0102 0.109 0.017

STC 0.023 0.0109 0.085 0.013
C. Evaluation

To verify the effectiveness and robustness of the proposed
DCRL model, we evaluate the results using the (i) length of
the price-curve coastline, and (ii) accumulated reward value
from the DCRL model. The length of the price-curve coastline
offers an indicator of the usefulness of sampling the price time
series, whereas the accumulated reward value evaluates the
efficiency of the learning process in the DCRL model.
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1) Price-curve coastline: The authors in [26] uncovered
the scaling laws used to estimate the length of the price-curve
coastline on the basis of the intrinsic time, which turns out to
be long. A price-curve coastline can capture the price
variations and, hence, the potential profit [26]. In this section,
we measure the length of the price-curve coastline using two
different models: DCRL (intrinsic time) and physical time
(fixed time intervals). The goal is to evaluate their
performance by summarizing the price movements and, thus,
improves the understanding of the dynamic behavior of the
price time series in a simplified manner.

The length of a price-curve coastline is defined by the sum
of all price changes during a defined period T. Under intrinsic
time, the length of the price-curve coastline during period T is
the average of the price changes between the identified DC
events [6]. The length of the price-curve coastline under the
DCRL model ¢(?) is defined by:

M) = 5= 1P =~ Pl ®)

where Npc is the number of identified events determined
by the DC dynamic threshold (A), p; is the price of the i-th DC
turning point, and pj., is the consequential DC turning point.

Under fixed physical time intervals, the length of the price-
curve coastline during period T is the average of the price
changes between the fixed points at which the time distance

STC
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between all fixed points are equivalents [6]. The length of the
price-curve coastline under physical time c(t) is defined by:

1
c®) =2 51 1p; — pia )

where p; is the price at point i (refer to the table to observe
the length of PTI for all investigates stocks), and n refers to
the total number of fixed points, which equals the number of
identified DC events (to ensure fairness in comparison).

It is essential to being aware with how well the established
DCRL and the physical time price-curves fit the real price
time series to evaluate their performance and effectiveness of
sampling price changes in a time series. For instance, Fig. 4
shows the price time series for the STC index over the
March 17, 2019, to March 13, 2020 (the blue solid line) and a
zoom-in in the lower chart from November 24, 2019, to
January 5th, 2020. The chart compares the price changes
defined under the DCRL model (the red dashed line) and the
physical fixed time interval model (the green dashed line)
using the same number of points (49 DC events in DCRL and
49 points in the physical time scale). The DCRL model can
identify price movements (DC events) as they occurred, while
the physical time scale model fails to do so. Hence, it is clear
that the DCRL can better sample the price changes than the
physical time scale.
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' ' ' ' ' '
Oct Nov Dec Jan Feb Mar

Zoom in from 24/11/2019-5/1/2020
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g.4. The Price Curve Lines for STC Index using DC and Physical Time Compared to the Original Price Curve.
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Table V compares the price-curve coastline of the events
identified by the DCRL model using dynamic thresholds
(intrinsic time intervals) against physical time changes (fixed
time intervals) over the period March 17, 2019, to March 13,
2020. Table V clearly shows that the DCRL price-curve
coastline c(A) is longer for all investigated stock indices
relative to the physical time price-curve coastline c(t). The
coastline of Alinma under the DCRL model (i.e., DC intrinsic
time) is more than three times longer than the physical time
coastline (0.70 is the length of the DCRL coastline, and 0.22 is
the length of the physical coastline). This difference can be the
result of the time series evolution being unstable with
significant price transitions occurring more frequently (refer to
Fig. 2 for Alinma price time series). In contrast, SABB price-
curve coastline using the DCRL model is slightly longer than
its physical coastline but was closest to the physical coastline
when compared with other investigated stock indices (0.89
was the length of the DCRL coastline, and 0.49 was for the
physical time coastline). This finding can be the result of the
often-recurring price transition but with insignificant price
transitions (refer to Fig. 2 for SABB price time series). The
DCRL price-curve coastline for the other stock indices
(Alrajhi and STC) is at least two times longer than the
physical coastline.

To summarize, the DCRL model-identified events using
the intrinsic time outperforms the identified price transitions
using the physical time for all investigated stock indices.

The natural fluctuation in the price time series suggests the
need for diversification of the analytical scope of identifying
financial events in the price time series. The DCRL mitigates
the discontinuous price flow of prices in a time series and
captures the periodic price changes.

2) Random-Based DC model: In this section, we further
investigate the role and accuracy of the developed DCRL
model in improving the decision-making process for the most
appropriate dynamic threshold definition method. Therefore,
we developed a random-based DC model that randomly
selects a dynamic threshold definition method (randomly
decide on one of the three dynamic DC equations:
DT_Overnight, DT_Previous, or DT. The developed random-
based DC model replaces the role of RL in selecting the DC
dynamic threshold definition method. In contrast, DCRL finds
the most appropriate dynamic threshold definition method
using the DCRL policy (7).

Table VI provides a comparison for the accumulated
reward value gained by the DCRL model and the random-
based DC model over the period of March 17, 2019, to
March 13, 2020. Evidently, the DCRL model outperformed
the random-based DC model for all investigated stock indices,
leading to the conclusion that the learning process of price
movements (that is, upward and downward DC events)
matters in the estimation of financial events in stock markets.
The DCRL had proven to be effective in maximizing the
accumulated value of the reward and, hence, the profitability
during a sequence of learning steps for identifying events in
different stock indices.
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TABLE V. PRICE-CURVE COASTLINE LENGTH DEFINED BY: (1) THE DCRL
MODEL C(A) AGAINST (1) PHYSICAL TIME CHANGES C(T) FROM 17/3/2019-
13/3/2020. THE NUMBER OF DC EVENTS IS DENOTED BY NDC, AND PTI
REPRESENTS THE PHYSICAL TIME FIXED INTERVAL

Index [N e(l) PTI c(t)

Alrajhi 49 1.47 5.3 days 0.69

Alinma 45 0.70 5.8 days 0.22

SABB 57 0.89 4.5 days 0.49

STC 49 3.06 5.3 days 1.35

TABLE VI.  ACCUMULATED REWARD VALUE GAINED BY THE DCRL AND
RANDOM-BASED DC MODELS

Index DCLR Random

Alrajhi 221 1.82

Alinma 3.90 3.25

SABB 3.44 2.78

STC 2.64 2.09

V. CONCLUSION

In this paper, the DC event and RL approaches were used
for automated pattern recognition from price time series. We
proposed an intelligent intrinsic time-driven DCRL joint
model, which can (1) adaptively set the DC dynamic threshold
and conduct an event-based time series analysis using the RL
approach, hence, improving the effectiveness, adaptability,
and interpretability of the identified financial events;
(2) jointly construct a price time series using the DC event
approach, thus acquiring periodic continuous price events and
improving the accuracy of the price time series representation.
The DCRL is suitable for markets that operate during specific
opening and closing times and can identify financial events
without the need for an additional data source.

The effectiveness of the DCRL model is validated on the
Saudi stock market with different price trends and patterns.
The experimental results demonstrate that the DCRL model
outperforms other physical time-based analyses and the
random-based DC model with higher rewards and a more
reliable representation of the price curves.

This work can be further extended and improved in future
research directions. One direction can be conducting
experiments on large-scale data, such as high frequency time
series data, to confirm the effectiveness of and further enhance
the DCRL model. Another promising research direction is to
further apply the DCRL model to emerging markets, such as
the cryptocurrency market. In addition, algorithmic trading
can be developed using the DCRL model to trade one asset at
a time and then can be improved and expanded to manage the
portfolios of several assets. Finally, some financial features
could be introduced to enhance the DCRL model; for
example, trade volume could provide significant information
for selecting the dynamic threshold.
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Abstract—The cloud computing field suffers from the heavy
processing caused by the exponentially increasing data traffic.
Therefore, optimizing the network performance and achieving a
better quality of service (QoS) became a central goal. In cloud
computing, the problem of energy consumption of resource
distribution management system (RDMS) is presented as an
optimization problem. Most of the existing classical optimization
approaches, such as heuristic and metaheuristic have high
computational complexity. In this work, we proposed a quantum
optimization strategy that executes the tasks exponentially faster
and with high accuracy named constrained quantum
optimization algorithm (CQOA). We exploit the CQOA in
RDMS as a toy example for pointing out the efficiency of the
proposed quantum strategy in reducing energy consumption and
computational complexity. Following that, we investigate the
CQOA's implementation, setup, and computational complexity.
Finally, we create a simulation environment to evaluate the
efficiency of the suggested implemented constrained quantum
strategy.

Keywords—Quantum  computing;  constrained  quantum
optimization algorithm; quantum extreme values searching
algorithm; resource distribution management; cloud computing

I.  INTRODUCTION

Parameter optimization and the choice of the best solution
candidate play a crucial factor in gaining optimal performance
in many application types in a wide range of disciplines. It is
useful to mention that most of the computational problems
arising from the practical optimization world are frequently
mapped to searching the minimum or maximum of a goal
function (or a constraint goal function).

The cloud computing industry is suffering from intensive
processing due to rapidly rising data traffic. As a result,
improving the network speed and attaining a higher quality of
service (QoS) became a top priority. In the last decades, several
well-known quantum strategies have been proposed in
quantum computing [1,2] such as quantum phase estimation
(QPE) which is exponentially faster than the classical ones, it
computes the eigenvalue of a unitary operator, it has many
useful applications, here we list some examples, such as,
guantum counting algorithm for computing the number of
occurrences of a query (searched item) in a certain database,
Shor’s algorithm for integer factorization [3], or the HHL
algorithm [4] for solving a linear system of equations. Another
interesting well-known searching algorithm, the so-called
Grover’s algorithm (quantum solution for searching an item in
an unsorted database) which enables a dramatic reduction in
computational complexity. The optimal classical solution takes

O(N) iterations to carry out the search while Grover’s strategy
requires only O(vN) step [5-6].

In this work, we exploited the constrained quantum
optimization algorithm (CQOA) [17]-[20] for optimizing the
energy consumption of a proposed resource distribution
management system (RDMS). It is important to mention that
one of the motivations behind exploiting the CQOA in RDMS
is that most of the constrained classical searching strategies
suffer from high computational complexity for one of the
following reasons,

e Most of the databases are Unsorted (unordered).

e The database may contain many local extremes
(minimum or maximum) gratifying the constraint.

e The database structure is not always continuous.

The outline of this paper is as follows: Section Il presents
the literature review. Section Il is devoted to introducing the
CQOA and its computational complexity as well as showing a
comparison between the CQOA and its original guantum
algorithm version, the so-called quantum extreme value
searching algorithm (QEVSA). Section IV deals with
describing the resource distribution management model and the
problem statement. Section V is concerned with implementing
and configuring the proposed constrained quantum
optimization approach in the desired resource distribution
management. Section VI is devoted to discussing the
computational complexity of the applied CQOA. Section VII
presents the simulation results, and Section VIII concludes the

paper.
Il. RELATED WORK

It is not easy to build a new efficient quantum algorithm
that outperforms a classical one. For this sake, there are few
discovered quantum algorithms. Concerning the constrained
extreme value searching, the most leading quantum heuristic
candidate is introduced in [7], the so-called quantum
approximate  optimization algorithm (QAOA)  which
approximates hard optimization problems by converting the
classical objective function into a Hamiltonian problem. Later,
the QAOA was exploited for solving a constrained
optimization problem, this alternative solution investigates the
ground state of the Hamiltonian cost function instead of
minimizing the original cost function [8]. Another extended
version of the QAOA, the so-called quantum alternating
operator ansatz is designed for finding the approximate
solutions to optimization problems with hard constraints [9].

42|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The only drawback is that the calculation of the derivatives of
the goal function can be computationally expensive. On the
other hand, several well-known classical approaches for
handling the constrained optimization search have been
proposed in the literature, the most applied ones namely
deterministic optimization algorithms and metaheuristic ones,
these strategies are often failing to find the global optimum
result when the goal function is non-monotonic, non-
continuous, or the database is unsorted and very large [10]-
[16].

It is worth showing the motivation behind applying the
CQOA in RDMS. As it is known, new technologies continue to
merge in cloud computing to meet the challenges imposed by
the exponentially increasing data traffic [21]-[55]. Recent
works [56-58], of the cloud radio access network, have shown
significant performance gains by centralizing the management
of radio and processing resources in the cost of computational
complexity.

Due to the significance of the issues that the cloud
environment addresses, many optimization methods have been
proposed lately. The majority of them strive for a high quality
of service.

The authors in [21] employed a hybrid prediction model
that merges both statistical and machine learning approaches to
generate higher-quality prediction outcomes for cloud
computing. The proposed approach was able to predict with
high accuracy the necessary workload. However, these
techniques suffer from high computational complexity due to
complex and highly nonlinear data. The model has been
exploited to predict both seasonality and random workload
patterns.

The authors in [22] proposed a hybrid technique with a
shuffled leapfrog algorithm and ubiquitous binary search
(SLFA-UBS) to resolve these issues with an optimal
assignment and better resource distribution. The method
performed better in terms of optimum dynamic resource
provisioning with QoS and cheap cost.

Several metaheuristic approaches have been applied to
improve the quality of service of cloud computing. For
example, the authors in [26] suggested a multi-objective hybrid
Ant Colony Optimization (ACO) with Bacterial Foraging
(ACOBF) behavior to maximize resource utilization and also
minimize the Makespan. While, the authors in [36] proposed
another multi-objective hybrid method that combines the two
well-known strategies, particle swarm optimization (PSO), and
grey wolf optimization (GWO). The experimental outcomes
proved that the newly developed method reduces the total
execution time and cost compared to PSO, heterogeneous
earliest time first (HEFT), ant colony optimization (ACO), and
round-robin (RR) algorithms.

The author in [59] considered a cloud radio access network
and aimed to minimize the energy consumption of the overall
system while satisfying constraint demands. Moreover, the
work in [60] executed sequentially two heuristic approaches
for minimizing the power consumption of task processing. In
addition, the author in [61] used the Matroid algorithm to
optimally solve the constrained resource allocation problem.

Vol. 12, No. 8, 2021

Another classical technique that is often used is the so-called
knapsack optimization strategy which is widely investigated in
the processing resource assignment in a cloud radio access
network system [62-64]. However, the proposed optimization
algorithms for task allocation require high computational
complexity.

I11. CONSTRAINED QUANTUM OPTIMIZATION ALGORITHM

Before introducing the CQOA, let’s present first the
QEVSA. In [65]-[66] the author built a new quantum algorithm
named quantum existence testing (QET) which is a special case
of quantum counting algorithm that determines the number of
occurrences M of a certain item in a database consisting of N
entries [67]. While the QET tests whether a given entry exists
or not in a certain database, in other words, it checks the value
of M, if it equals zero or not. Next, the author developed a new
quantum method called the quantum extreme value searching
algorithm (QEVSA) by combining the well-known classical
binary searching algorithm [68] and the QET. More details are
presented in [65]-[66]. The QEVSA finds the extreme
(minimum or maximum) of an unconstrained goal function or
unsorted database.

The computational complexity (CC) of the QEVSA
depends on,

e The CC of the binary searching algorithm embedded in
the QEVSA which equals O(log,(T)), where T is the
maximum number of steps needed to run the
logarithmic search.

e And, the CC of the QET which equals 0 (logf(x/ﬁ)),

where N = 2% is the entry size of the database, where a
is the total number of the required qubits with respect to
the size N of the database.

The overall number of bits n; used in the physical
implementation of the QET is strongly influenced by the
guantum uncertainty and the classical accuracy of the
application. In case the quantum uncertainty demand is
neglected i.e. it corresponds to the idealistic phase estimation
with no error, this implies that the value of n; can be written
as.

nE:%_l 1)

CE
where cg is the optimum number of qubits required for
classical accuracy in order to represent the phase, in this case,
the CC of the QET is 0 (logf(x/ﬁ)). On the other hand, if

the upper bound of the error probability is denoted by P. of the
quantum uncertainty _originated from the QPE_ is taken into
consideration by the application, then the value of ng is
expressed as.

ng = % -1+ [logz(Zn) + log, (SLPVE)] (2)

CE PE

where pg is the optimum number of qubits needed to
handle the quantum uncertainty problem originating from the
error probability of converting the phase to a probability
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amplitude. In this the CC of the QET is
3 (PE )
0| log, (2 2 \/N) . We assume that the CC of the QEVSA is

respect,

only influenced by the classical certainty parameter. For this
sake, the CC can be written as 0 (log2 (T)logf(x/ﬁ)).

In compliance with what has been discussed, we see that
the QET plays a fundamental role in the search efficiency of
the QEVSA.

In [17]-[18], we developed a new extended version of the
QEVSA, the so called CQOA, where we extended the
functionalities of the QET(ref) to a new quantum function that
answers whether there exists an item in a certain region of the
database at all, and satisfies the engineering constraint C and
index relation R (The value of R may refer to minimization or
maximization of the constraint goal function) is needed. This
new extended version is named the constrained quantum
relation testing CQRT (ref,R,C) where the parameter ref
refers to the updated value which divides the database into two
vertical parts, the index R refers to the used relation, and the
constraint C can be equality or inequality constraint.

Also, we proved that implementing the constraint C and the
relation R in the QET does not change the evaluation of QPE.
For this sake, the estimated optimum number of qubits required
for the classical accuracy denoted by c; which corresponds to
the CQRT function equals the cg belonging to QET function,
one obtains ng =ng . To this end, the computational
complexity of the QEVSA equals the computational

complexity of CQOA which equals 0 (log2 (T)log23(\/ﬁ)).

Note that the notation of ref wvalue in the algorithm has
been changed to F,,,, s. The CQOA is expressed as follows,

1) We start with S = 0 : F F F

min1 = fminor “max1 =

Fraxor and AF = Fraxo = Fmino

2) S=S+1 A

3) Freas = Fins + |55

4) flag = CQET (F 005 R.C):

o ifflag="Yes, then F_ .11 =F a5

o Else Fmax5+1 = FmaxS ' FminS+1 = FmedS

5) If S <log, (T), then go to 2, else stop and y,,, =
FmedS

It is important to mention that the QEVSA performs only
the search in the continuous database structure because the
QET cannot adjust the classical logarithmic search algorithm
(binary searching algorithm) so that it is suitable for non-
continuous databases.

The CQRT allows adapting the binary searching algorithm
so that it is suitable for continuous database structures to non-
continuous ones. To this end, the CQOA handles the search in
a continuous or non-continuous database structure. The main
similarities and differences between the QEVSA and CQOA
are summarized in Table I.
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TABLE I. THE MAIN SIMILARITIES AND DIFFERENCES BETWEEN THE
QEVSA AND CQOA
QEVSA CQOA
Type_of the goal Unco_nstralnt goal Constraint goal function
function function
Database type .
(Continuous/Non- Continuous gont!nuous/Non—
. ontinuous
Continuous)
The classical
logarithmic search
algorithm is combined QET CQRT
with
Computational 3 3
Complexity 0 (10g,(M1og,*(VN)) | 0 (logy(Tlog,*(VN))
Database Structure
(ordered/unordered) Unordered database Unordered database

1V. MODEL

This paper is an extension of the previous work published
in [69-73], the of the current paper is reducing the energy
consumption of processing resources by taking into
consideration the delay constraint of the tasks. To model the
general RDMS, we divided its functionalities into three main
blocks. Fig. 1 represents the architecture of the proposed
RDMS.

A. Multiple Task Generators

We consider multiple task generators, where each generator
releases a task type to be served by computing units. We
assume that the number of generators/task-types is denoted by
G. Each generated task is composed of several subtasks
selected from a set of subtask types, where the total number of
different subtask types is V.

Each generator always produces identical tasks i.e. the
same number of the total subtasks and the same number of
subtask types. Moreover, each generator releases tasks
according to an arrival time distribution (exponential intensity
distribution, uniform intensity distribution, etc.). Note that, the
memory needed to allocate the subtask type v is denoted by A,,.
Furthermore, each task type has to be served within a specific
delay constraint denoted by 7, i.e. the subtasks belonging to
task type g have the same time constraint 7, i.e. all the
subtasks of the task type g have to be served within this time
constraint 7.

1) Computing units: The incoming tasks are served by
computing units. The total number of computing units is
denoted by K. Each computing unit has a maximum capacity
. Assuming that N, refers to the number of subtask type v
under process on the k" computing unit.

2) Decision maker: It controls the deployment of the
incoming subtasks among computing units. The CQOA
introduced in Section 1l will be implemented as a
computational infrastructure core of the decision-maker.

B. Problem Statement

The decision-maker deploys the subtasks of the incoming
task to different computing units. Assuming that the subtasks
of the incoming tasks are processed sequentially. Fig. 2
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illustrates the processing mechanism of subtasks in the k"
computing unit, where subtasks arrive in a FIFO manner, i.e.
when a task arrives in the decision-maker, it decides instantly
whether the task (consisting of subtasks) can be accepted and
deployed to any of the computing units or not (rejected). The
delay needed to process the actual load in the k" computing
unit (considering the task under the decision, too) denoted by
72, it has to be always less or equal than the delay constraint

Task Type
Generator

=Y

Vol. 12, No. 8, 2021

of the incoming task type i.e. 73 < 7,. The green hatched
subtask is the subtask belonging to the new incoming task
deployed into the k** computing unit (see Fig. 2). This
decision method guarantees that the delay constraint of tasks
that are running on the k" computing unit does not influence
the fulfillment of delay constraint of the new incoming task
and vice versa.

Computing Units

/*\1 EANERNES

Task Type m _,.-—:——): : :

Generator Decision Maker | : : : .

g N ST

e .n (]

~K-3 K2 K-1 K
Task Type
Generator

G
Fig. 1. Resource Distribution Management System.
Servedsubtask

New incoming subtask with delay constraint T,

l

Computing unit k

act 1

Ty

< T,

Fig. 2. Scheme lllustrating the Sequential Processing Operation of different Subtasks in the kt* Computing Unit.
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Now, let’s investigate the calculation of the total energy
consumed by the RDMS. We consider that the initial power

needed to turn on the computing unit k is denoted by P,

A subtask is composed of a specified number of identical
memory pieces called memory units. The processing rate of the
k" computing unit is denoted by 3, and computed as follows,

Br = 3)

On the other hand, the time needed to process a subtask
type v on the computing unit k is A, /B, . Furthermore, the
processing delay of the actual load on the k** computing unit
can be calculated as,

number of memory units

second

act _ Sp=1Niwho
T, = Br 4)
Assuming that 7¢ < 7, and the processing of the
subtasks is performed sequentially as illustrated in Fig. 2, the
energy required to process the subtasks on computing unit K is
given by formula (5), where ¢, is the energy consumption of
one memory unit on computing unit k.

EI?Ct = skz NkVAV + PlinitTII(ZCt
v=1 (5)

Lnlt
= ( >z Niply,

o & YV_i Ny,A,: The energy needed to serve the subtasks
under process on the computing unit k without
considering the energy required to turn on the
computing unit k.

e Ppinitzact: The energy needed to turn on the computing
unit k in a period that is equal to TZ<* (the energy of
tasks is not considered).

AOverall Energy Consumption

act

max

AE =

af T

act

min
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It is straightforward to verify that the overall energy
consumption of the system can be written as,

Eact Z Eact
Lmt

= &
(et

k=1

(6)

)2% -

is considered if and only if the k"

k
computing unit is switched on (The set H°N of the switched-
ON computing units). Our goal is to minimize the overall
energy consumption E£%<t, one obtains.

ESt = \Zr;iigSEa“(Si) and Vk € S;: ¢t < 7, )

keHO™
init

where the term X

with S denotes the sets of different possible distributions of
the subtasks of the incoming task among all computing units
and S; refers to the it" distribution/deployment scenario of S,
i.e. the i*" specific set of computing units S; = {k}.

V. IMPLEMENTATION AND CONFIGURATION OF THE CQOA

To select the best and the optimum deployment scenario,
we apply the CQOA as a minimum constrained searching
algorithm (MCSA). To this end, the function F is substituted
by E%t, while the constraint C corresponds to the delay
constraint of the incoming task type ie. 7,, and the
implemented relation R is a “minimization”.

The maximum number of steps needed to run the logarithm
search T in (8) depends on two parameters: the variation of the
energy consumption of the system denoted by AE = E&t, —
EZ<E and the step size a which is the smallest distance between
the energies of two different scenarios among all the possible
scenarios in the database. Fig. 3 shows these parameters.

I I I I 1

>

Different Deployment Scenarios

I I I I I
§;

Fig. 3. The Horizontal Axis Presents all the Possible Deployment Scenarios, While the Vertical Axis Presents the Borders of the Total Energy Consumption
Function (different Results), each Possible Scenario Corresponds to a Total Energy Consumption. Computing the Value of a Requires Selecting the Minimum
Distance between Total Energy Consumption Functions of Two Deployment Scenarios S; and S;.
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Since the searching region is obviously AE = EfSt, —
ESct | the stochastic parameter T can be expressed as follows.

T — ET‘%I%J{ —Eﬁfii (8)
a
where EfSE can be replaced by the energy consumption of
the system without the new incoming task. We denote this
energy value by E4t and one can observe that it does not
depend on the deployment of the incoming task, this implies
that.

act _pact
_ Emax —E

« ©)

An appropriate worst-case estimation for EZt. can be
considered as.

Egct, = Foct ¢ Ty X ke HOFF P,init + Einc . (10)

T

where,

e EI" denotes the energy consumption if the subtasks of
the incoming task are deployed onto that computing
units having the largest ¢, , i.e.,, the least energy-
efficient unit.

Ty Y enorr PYM is the total energy consumed by the set
HOFF of the switched-OFF computing units because the

switched-ON computing units are already considered in E%t,
On the other hand, the value of & can be written as,
a = minv i¢j|EaCt(Si) - EaCt(Sj)| (11)

where E*€(S;) is the sum of the energy consumption of the
system without the new task £t and the energy consumption
of the incoming task with assuming that it was distributed
according to Z;,

EOCt(S;) = E*t + E™(Z)). (12)

where Z; refers to the it set of those computing units
which receive one or more subtasks of the new incoming task.
It is straightforward to verify if one substitute (12) into (11),
one obtains:

a = miny i::leinc(Zi) _ Einc(Zj)l (13)

Let M,,,; be the number of subtasks of the incoming task
from subtask type v deployed onto computing unit k in case of
the i*" deployment scenario. The formula of E™¢(Z,) can be
expressed now by means of (14) as:

Plnlf

E™(Z) = Ykez, <5k + -
t Br

) 5:1 MkviAv (14)

keHO™
init

where this term 2£— is considered if and only if the k"

k
computing unit is switched-ON. To set up properly the
stochastic parameter «, it is enough to investigate the non-zero

. . 2
solutions of (E‘”C(Zi) —E”“(Z]-)) =0, the solutions are

located on a hyper-plane, this result is already discussed in
[73].
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V1. COMPUTATIONAL COMPLEXITY ANALYSIS

As previously presented, in order to minimize the
constrained overall energy consumption, we have exploited the
CMSA as a computational infrastructure for the RDMS.
Furthermore, we have proven that the computational
complexity of the implemented CQOA is

0(log2(T)logz3(\/N)), it depends on the computational

complexity of the CQRT function log,*(vN) and the
logarithmic search of the quantum algorithm log, (T), where N
refers to the total number of possible deployment scenarios.

The computational complexity analysis is divided into two
main parts,

e The value of T roughly depends on the value of the
stochastic parameter . As already investigated in [73],
computing repeatedly the value of a poses a real
challenge. To this end, we proposed an alternative
solution that consists of setting up the T value in
advance before starting the assignment operation, in this
case, the computational complexity of determining the
parameter « of the logarithm search will be O(1). More
details on the computational complexity of T are
presented in [73].

e The size of the search space N. This section will be
devoted to estimating the value of N which refers to the
set of all possible assignment scenarios for each
incoming task.

Let us assume that the new task under decision has arrived
from generator g. This task contains M, identical subtasks
from type v and we need to select My, pieces of computing
units from the overall K where repetition is allowed, i.e. a
certain computing unit can be chosen more than once. One can
verify that the number of such possible different sets can be
written as:

K+ Mg —1 15
) (15)
Considering all the subtask types, one gets.

K+M,—1
V=Tl ) (19)
gv

Now, we are ready to investigate the computational
complexity of the lower and upper bounds of the size of search
space N. It is easy to show that

<K+Mgv—1)_(K+Mgv—1)!

Mg, (K -1D)! M,
(k-1 +M;,,)! (7
(K= 1D)! M,

Assuming that K > M,,, it is interesting to note that by
using formula (17), one can verify that it can be expressed in
the following manner:

K(K+1)<(K+2)-...-(K—1+Mgv) _ LHMgv—l (§+ 1) (18)

1-2-.-Mgy Mg, =1
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Now we are in a position to give the upper bound for (16).
Using (18), one can confirm that

(K + Mgv -1 gkMgv
) <
My,

Using (19) and (16), the upper bound of the size of the
search space N can be expressed as:

K+M,—-1 Mgy 4
— TV gv K
N= HV:l( Mgv ) = (minv Mgv) (20)

Next, we are interested in a close lower bound for (16). It is
easy to verify that

(19)

~ miny Mgy

Mgy \V v
NZ(Kg ):( L )KMg 21)
maxy Mgy! maxy Mgy!

where, My = ¥V, M.

The lower bound expressed in (21) shows that the
computational complexity of finding the optimal solution
within the database is polynomial in terms of the numbers of
computing unit K but exponential in terms of M, i.e. if the
number of subtask type V becomes large, the computational
complexity rises dramatically. For this sake, performing a
constrained classical computation method to find the optimum
result will be time-consuming and hard to solve. So, our
proposed quantum strategy is the best candidate to handle such
a task assignment optimization problem.

VII. SIMULATION

To demonstrate the efficiency of the proposed CQOA, a
simulation environment has been constructed, in which a
constrained randomized method was considered as a reference
for comparison with the proposed constrained optimization
method. In the best case, the computational complexity of the
constrained randomized method is O(const), and in the worst
case, it is O(N).

This simulation aims to compare the performance of both
methods in terms of computational complexity and the overall
energy consumption with respect to the delay constraint.

The simulation of the RDMS hosts three computing units,
the characteristics of computing units are presented in Table.
I, we considered three computing units where they have an
identical processing rate of 40. From a practical point of view,
the RDMS contains significantly more computing units,
however, to observe the trends and effects it is worthwhile
investigating a small-scale model.

Also, we considered two task type generators such that
tasks are generated exponentially, where one of the task types
has a high-intensity distribution (the mean value of intensity
distribution is smaller) compared to the other one.
Furthermore, we considered two subtask type, their memory
requirements are respectively A;=2 and A,=4. Table Il
presents the number of subtask types, total memory required,
and the delay constraint of each task type. While Table IV
shows the total number of tasks released for each intensity
distribution. It is important to mention that the timeslot of task
generation is 20 seconds.

Vol. 12, No. 8, 2021

TABLE I1. THE CHARACTERISTICS OF THE COMPUTING UNITS OF
RESOURCE DISTRIBUTION MANAGEMENT MODEL

Computing Unit1 | Computing Unit2 | Computing Unit 3
Ci 40 80 120
P;'{”" 20 25 30
£ 1 2 3
TABLE Ill.  THE CHARACTERISTICS OF THE GENERATED TASK TYPES
Number of Number of memor Delay
Subtask type 1 Subtask type 2 Y| constraint
Task | 4 3 14 1.4
type 1
Task | 5 1 10 12
type 2
TABLE IV.  THE NUMBER OF TASKS RELEASED FOR EACH INTENSITY
DISTRIBUTION
Mean = Mean = Mean = Mean =
0.4 0.3 0.2 0.1
Number of | 39 57 91 203
tasks

It is interesting to note that the decision-maker checks first
the capacity constraint i.e. if there is free space in the system
for allocating the new task. Then, it checks the delay
constraint. Also, it is very important to mention that we did not
deal with the case where the system is overloaded, i.e. we did
not investigate the queueing behavior of the system.

For each two task types that have different intensity
distributions, we repeat the simulation 10 times, then we
calculate the average overall energy consumed for each
algorithm.

Fig. 4 compares the total energy consumed by the
randomized and optimized methods for different exponential
intensity distributions. It can be seen that for every experiment,
the constrained optimized strategy consumes less energy than
the constrained randomized one. Additionally, one can notice
that when the intensity distribution of arrival tasks increases
i.e. when the mean value of exponential distribution becomes
smaller, the optimized strategy keeps consuming lower than the
randomized one.

Fig. 5 shows the percentages of the overall energy
consumption reduction of the three aforementioned
experiments. For example, in the first experiment where the
two task type generators have respectively 0.4 and 0.3 as
means (the mean value of exponential distribution), the energy
consumption of the optimized method is less than the
randomized one by approximately 43.85 %.

As it is shown, in the worst case the constrained
randomized algorithm uses N steps, but it cannot find the
optimum deployment scenarios which correspond to the
minimum total energy consumption of the RDMS. While the
computational complexity of the constrained optimized

strategy is O (log2 (T)logz3(\/N)).
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Fig. 4. Energy Consumption of the Optimized (Blue Bars) and the Randomized (Red Bars) Strategies according to different Intensity Distributions.
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To sum up, we see that whatever the distribution intensity
is, the constrained optimized approach offers a significant
reduction in terms of energy consumption and computational
complexity.

VIII. CONCLUSION

The CQOA finds the extreme optimum value for a
constraint goal function or unsorted database with respect to
certain constraints. It reduces significantly the costs connected
to the application such as computational complexity and time,
as well as, provides high accuracy and speed. We exploited the
CQOA to minimize the constraint goal function (The total
energy consumption) of the RDMS. We derived a simplified
form of the constraint goal function, and we investigated the
implementation and the configuration of the proposed
constrained quantum strategy. Next, we proved that the
computational complexity of finding the optimal solution
within the database is polynomial in terms of the numbers of
the computing units but exponential in terms of the number of
subtasks. Fortunately, the proposed CQOA can handle such
kind of optimization problem exponentially faster. In the end,
we demonstrated by a simulation environment the effectiveness
of the CQOA in terms of energy consumption and
computational complexity by making a comparison between
the constrained randomized strategy and the constrained
quantum one. In future work, we will exploit the CQOA in
resource distribution management by considering queueing
aspect.
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Abstract—Recently, wireless body area networks (\WBANS)
and mobile Internet of Things (1oT) have been greatly increased
and integrated into a different type of systems such as
electronic/mobile-healthcare  (e/m-healthcare) systems. In
addition, analyzing the composition of drugs or performing the
medical rapid tests in the conditions field are the main tasks of
the m-healthcare system, in which the traditional laboratory
methods of analysis are not suitable. Therefore, in this study, we
proposed a novel structure with a distributed e-health system to
perform such analysis, where portable infrared micro
spectrometers are utilized and then boundary calculations are
applied. More specifically, this system is proposed to use a
portable infrared micro spectrometer with a specially designed
application connected to a public communication network, which
can process the results of analysis using boundary calculations.
Moreover, it provides remote processing and long-term storage
of analysis data using artificial neural networks and cloud
technologies. Finally, simulation results show that preprocessing
(error checking), data buffering and Edge Computing can
significantly reduce the network latency and volume of
transferred data.

Keywords—Micro spectrometer; molecular analysis; NIR
spectroscopy; public communication networks; internet of things;
e-health; m-health; edge computing

I.  INTRODUCTION

The quality of medical services in the modern world
depends very much on several important factors. Firstly, it is
the time before medical care is provided, and the shorter the
time, the better for the patient. The second factor is the level of
automation and informatization of the process of providing
medical care, because it eliminates the human factor and
improves the quality of medical services. The third factor is to
reduce dependence on existing infrastructure and to provide
medical care at any time and in any place. This factor
significantly depends on the level of technology and
telecommunications development [1].

When they talk about the integration of modern technology
and medicine, the most commonly considered area of
knowledge is e-Health (also written e-health). This is a field of
knowledge that studies the tasks of digitalization of medical
service delivery, development of new high-precision medical

The reported study was funded by RFBR, project number 19-37-90140.

Ruslan Kirichek*

Software Engineering and Computer Science Department,
The Bonch-Bruevich Saint-Petersburg State University of
Telecommunications, 22 Prospekt Bolshevikov, St.
Petersburg, Russian Federation

equipment, integration of medical systems  with
telecommunication  technologies,  implementation  and
application of robots and artificial intelligence (Al) in medicine
[2, 3]. Today most countries in one way or another implement
e-health system in everyday medical practice [4, 5, 6], the level
of trust of patients and doctors in such systems is steadily
increasing [7].

The concept of mobile e-health (m-health) has emerged due
to the fact that tablets or smartphones have become the most
common means of communication in today's world. It includes
medical practice and public health carried out using mobile
devices [8, 9]. Mobile e-health is developing very rapidly
because it relies on the use of devices and technologies familiar
to the average user, such as smartphones, tablets, smart
watches, and the Internet. Importantly, m-health technologies
allow patients to remain mobile and monitor their health status
in their daily lives without significant limitations. On the other
hand, m-health uses cloud platforms and Edge Computing [10,
11, 12] to accumulate data, process and store them, and
perform deep analysis using Al.

m-Health technologies provide many different services.
These include access to public health care sites for
appointments or consultations, mobile applications for
monitoring medication schedules or adherence to physical
activity and daily routines [13], and various applications
related to the collection and analysis of data from wearable
sensors [14].

Some of the services that m-health provides are various
methods for analyzing the composition of food and medicines
[15, 16], noninvasive blood tests [17, 18, 19], and other
medical tests that are based on the use of infrared spectroscopy
[20, 21, 22].

Until recently, there were no devices whose technical
characteristics would allow the use of infrared spectroscopy
methods under "field" conditions. Such studies were previously
carried out using bulky, expensive and complex equipment
exclusively by highly qualified specialists. Fortunately, thanks
to rapidly developing technology and an increasing level of
production [23], a number of portable wearable spectrometers
are now available that allow such analyses to be performed.
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These spectrometers implement the "Lab-On-A-Chip"
(LoC) (or sometimes even "System-On-A-Chip" (SoC))
concept, which involves using a microchip to perform a
complete biochemical analysis procedure, allowing one or
more processes on one microchip using a minimum number of
samples for the study [24].

An important point that determines the possibility of
massive use is the cost of such devices. Of course, a device
with a very high cost will not be as much in demand and
widespread as one with a small cost. Today there are already
examples of devices for spectrometric analysis with low cost
and small size [25, 26].

The main contributions of this study are summarized as
follows:

e Developed a prototype of the e-healthcare system based
on molecular analysis devices for recognizing
medicines in case of absence or damage to the labeling
on the package.

e Implemented the interception and analysis of network
traffic generated during the operation of the system was
carried out and its characteristics.

e Proposed an algorithm to minimize network latency and
volume of transferred data when using e-healthcare
system based on molecular analysis devices.

The rest of the paper is organized as follows. Section 2 the
related work. Our proposed a prototype system is presented in
Section 3. Then, the Network traffic interception and
characterization in Section 4. The proposed algorithm and
simulation results in Sections 5 and 6. Finally, Section 7
concludes the paper.

Il. RELATED WORK

Here are a few examples of m-health devices or systems
that use handheld spectrometers to analyze the composition of
various substances.

For example, the authors of one paper describe the
development of a smartphone-based system for accurate and
reliable assessment of sulfate and chloride levels in the water.
The developed system is based on the detection of the
transmitted modulated signal (for spectrophotometric study)
and the intensity of the scattered signal (for turbid metric
study) of the liquid sample. The specially developed
application allows to carry out the analysis autonomously and
to display the results in a user-friendly format. The system
proposed by the authors to study the composition of liquids can
become a scalable platform, which after some modernization
can be used to monitor other parameters of water or other
liquids [27].

Another article presents a miniature and cost-effective
spectrophotometer used for real-time biomarker detection. The
prototype consists of a highly sensitive spectrometer embedded
in a low-cost housing made using 3D printing technologies and
a specially designed printed circuit board that provides
processing and wireless data transmission. The results show
that the portable system developed by the authors can identify
the tubulin protein, which is a well-known biomarker used in
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diagnosing various types of cancer. The developed prototype
has a small size and low power consumption [28].

One of the articles describes the using of a portable low-
cost spectrophotometer for detecting nitrites in a liquid that
simulate the urine of patients. This can be used in medical
practice to determine the presence of a bacterial infection in the
urinary tract. When developing the spectrophotometer, the
authors used an ultraviolet LED of peak emission at 370 nm as
a light source. A silicon pin photodiode was used as a detector
of the reflected spectrum. A microcontroller was used as a
platform for controlling the sensors. This spectrophotometer
provides a real-time display of the result. To test the operation
of the spectrophotometer, the results of its operation were
compared with the results of the study using a dipstick test. In
the future, the authors plan to conduct additional studies on real
urine samples [29].

In another article, the authors describe a peripheral system
based on the Raspberry Pi platform for processing data from
the intensive care unit (ICU). The authors propose to process
incoming data from medical equipment on the periphery of the
network to unload the hospital's cloud platform. Medical data
was modeled on the basis of the PhysioNet MIMIC Il
database and transferred to the edge platform for processing
and detecting emergency cases. Then the data was transferred
to the cloud level [30].

In another study, the authors developed a machine learning
application to estimate the reflected electromagnetic spectrum
in infrared spectroscopy. The use of artificial neural networks
improved the recognition results compared to the previously
used methods [31].

In another article, the authors review existing healthcare
solutions and, as a result of their analysis, propose a new
architecture for developing a dedicated e-health platform. It is
assumed that such a platform will implement the Platform as a
Service (PaaS) service delivery model and allow for faster
development and implementation of specific medical services
[10].

I11. DEVELOPING A PROTOTYPE SYSTEM

In this article, several handheld devices designed for
infrared myrospectroscopy analysis were studied to develop a
prototype m-health system. These devices are on free sale and
already have a certain number of users. They are positioned by
the developers as general purpose NIR spectrometers. The
appearance of these spectrometers is shown in Fig. 1.

These devices are SCiO manufactured by Consumer
Physics, LinkSquare manufactured by Stratio, Inc., Tellspec
spectrometer manufactured by Tellspec, Inc. and a personal
spectrometer developed on the basis of the open source project
[26].

The devices interact with a smartphone, tablet or laptop
during their operation in order to access the Internet in order to
transfer data or to display the results in a user-friendly form.
Let's look at the scanning process, which is about the same for
these devices.
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Cy |
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1) SCiO device, 2) LinkSquare device, 3) Tellspec device and 4) open source
project

Fig. 1. Spectrometers considered in the Study.

During scanning, the infrared beam of the micro
spectrometer falls on the object under study and is reflected.
The energy absorption of the beam occurs at wavelengths
whose energy corresponds to the excitation energies of the
vibrations in the irradiated molecules. The reflected infrared
beam with an altered spectrum hits the sensor of the micro
spectrometer. Based on the reflected infrared spectrum, which
is the wavelength dependence of the radiation intensity, the
composition of the scanned substance is evaluated. Next, the
data from the micro spectrometer is transmitted to a
smartphone or tablet, where it is accumulated and
preprocessed. After the preliminary analysis, the data from the
user's smartphone is sent to a cloud server for further in-depth
processing based on a database of reference spectra. The results
of the analysis are transferred to the smartphone and displayed
in the application in a user-friendly form.

In order to implement the m-health prototype system, an
applet was developed for drug analysis using the LinkSquare
NIR micro spectrometer and an Al-enabled cloud platform.
The technical characteristics of the LinkSquare spectrometer
are presented in Table I. The appearance of the LinkSquare
spectrometer is shown in Fig. 2. The developed applet is a
software module for the main application.

Vol. 12, No. 8, 2021

Fig. 2. LinkSquare NIR Spectrometer.

The developed applet should be able to recognize
medicines sold in pharmacies without a prescription and issued
in the form of tablets. The applet can be used by both ordinary
users and medical professionals to recognize medicines in case
of missing or damaged markings on the packaging, as well as
to recognize counterfeit medicines.

To collect the data needed to train the neural network and
create the applet, a specialized LS Collector application was
installed on the laptop to collect spectrograms. The data
collection in the LS Collector program is shown in Fig. 3. After
that, spectrograms for different medicines were collected. The
collected data was uploaded to the cloud platform to train the
neural network and create an applet. Next the neural network
was trained based on the collected spectrograms. The number
of training iterations was 10 000.

Next, the developed applet was installed through the
platform Google Play on a smart phone running the Android
operating system, after which it was tested. The main technical
characteristics of the LinkSquare application and the developed
applet are presented in Table II.

The test consisted of scanning and recognizing a random
sample of the drug. For this purpose, medicines were used in
the form of tablets without packaging. The results were
repeated many times and statistically processed. The
probability of successful recognition was 93 percent.

E)
Pl mamber

Fig. 3. Spectra samples Collection of various drugs for further processing

TABLE 1. TECHNICAL CHARACTERISTICS OF THE LINKSQUARE NIR
SPECTROMETER
Name Value
Size (LX W x H) 114.0 x 23.9 x 23.9 mm
Weight 579
Charging Time <15hrs
Battery Life (Active) ~ 1000 scans

Battery Life (Idle) 24 hrs

Connectivity Wi-Fi (802.11 b/g/n)

Wavelength 700nm - 1000nm

Data Points 600 points per scan

TABLE II. THE MAIN TECHNICAL CHARACTERISTICS OF THE
LINKSQUARE APPLICATION AND THE DEVELOPED APPLET
Name Value
i0S 10.0 or above
Supported Platform Android 5.0 or above
The size of the main LinkSquare 94 Mb
application
The size of the developed applet 9 Mb
The r]umber of iterations in the machine 10 000
learning process
Probability of successful recognition 0,93
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The Fig. 4 shows the result of the analysis and the
appearance of the developed applet, as well as a comparison
with a similar applet for the SCiO spectrometer.

Acetylsalicylic acid

Aspirin

(1) Developed Applet for LinkSquare, (2) Similar Applet for the SCiO
Spectrometer.
Fig. 4. The appearance of the GUI of the created applet and the SCiO applet

Testing of the applet to verify its performance was carried
out based on the developed m-health prototype system, the
structure of which is presented in Fig. 5. The prototype
simulates a scenario of micro spectrometer application in
everyday life to analyze the composition of medicines.

Android WiFi
smartphone
with application

router

Internet

Swmma ()

Tablets in
a pillbox

Spectrometer
LinkSquare

Fig. 5. Network Prototype.

IV. NETWORK TRAFFIC INTERCEPTION AND
CHARACTERIZATION

The developed prototype was used to capture and analyze
the IP network traffic generated by the m-health system. The
traffic characteristics are presented in Table IlI.

The presented results were calculated with a confidence
probability of 90%.

This is to assess traffic characteristics in detail and use
them to further model the molecular analysis service delivery
process using the m-health system. Such traffic and messaging
algorithms may differ from those typical of the Internet [32],
and a better understanding of the characteristics of m-health
systems will solve existing problems and accelerate the
development and diffusion of m-health in the future [33, 34].

Vol. 12, No. 8, 2021

TABLE Ill.  CHARACTERISTICS OF THE NETWORK TRAFFIC GENERATED
DURING THE PROVISION OF THE M-HEALTH SERVICE

Network traffic characteristics sS:::t:)gnElr:er SS:::/ztr)y the
The size of the sample (packets), n 5436 5510
The size of the sample (packets) per scan, n | 34,3+0,57 29,05+1,05
Average packet length, bytes 1257,40+8,41 | 58,60+0,41
Packet receiving rate, packets/s 1,21+0,02 1,23+0,02
Packet receiving intensity, Kbit/s 11,87+0,22 0,56+0,22

To capture network traffic, the PCAP Remote mobile app
was installed on the smartphone, which was used to capture
and store network traffic. The traffic was then transferred to a
laptop with WireShark traffic analyzer software for further
study and evaluation of its characteristics.

In [12, 32], the following sequence of steps was described
for an Internet-based real-time NIR spectrometer molecular
analysis procedure, which is shown in Fig. 6.

The NIR spectrometer
analyzes the test sample and

The smanphone
accumulates, processes,
transmilts the data o a transmits and receives data

Sma I'[])I'I one

»

10 1l 12 13 14 5 (]

Data
transmission

Getting
results

Spectrum
processing

Displaying

Initializing
results

. ‘reating
. Scanning Creating
the scaning

spectrum

00,00 00,93 [}E.KJ UE.,W 04.86 07,30 0779

Time, s
»
»

Fig. 6. The Sequence of Operations when using the m-Health System.

Obviously, in order to improve the quality of the m-health
service, it is necessary to reduce the latency of the service.
However, since we cannot influence the scanning speed of the
spectrometer itself, we will further consider the delay
associated with the accumulation, processing, transmission and
reception of data by the smart phone.

V. PROPOSED ALGORITHM

After a detailed study of the operating principles and traffic
analysis of m-health systems that use portable infrared micro
spectrometers to analyze the composition of food and
medicines, the following improved algorithm for the service
was proposed. The algorithm is shown in Fig. 7.

A distinctive feature of this algorithm is the preprocessing
of the data received from the spectrometer in order to compare
it with a predetermined template. The template is selected
depending on the applet used. The preprocessing allows you to
discard data resulting from false positives and scanning errors.
Thus, erroneous data is not transmitted over the Internet to a
remote server for processing, which on the one hand reduces
the amount of traffic transmitted, and on the other hand,
discarding erroneous data allows the system to free up more
quickly for the next scan.

Another distinctive feature is the presence of a buffer that
accumulates data until its volume approaches the value of the
maximum transmission unit (MTU), which reduces the number
of transmitted packets and slightly increases the data
transmission delay.
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Fig. 7. Proposed Algorithm.

We should also consider the possibility of processing data
not on a remote cloud server, but using Edge Computing
technologies to reduce network latency and provide a higher
level of m-health services [35, 36].

VI. SIMULATION MODEL

To verify the effectiveness of the above algorithm, a
simulation models were developed in AnyLogic software.
These models allows the simulation of both the basic scenario
of service provision, as well as allows the simulation to take
into account the features of the above-proposed algorithm and
numerically assess the difference in the distribution of
accumulation, processing and data transmission times in the
process of providing m-health service using the NIR
spectrometer and the volume of data transmitted for different
scenarios. These are the basic scenario, the scenario with
preprocessing (error checking), the scenario with buffering,
and the scenario using Edge Computing.

The graph in Fig. 8 shows the distribution of the delay time
associated with the accumulation, processing, transmission and
reception of data in the basic scenario. It does not use any
improvements, such as preprocessing (error checking) or Edge
Computing. The simulation results are quite exactly the same
as the results of the created network prototype.

The resulting distribution can be described with sufficient
accuracy by an exponential distribution with a probability
density

f.(t) = e "

where A is the intensity of service (served attempts).
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Fig. 8. Distribution of the Delay Time Associated with the Accumulation,
Processing, Transmission and Reception of Data in the basic Scenario.

The graph in Fig. 9 shows the distribution of the delay time
associated with the accumulation, processing, transmission and
reception of data in a scenario with preprocessing (error
checking). In this scenario, the delay reduction is achieved
through preprocessing, which ensures that false scans are
discarded even on the smart phone and the e-healthcare system
is quickly released for subsequent work.
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Fig. 9. Distribution of the Delay Time Associated with the Accumulation,
Processing, Transmission and Reception of Data in the Scenario with
Preprocessing (Error Checking).

This distribution is difficult to describe with a single
function. We described it as a mixed distribution based on the
assumption that this process can be represented as an
aggregation of two independent processes. In this case, the
probability density can be expressed as the weighted sum of
the probability densities of two distributions.

fz(t) =77191(t)+77292(t) 2

where 1; and m, are weight coefficients, g, and g, are
probability density functions (pdf).

gl(t) = 7715(t) (3)

where §(t) — Dirac delta function.
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gkt L
———e %, t>0
0,(t) =1 0T (k)
0 t<0 @)

g, (t) — presents the Gamma distribution.

The graph in Fig. 10 shows the distribution of the delay
time associated with the accumulation, processing,
transmission and reception of data in a scenario with
preprocessing  (error checking), buffering and Edge
Computing. In this scenario, the delay reduction is achieved
through preprocessing, which ensures that false scans are
discarded and the e-healthcare system is quickly released for
subsequent work, as well as by processing data not on a remote
cloud server, but using Edge Computing.
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| |
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Fig. 10. Distribution of the Delay Time Associated with the Accumulation,
Processing, Transmission and Reception of Data in the Scenario with
Preprocessing (Error Checking) and Buffering and Edge Computing.

We described this distribution in a similar way using a
mixed distribution with the difference that two Gamma
distributions were chosen as terms.

f,(t) = 7,0, (t) + 7,9, (t) (5)

where 1, and n, are weight coefficients, g, and g, are pdf
functions.
k-1t
et
9.(t) =1 0T (k)
0 t<0

t=0

(6)
where g,(t) — presents the Gamma distribution.

Generalized results of modeling the distribution of time of
service provision are presented in the Table V.

The presented results were calculated with a confidence
probability of 90%.

From the simulation results presented in Table 1V, the use
of preprocessing (error checking), buffering of data received
from the spectrometer, and the use of Edge Computing for
local data processing can significantly reduce the delay time
associated with the accumulation, processing, transmission and
reception of data.

Vol. 12, No. 8, 2021

TABLE IV.  AVERAGE DELAY TIME

MNe | Scenario type Average service delivery time, s

1 Basic scenario 4,354+3,923
2 Preprocessing (error checking) 2,543+1,860
3 Preprocessing (error checking) and 037440128

buffering and Edge Computing

The graph in Fig. 11 shows the dependence of the amount
of data transmitted in megabytes on the number of scans. As
can be seen from the graph, the use of preprocessing (error
checking) allows you to reduce the amount of data transmitted
by discarding the spectra obtained as a result of erroneous or
accidental (unintentional) scanning when using the e-
healthcare system. Buffering reduces the number of transmitted
IP packets, and therefore the amount of service information
(headers), which reduces the total number of transmitted data.
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Fig. 11. Dependence of the VVolume of Transmitted Data on the Number of
Scans.

The resulting dependences can be described quite
accurately by straight lines.

v(n)=an )
where a; — is the corresponding slope ratio.
VI11. CONCLUSION

In this paper, analyzes the wuse of infrared

microspectrometers used for e-health and m-health systems and
highlights the main promising areas of their use. In particular,
m-health applet was developed using a cloud platform and Al,
where this applet is designed to be installed on a smart phone
or tablet under the Android operating system as part of the
main application. Moreover, it is capable of analyzing the
composition of medicines in the form of tablets, which can be
useful in cases where there is no packaging for the specified
drug or the label is damaged, as well as to recognize counterfeit
medicines. Further, an efficient m-health prototype system was
developed to test the created application, which includes a
portable NIR spectrometer, a smartphone, a WiFi router for
Internet access and a remote cloud platform for data
processing. Afterward, based on the prototype developed, the
network traffic generated in the analysis process was
intercepted and analyzed to further evaluate its characteristics
and develop models for m-health service delivery. At the same
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time, a group of models was developed to test Quality of
Service (QoS) solutions for providing molecular analysis
service using NIR spectrometers and the Internet and based on

the

intercepted traffic. Finally, AnylLogic simulation

environment is utilized to perform the simulation, where four
different sceneries are implemented, namely basic scenario, the
scenario with preprocessing (error checking), the scenario with

buffering,

and the scenario using Edge Computing.

Additionally, the average service time and the amount of data
transferred were compared for each scenario. Simulation

results show that preprocessing (error

checking), data

buffering, and Edge Computing can significantly reduce the
network latency and volume of transferred data.
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MNN and LSTM-based Real-time State of Charge
Estimation of Lithium-ion Batteries using a Vehicle
Driving Simulator
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Abstract—L ithium-ion batteries (a type of secondary battery)
are now used as a power source in many applications due to their
high energy density, low self-discharge rates, and ability to store
long-term energy. However, overcharging is inevitable due to
frequent charging and discharging of these batteries. This may
result in property damage caused by system shutdown, accident,
or explosion. Therefore, reliable and efficient use requires
accurate prediction of the battery state of charge (SOC). In this
paper, a method of estimating SOC using vehicle simulator
operation is proposed. After manufacturing the simulator for the
battery discharge experiment, voltage, current, and discharge-
time data were collected. The collected data was used as input
parameters for multilayer neural network (MNN) and recurrent
neural network-based long short-term memory (LSTM) to
predict SOC of batteries and compare errors. In addition,
discharge experiments and SOC estimates were performed in
real time using the developed MNN and LSTM surrogate models.

Keywords—L.ithium-ion battery; state of charge; multilayer
neural network; long short-term memory; vehicle driving
simulator; real time

I.  INTRODUCTION

With the recent occurrence of energy depletion and
environmental pollution, research on eco-friendly and efficient
energy sources is underway [1]. Recent developments in
lithium-ion (Li-ion) batteries have yielded large energy density
batteries with very low power losses (due to self-discharge)
and longer life spans, making them the primary source of
power for various electronic devices [2]. Secondary batteries,
such as Li-ion batteries, also provide economic and
environmental advantages over primary batteries used once and
discarded. However, due to the nature of secondary battery
operations (frequent charging and discharging), overcharging is
a likely occurrence, in which case the electronic device may be
shut down or risk an explosion [3]. Accurate identification and
management of battery conditions are essential to solving these
problems and ensuring efficient optimal usage and stability. A
battery management system (BMS) helps manage energy
efficiently and reliably when using secondary batteries. Related
research has been recently undertaken as Li-ion battery
applications continue to increase [4]. One of the parameters
used in a BMS is the state of charge (SOC), an indicator of the
remaining capacity of a battery, with 100% representing full
capacity and 0% representing no capacity. It can also represent
the state of health and the output performance of the battery

*Corresponding Author

[5]. Therefore, accurate prediction of SOC can help device
users achieve better efficiency and reliability.

Methods for estimating SOC include open-circuit voltage
(OCV), current calculation, and artificial neural network
models. OCV is a method of estimating SOC by measuring
voltages in open circuits where no current flows. However, it is
difficult to achieve a real-time SOC estimation with this
method due to the long stabilization time needed to attain
equilibrium for accurate measurement [6]. The current
accumulation method is easy to implement by randomly setting
the initial SOC and then charging and discharging the battery
to calculate the amount of change in the current. However, if
the initial SOC setting deviates considerably from the expected
value, the SOC error accumulates, making it difficult to
estimate SOC accurately [7]. In this paper, The SOC was
estimated using artificial neural networks. Artificial neural
networks are implemented based on human brain structures
and are used in various fields, such as pattern recognition,
identification, and classification, and can efficiently learn the
relationships between input and output parameters [8]. A
battery SOC estimation using artificial neural networks does
not require consideration of the battery’s internal electrical and
chemical properties. This method is advantageous for
estimating nonlinear models and can operate on low-
specification processors [9][10]. The artificial neural networks
used in this paper are a multilayer neural network (MNN) and a
recurrent neural network (RNN)-based long short-term
memory (LSTM). An RNN is a neural network in which the
previous learning information (history) influences the current
learning [11]. It is structured in a chain format and is
advantageous for predicting time-series data. However, as the
amount of data increases, a gradient loss problem occurs;
hence, an LSTM was employed to eliminate this challenge
[12].

In this paper, a vehicle driving simulator has been built to
estimate the SOC of Li-ion batteries based on the actual
vehicle's output. After completing the production of the vehicle
driving simulator, a Highway Fuel Economy Test (HWFET), a
vehicle fuel efficiency test mode used by the U.S.
Environmental Protection Agency, was applied to the motor
driver in the simulator. Voltage, current, and discharge time
data for the battery were collected according to the output of
the simulator. The values were verified in real time and used as
input parameters in the MNN and the LSTM for estimating the
SOC.
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The composition of this paper is as follows. Section 2
describes the internal configuration and fabrication process of
the vehicle driving simulator used in the battery discharge
experiment. Section 3 introduces the proposed SOC estimation
algorithm; MNN, one of the types of artificial neural networks
used in this paper; and RNN-based LSTMs, and describes
learning methods for SOC estimation. Section 4 describes the
experimental process of the proposed algorithm, the number of
input parameters, and the results of SOC estimation according
to the MNN and the RNN used. Finally, Section 5 describes the
conclusions of this study and plans for future studies.

Il. VEHICLE DRIVING SIMULATOR

In this paper, a vehicle driving simulator has been created
to determine the SOC change of the battery due to the actual
vehicle output. The composition of the simulator is shown in
Fig. 1.

The simulator is a two-wheel-drive vehicle consisting of a
remote control (RC) car frame, four tires, two DC motors
(rated voltage 12V and 6000 RPM), one motor driver
(MDD3A), one Arduino pro-mini module, and one D.C.
converter. The motor driver and Arduino pro-mini modules are
devices designed to control the revolutions per minute (RPM)
of the motor to be implemented according to the HWFET. It
was applied as the driving cycle of the discharge experiment
simulation, with the D.C. converter continuously adjusting the
input voltage to the motor rated voltage of 12V. The HWFET,
defined by the U.S. Environmental Protection Agency, is a test
cycle to measure the fuel efficiency on a highway, as shown in
Fig. 2.

Hyundai Motor’s Avante Sports A.D. 16 model and
255/40/18 (cross-section width, flat ratio, wheel size) tire
specifications were set as models to simulate precisely the
actual vehicle speed. The motor’s output in the simulator was
controlled by the proposed motor driver for the HWFET after
calculating the speed of the actual vehicle using the third gear
ratio, tire specifications, and the motor RPM of the simulator.
Fig. 3 shows a photograph of the built vehicle driving
simulator. The simulator was fixed using steel frames and MC
nylon board to prevent the simulator from moving or losing its
balance due to motor vibration during the discharge experiment
simulation.

Arduino pro-mini  Motor Driver

(MDD3A)

Motor 2

Fig. 1. Configuration of the Vehicle Driving Simulator.
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Fig. 2. Highway Fuel Economy Test Cycle.

Fig. 3. The Vehicle Driving Simulator.

I1l. SOC ESTIMATION ALGORITHM USING THE PROPOSED
NEURAL NETWORKS

A. Battery SOC Estimation Method

This paper proposes a method to estimate the SOC of a
battery using a vehicle driving simulator, MNN, and LSTM.
Fig. 4 illustrates the proposed battery SOC estimation
algorithm. First, four fully charged batteries are connected in
series and used as input voltage for the simulator. Next, the
discharge experiment was conducted using a vehicle driving
simulator. After the discharge experiment was completed, the
measured voltage, current, and discharge-time data were sent
to a PC using voltage and current sensors and the Arduino
modules. After processing the transmitted data with different
numbers of input parameters, Four MNN and LSTM models
were developed respectively to estimate the SOC of each
battery.

@ PC

(D Four Batteries Serial

Voltage,
(O] Current, Time

Sensors EERRTEITION
and

Arduino

e

@Vehicle driving simulator

Estimation

Fig. 4. SOC Estimation Diagram of Batteries using Artificial Neural
Networks and a Vehicle Driving Simulator.
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B. Multilayer Neural Network

A MNN compensates for the shortcomings of perceptrons,
which can only be learned limitedly because they consist only
of linear functions, by adding one or more hidden layers
between the input and output layers in the tomographic
perceptrons. The MNN is shown in Fig. 5.

Single-layer perceptrons use the feedforward method to
update weights. In MNN, feedforward and backpropagation are
used, unlike a single-layer perceptron. Feedforward updates
weights in the direction of the output layer at the input layer,
but backpropagation is a method of reducing the error by
updating weights in the direction of the input layer at the
output layer. Backpropagation is divided into four stages;
calculate output values using existing weights as a first step.
Then, in two steps, a partial value of the error of each weight is
subtracted from the existing weight. The next three steps are
stage 2 for all weights. Finally, steps 1 through 3 are repeated
for the given number of lessons. Fig. 6 illustrates the concept
of a backpropagation [13]. Due to these MNN learning
methods, they can be expressed more complexly than single-
layer perceptrons and are also advantageous for classification
and numerical prediction.

The process of updating the weights of the backpropagation
is shown in (1) through (5). First, the input and output values
used to calculate net radio waves can be obtained from the
following expressions.

netj = Zi Wini (1)

where net; is the input value of the node j, w;; is the
weight of the i-th node entering the j-th node, f (net; + 6;) is
the activation function, X;, X; is the output value of the
previous node entering the i and j nodes, and 8 is the input bias
value. When updating weights with errors, the required values
can be obtained in the following expressions:

8= Ml —X)f'(X) (3)
8 = AX;i 6wy (X)) (4)

where | is the label value and X is the output value. Weights
can be updated using the above obtained 6.

wji(t +1) = wy () + néjy; (%)
where t is the time index and m) is the learning rate.

C. Long Short-Term Memoryn

The LSTM is an RNN-based neural network developed to
improve the gradient loss problem as the distance between the
learning data increases. Fig. 7 shows the structure of an LSTM,
consisting of three gates and one cell state.

Equations (6)—(11) describe the process of the LSTM
operation. First, the forget gate uses sigmoid functions to keep
or discard previous and current learning data while the input
gate stores the values to be updated in the cell state using the
sigmoid and other activation functions. It then updates the cell
state by adding the resulting values of the forget gate and input
gate. Finally, the output gate determines the final output value

Vol. 12, No. 8, 2021

by multiplying the current and previous data with the value
from the sigmoid function, the value obtained by the cell state,
and the value obtained using the activation function [14].

fe =0y [hey, x]) + by (6)

i, = 0(i “[he—r, xe]) + by 7

C, = tanh(wg - [he_1, %)) + bc (8)

Co=f; "Con+ iy - G 9)

0, = o(Wg * [he_1, %)) + by (10)

h, = 0, -tanh(C,) (11)
- L Hidden layer Y Output layer )

Y-1

X-3

X-n Y-m
Fig. 5. Structure of the Multilayer Neural Network.
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Fig. 6. Schematic of the Back Propagation Algorithm.
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Fig. 7. Structure of the Long Short-Term Memory (LSTM).
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where h,_, is the previous data, x; is the current data, w
and b are the weights and biases, f; is the value of the previous
and current data, i, and C, are the values of the sigmoid and the
activation functions, C; is the updated value of the cell state, O,
is the value of the output gate, and h, is the final output value.

IVV. EXPERIMENTAL PROCESS AND RESULT

A. Experimental Process

In this research, a battery discharge experiment was
conducted using a vehicle driving simulator. The equipment
used in the discharge experiment included four Li-ion batteries
(rated capacity 1300 mAh), a power supply, a battery chamber
(to ensure fire safety due to the strong reactivity of lithium ions
[15]), a vehicle driving simulator, voltage and current sensors,
and an Arduino module. Fig. 8 shows the equipment used for
the discharge experiment and the experimental environment.

The battery charging and discharging experiments were
conducted by connecting the four batteries in series. As
expected in series connections, the same amount of current
flows through each circuit. However, frequent charging and
discharging may result in charge imbalances depending on the
electrical and chemical characteristics of the battery and the
battery operating environment [16]. Therefore, this experiment
used a cell balancing module to equalize the voltage of the four
batteries during charging and discharging. The sequence of
experiments for estimating each battery’s SOC is as follows:
First, by defining a SOC of 100% (full capacity), the four
batteries were fully charged at constant voltages of 4.2 volts
via a power supply. Next, the batteries were kept for a
stabilization period of about an hour to overcome charge
imbalances. The discharge experiment was then conducted
using the four batteries as input voltages for the vehicle driving
simulator. Fig. 9 shows a voltage graph of changes during one
cycle discharge experiment for each battery. The x-axis is the
number of samples, and the y-axis is the voltage of each
battery. The number of samples per cycle is between 2000 and
2200. One cycle of the discharge experiment is defined as from
the beginning of the discharge experiment to the point when
some of the four batteries are discharged and the vehicle
driving simulator is shut down. The above steps were then
repeated to obtain the voltage, current, and discharge-time data
for 10 cycles. The discharge-time data used in this experiment
is time data that accumulates from the beginning to the end of
the discharge experiment.

Battery chamber
S = ]I

-_S:;;;;and modules

Fig. 8. Experimental Environment and Equipment.
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These data were later transferred to a PC and then used as
input parameters for the MNN and LSTM to estimate the SOC
of each battery (Python, TensorFlow, and Keras package were
used for learning). To obtain the SOC to be used as the training
label for the MNN and LSTM, four fully discharged batteries
were charged individually and then any initial SOC was
specified. The current data acquired by the discharge
experiment are then computed using the current calculation
method. The current calculation method is presented as

S0C(t) = S0C(0) — [; “2at (12)
Where SOC(t) stands for SOC at time t, I(t) stands for
current at time t, SOC(0) stands for initial SOC, and C stands

for battery rated capacity.

Using MNN and LSTM, four models were developed that
use different input parameters. The learning structure of MNN
and LSTM used in this document is shown in Fig. 10 and 11.
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One discharge time data was added to each of the four
MNN models and four LSTM models constructed using 2, 3, 4,
and 5 values for voltage (V) and current (1) data. In Fig. 10 and
11, the input parameter (T) represents the time from the
beginning to the end of the discharge experiment, and voltage
and current data are sampled once every two seconds of the
discharge experiment. The four MNN models all have the same
hidden layer structure, consisting of two layers. The first node
count was 128, the second node count was 64, and the sigmoid
was used as an activation function. There was one node in the
output layer and the model was trained using 15000 epochs.
The four LSTM models all have the same hidden layer
structure, consisting of three LSTM layers. The first node
count was 150, the second node count was 100, the third node
count was 50, and the sigmoid was used as an activation
function. There was one node in the output layer and the model
was trained using 5000 epochs.

B. Experimental Result

In this paper, The SOC was estimated by adding different
numbers of voltage and current data and one discharge-time
parameter to MNN and LSTM. The SOC errors of each
estimated battery using MNN are presented in Table I and
Fig. 12. The models were named according to the number of

Vol. 12, No. 8, 2021

input parameters employed: 5-input (two voltages, two
currents, one discharge time), 7-input (three voltages, three
currents, one discharge time), 9-input (four voltages, four
currents, one discharge time), and 11-input (five voltages, five
currents, and one discharge time). Each battery’s error function
was estimated using the mean absolute error (MAE) and is
given as

1 ~
MAE = ;Z?:ﬂyl' - 9l (13)

where n is the number of data to be calculated, y is the
estimated value of SOC, and ¥ is the predicted value using the
current loading method and MNN or LSTM.

The SOC error estimated by the 5-input model showed that
all four batteries had errors between 1% and 2%. The SOC
error of the 9-input and 11-input models resulted in less than
1% errors on some batteries. The SOC error of the 11-input
model is relatively smaller than that of the other models. The
least estimated error (0.83%) among the four models was
Battery 3 on the 9-input model. Consequently, the SOC
estimation performance of 9 and 11 input models is considered
to be superior to that of other models. The SOC error of each
estimated battery using LSTM is presented in Table II and
Fig. 13.

TABLE I. SOC ESTIMATION ERROR USING MNN MODELS
Batteryl Battery2 Battery3 Battery4
5-input 1.68% 1.71% 1.41% 1.54%
7-input 1.31% 1.52% 1.02% 1.15%
9-input 1.35% 1.31% 0.83% 1.01%
11-input 0.95% 1.07% 0.89% 1.1%
168 L1 !
154 152
14
1.31 L3S 1.31
1.15
1.07
1.02 1.01
0.95
0.89
083 089
5-input 7-input 9-input 11-input

Fig. 12. SOC Estimation Error Graph using MNN Models.

TABLE Il SOC ESTIMATION ERROR USING LSTM MODELS
Batteryl Battery2 Battery3 Battery4
5-input 1.6% 1.83% 1.82% 1.69%
7-input 0.82% 0.89% 0.8% 0.85%
9-input 0.65% 1.18% 0.76% 0.88%
11-input 0.61% 1.02% 0.73% 0.78%
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Fig. 13. SOC Estimation Error Graph using LSTM Models.

The SOC error estimated by the all models showed that all
had errors below 2%. The SOC error of the 7~11-input models
resulted in less than 1% errors on some batteries. The SOC
error of the 11-input model is relatively smaller than that of the
other models. The least error (0.61%) was Battery 1 on the 11-
input model. Consequently, it is judged that the SOC
estimation performance of 11 input models is superior to that
of other models. Figs. 14 through 17 graph the SOC estimation
results of the MNN models and LSTM models (Estimated
Result of Battery 1). “Estimation” label and “Calculation” label
in Fig. 14, 15, 16 and 17 show estimated values using artificial
neural networks and SOC label values obtained using current
integration, respectively.
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Fig. 14. SOC Estimation Result of 5-Input Model for (a) MNN and (b) LSTM.
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Using the LSTM in Table II, the estimated error of MNN in
Table T was compared, and the estimated error of MNN in 5-
input model was relatively small compared to LSTM.
However, in other models with 7 to 11 inputs, LSTM's
estimation performance can be determined to be superior to
MNNSs because the estimation error of LSTM was small.

According to Chemali et al. [17], the results obtained using
LSTM showed an error of 0.573% at a fixed temperature of
10°C. The model with the smallest error in this paper was the
LSTM 11-input model, with a SOC error of 0.61% for Battery
1, which was larger than that of Chemali et al. However, in the
work by Chemali et al., the error in an environment with
ambient temperature of 25°C was 0.774%, indicating that the
error in this work was smaller.

Fig. 18. SOC Estimation Display a LSTM Model.

Vol. 12, No. 8, 2021

Discharge experiments using the LSTM models in this
work for SOC prediction in battery SOC estimation were made
in real time. Fig. 18 shows a screen that uses the LSTM model
to make real-time estimates. Real-time estimates were made
using 7 inputs and 9 inputs, with the estimation errors shown in
Table TII.

TABLE Ill.  REAL-TIME ESTIMATION ERROR WITH LSTM MODEL
Battery 1 Battery 2 Battery 3 Battery 4
7-input 1.79% 2.63% 1.9% 2.25%
9-input 1.79% 1.23% 2.07% 1.88%

The estimation results show that the error in real-time
estimation is relatively higher than that shown in Table IIL. It is
judged that the error increased due to the influence of noise
generated during real-time estimation. However, it was
confirmed that real-time SOC evaluation using the learning
model is possible.

V. CONCLUSION

In this study, we built a vehicle driving simulator to
monitor changes in battery SOC when driving an actual vehicle
and then applied the HWFET (cycle mode) to conduct
discharge experiments. The SOC was estimated based on the
obtained voltage, current, and discharge-time data using the
vehicle driving simulator. We used that data as input
parameters for the MNN and LSTM. We used four MNN and
four LSTM models and compared the estimation errors of each
model by adding two, three, four, or five voltages and currents
and one discharge-time parameter. The SOC error of the four
MNN models was less than 2%. Among the MNN models, the
9-input and 11-input models have errors of less than 1% in
some batteries. The SOC estimation results of the LSTM
model showed an estimation error of less than 2% for all four
models and an overall error of less than 1% for the 7-input
model and 11-input model. Estimation results from both MNN
and LSTM show that the estimation error of the 11-input
model is small compared to other models. Moreover, the SOC
error results of LSTM were relatively small compared to MNN
except for the 5-input model. Therefore, it was determined that
the SOC estimation performance of LSTM was superior to that
of MNN. Discharge experiments were conducted in real time
using the 7-input LSTM model and 9-input LSTM model that
were established for SOC estimation and SOC was estimated.

The discharge experiment was conducted using Li-ion
batteries as input voltages for the vehicle driving simulators by
checking and acquiring voltage and current data variations,
which were expected to be applicable when driving an actual
vehicle.

Further studies will consider conducting a discharge
experiment by applying another driving cycle test, the Federal
Test Procedure 75 (FTP-75) for city driving test used by the
U.S. Environmental Protection Agency, to the vehicle driving
simulators. The data obtained through the discharge
experiments would be used as input parameters for MNN and
LSTM to compare the SOC estimation and errors.
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Abstract—Non-negative matrix factorization-based audio
source separation separating a target source has shown
significant performance improvement when the spectral bases
attained after factorization exhibits latent structures in the mixed
audio signal comprising multiple speaker sources. If all the
sources are known, the spectral bases may be inferred on priority
by using a training process on the database of isolated sources.
The number of bases inferred for a source should not include
bases matching spectral patterns of the interfering sources in the
audio mixture; otherwise, the estimated target source after
separation will be incorporated with undesirable spectral
patterns. It is difficult to distinguish and separate similar audio
sources in an overlapped speech, leading to a complex speech
processing task. Therefore, this research attempts to learn an
optimum number of bases for Indian languages leading to
successful separation of target source in multi-lingual multiple
speaker speech mixtures using non-negative matrix factorization.
The languages used for utterances are Hindi, Marathi, Gujarati,
and Bengali. The speaker combinations used are female-female,
male-male, and female-male. The optimum number of bases
which was determined by evaluating improvement in the
separation performance was found to be 40 for all the languages
considered.

Keywords—Indian languages; optimum number of bases; non-
negative matrix factorization; speech separation

I.  INTRODUCTION

Separating audio source signals from a monaural recording
is a complex problem. This problem is aggravated if the audio
sources in the recording are overlapped with each other and are
similar. A successful solution to these problems is
compositional models, where the magnitude spectra of an
audio signal can be decomposed into a linear combination of
“spectral bases”. Therefore, the bases for all the sources
comprising the mixture combine linearly to constitute the
magnitude spectra of the mixed audio signals. This leads to the
fact that optimum estimation of the contribution made by the
bases of a particular source to the mixed signal will help
separate the said source.

Lee & Seung demonstrated non-negative matrix
factorization (NMF) as a method that learns to represent a face
as a linear combination of its “basis images”. According to
them, the basis images are local features corresponding to the

parts of faces [1], [2]. The data matrix, in this case, is a non-
negative image database which is NMF decomposed into two
non-negative matrices, the part of the faces and their weights
such that the original data matrix is approximated by their
product.

The different domain using NMF expresses the columns
of M (the data matrix) in terms of positively weighted sums of
the columns of B (the parts or the basis vectors). Table | shows
some examples of relations between the data matrix and the
basis vectors or bases for some domains.

Apart from the above examples, this model became
phenomenally successful as an audio source separation
algorithm. It usually decomposes the spectrogram of an audio
mixed-signal (M) into several ‘“spectral bases” (B) and
“temporal weights or activations” (A).

When the original data is corrupted, i.e., an audio signal is
interfered with by simultaneous speakers and noise, NMF
methods fail to learn an effective subspace or basis function
matrix from the original data space or data matrix. In such
cases, the basis functions matrix is populated with trained bases
obtained by NMF decomposition of individual audio sources
participating in the mixture. This basis functions matrix is then
passed as a factor for data matrix (audio mixed signal)
factorization, and only the activations matrix is updated. The
estimated sources are obtained by multiplying the basis vectors
with their corresponding activations. This procedure is called
supervised source separation, as shown in Fig. 1, which
provides improved separation performance. The limitation of
such an approach is that it should know the sources prior to
factorization.

TABLE I DATA MATRIX AND ITS PARTS

Domain/ Application M (data matrix) B (parts or bases)

Pictures of facial

Pictures of faces features

Computer Vision [1] [2]

Document Clustering [3] | Documents Base topics

Spectra of chemical
mixtures

Spectra of component

Bioinformatics [4] molecules
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Fig. 1. Supervised Source Separation using NMF.

The separation problem is well studied for separating
multiple speakers speaking the same language from a
monoaural recording, but many multilingual overlapped speech
recordings are not explored. A multilingual speech signal
scenario is very usual in India, where 22 official languages are
spoken. Any speech processing application addressing such
speech mixtures as speech forensics or home assistant devices
may find it challenging to recognize the desired speech leading
to underperformance. Adding a speech separation module as a
pre-processor to these applications in an Indian speech mixture
scenario will help in improving the performance of segregating
the desired speech. This leads to our motivation to further
enhance the speech separation performance by identifying the
bases obtained from individual sources, as discussed above in
Fig. 1, which may better represent the mixed speech signal or
the data matrix. The number of bases inferred for a speech
source should not include bases matching spectral patterns of
the interfering sources in the mixture; otherwise, the estimated
target source after separation will be incorporated with
undesirable spectral patterns.

Therefore, the objective is to learn the number of optimum
bases representing individual Indian language speech sources
to enhance the separation of one signal or all the participating
signals from a multilingual, multiple-speaker speech signal
comprising different Indian languages using NMF. The
languages used are Hindi, Marathi, Gujarati, and Bengali. The
evaluation metrics for separation performance were carried out
by the “Blind Source Separation evaluation (BSS EVAL)”
toolkit [5].

The organization of the paper is as follows: Related works
are explained in Section 2, Methodology is elaborated in
Section 3, Section 4 demonstrates the implementation, and
Section 5 provides the results and discussion. The conclusion is
given in Section 6.

Il. RELATED WORK

M.N Schmidt and R.K Olsson [6] proposed sparse NMF
based source separation, which learns an over-complete set of
non-negative basis vectors for each source. An over-complete
set is a set where the number of bases is more than the spectral
representation dimensions. According to the authors, better

Vol. 12, No. 8, 2021

separation is achieved in separating individual audio sources
from a mixture if each source is represented on an over-
complete basis vector. The authors concluded that the
dictionaries capture fundamental properties of speech; that is,
the basis functions resemble phonemes. Convolutional NMF
considers “spectro-temporal patterns” as bases instead of
simple amplitude spectra in the paper [7]. This NMF variant
extract cross-column patterns as single bases, therefore,
capturing the temporal dependencies within bases.

Most of the previously discussed NMF-variants ignore
individual signal phases and use the phase of the mixture signal
while reconstructing the separated respective signals. This
drawback of earlier NMF-variants introduced audible artifacts.
Kameoka et al. in 2009 [8] presented an NMF-variant which
allowed complex values and was given the name “complex
non-negative matrix factorization”. The authors proposed a
mixing model called complex NMF established in the
complex-spectrum domain. This paper aims to represent any
observed complex spectrum where fewer active magnitude
spectrum bases are paired with an arbitrary phase spectrum.
King and Atlas in [9] named Complex NMF as “complex
matrix factorization” (CMF). In this case, “each time-
frequency point is multiplied with a phase term that allows
each spectral base to assume the phase to fit the mixed-signal
best”, maintaining the non-negativity constraints of bases and
activations.

Discriminative training of the NMF basis functions was
introduced in [10], which generalized the model with separate
analysis and reconstruction basis functions. Another research
[11] selects active-set Newton algorithm (ASNA) for
overcomplete NMF (over-complete set of basis functions),
which outperforms other conventional source separation
techniques. Simplex volume minimization [12] successfully
estimates the source model, which learns an identifiable
spectral basis. Working with dense basis matrix factors is
allowed by these identifiability conditions. In addition, the
basis matrix may have a full-column rank without any
constraint imposed.

A pair of dictionaries was used for analysis and
reconstruction in the paper [13]. It increases separation
performance at low latencies, which is accomplished by
utilizing shorter synthesis frames. According to the authors, if
computational power is sufficiently available, this
methodology may be applied to real-time applications. “Low-
latency output allows a human listener to directly use the
results of such a separation scheme without a perceptible
delay”. A binary subspace learning for the bases was proposed
by [14]. Orthogonal NMF (ONMF) [15] adds orthogonality
constraints to NMF in addition to the non-negativity constraint
on one or both factors: the columns of B (bases) and the rows
of A (activations) are required to be orthogonal. Newer variants
of NMF [16] are being developed for hyperspectral and
multispectral image fusion, which are yet to have been
experimented with for audio source separation. Technologies
other than NMF deliver competitive results in speech
separation or enhancement, for example, deep learning neural
networks (DNN) [17], but they are successful only with large
training data. NMF is still suitable for a smaller dataset.

69|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The number of bases retained during training differs for all
the supervised speech separation discussed in existing research
studies. Moreover, most of the research is based on a single
language, primarily English or native languages. Therefore,
studies on speech mixtures comprising different languages
need attention. It is also crucial to identify the optimum
number of bases or parts representing the latent structure of the
data (mixed-signal) for successful separation of its comprising
different language speech signals.

I1l. METHODOLOGY

The reason behind the successful separation of audio
sources from a mixed signal using supervised NMF is the
selection of an optimum set of basis vectors. Therefore, this
section explains the methodology and the evaluation measures
quantifying the separation performance. The performance is
compared based on the metrics generated by BSS EVAL.

A. Non-negative Matrix Factorization

Positive Matrix Factorization was introduced by Paatero
and Tapper in 1994, which was later coined as non-negative
matrix factorization (NMF) [1]. Lee & Seung in 2001 [2]
popularized NMF as a non-negative constrained algorithm
capable of learning parts of faces from a facial image database
favorably called image bases. The linear combination of these
weighted parts constitutes each face. NMF decomposes the
data (in this paper speech spectrogram) into basically two
“non-negative components”. The components are the “basis
functions matrix,” representing the spectrum of bases, and the
“coefficient matrix,” representing the activation coefficients of
the bases in the data as in Fig. 2.

Recognizing NMF’s capability, it was extended to several
applications like “audio source separation,” as explained in the
Introduction. It separates the audio signal considered as target
source from other interfering speakers or noise or music
considered as maskers. It is possible to separate all the
participating signals present in the audio mixture signal in
some cases. The data representation of the mixed audio signal
(M) is accomplished using spectrograms. The magnitude of the
mixed audio signal (M) spectrogram is decomposed into
basically two “non-negative components”. The components are
“basis functions matrix” (B) and “weight or activation or
coefficient matrix” (A).

f3 fa s

=2

HeBubt

1

HReBUWBH®E

Fig. 2. A Speech Spectrogram is Factorized into bases and its Weights using
NMF [25].
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The interpretable factorization may be expressed as M =
BA. BA is the matrix multiplication of B and A, where M €
]R{QOXQ is subjected to the constraints of non-negativity B

Lx
€ REF and A e RE, .

P € R, is the number of the frequencies representing the
spectrum of the mixed-signal M. Q € R, is the time axis
representing the mixed-signal M spectrogram. L € R, is the
number of the column basis vectors in B and activations row-
wise in A. Cost functions along with multiplicative updates
converge the non-negative factorization to a substantial
approximation. For simplicity, M and BA are represented by X
and Y for the following cost function expressions. X, and Yy,
are the elements (p=row, g=column) of the matrices X and Y,
respectively.

The “Euclidean distance” (EUC) between X and Y [2] is
given by:

X = Y7 =Xpq (Xpq — qu)z @)

The “Kullback-Leibler divergence” (KL) [2] is the cost
function which leads to relative entropy when ¥, X,, =

YpqYpq =1
. X
divX 1Y) = Xpq( Xpq logﬁ —Xpq + Ypq) @)

Another cost function given below is “Itakura-Saito (IS)
divergence” [18]

X X
divX[lY) = Ll _JogPl—1 3
WX 1Y) = £y (2~ log 2~ 1) 3)

Both the cost functions are non-increasing, which leads to
minimization or convergence. The elements of B and A are
initialized either randomly or using some pre-defined
methodology with non-negative values. Convergence is
achieved by executing the following multiplicative update
theorems iteratively:

The EUC || M — BA || is updated by the following rules [2]:

BT M MAT
A< Aosra B Be gt )

The divergence div(M || BA) for KL uses the following [2]
to update rules:

BTﬂ ﬂAT
A« Ao BTE.;f Be«<Be BfAT (5)

For IS divergence, the multiple updates established by [18]
is given by:

BT M_ M7
A Ao &4 B « Bo &2 (6)
BT — —AT
BA BA

B. Performance Measures

BSS Eval toolkit presents signal level metrics which
evaluates the amount of speech enhancement or improvement
and interference reduction. According to [5] the separated or
estimated source § is expressed as a sum of the target source
Starger and three types of error as follows:

S= Starget+ einterf+ enoise+ eartif (7)
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“where S¢q,ge; 1S part of the estimated source, which is the
true source signal modified by a permissible distortion. The
term e;neerp is the error caused by interference from the
unwanted sources. The sensor noise represented as the part of
the estimated source is ey,,;s.. The artifact error term, eq,.;f, is
the part of the estimated source perceived as coming from
other sounds, like forbidden disturbances and/or ‘burbling’
artifacts”.

The ratios “source to distortion ratio” (SDR), “source to
interference ratio” (SIR), and “source to artifact ratio” (SAR)
over the audio signals are computed, which determines the
relative value of each of these estimated target source and error
terms given as follows:

2
SDR: = 10 logy, Iscargec] 2 @)
”einterf + €noise + ea'rtif“
. ||5target||2
SIR: =10 logy;——= 9
”einterf ”
2
s +e; + enoi
SAR - 10 Iogl()” target mterfz notse” (10)
“ eartif”

The mixtures considered in the experiments conducted and
mentioned in this paper are assumed to be noiseless. Therefore,
only the SDR, SIR, and SAR performance measures are used
throughout the experimentation. “SIR measures the quantum of
the interfering sources present in the separated or estimated
signal. The SAR measures the unwanted energy present in the
signal that is not part of either the target or interfering audio
signals. Combination of SIR and SAR into one measurement
results in SDR”.

IV. IMPLEMENTATION

Supervised NMF obtains basis vectors from individual
speech sources participating in a mixed speech signal during
the training phase. During the testing phase, these speech basis
vectors from the training phase are used as the basis vectors
matrix, which is one of the factors for the mixed speech signal
factorization. The other factor is the activations matrix, which
is updated, keeping the basis vectors matrix constant. The
multiplication of basis vectors with the respective updated
activations provides the separated signals. The experimental
setup and evaluation methods engaged in this research are
given below:

A. Experimental Setup

Synthetic mixtures of speech signals comprising different
Indian languages are selected for the investigation, mainly
taken from Hindi, Marathi, Gujarati, and Bengali speech audio
databases. Bengali male (SLR37) [19], Marathi female
(SLR64) [20], Gujarati male and female (SLR78) [20] multi-
speaker speech databases are taken from openSLR (Open
Speech and Language Resources) developed by Google. Hindi
female, Bengali male, and Marathi male multi-speaker speech
databases are taken from TTS voice data from 11T Hyderabad
[21]. Bengali female and male multi-speaker speech databases
are also taken from the SHRUTI speech corpus developed by

Vol. 12, No. 8, 2021

the Indian Institute of Technology; Kharagpur (IITKGP)
distributed by the Society for Natural Language Technology
Research [22].

The mixed speech signal was created by digitally
combining male or female speech utterances of one language
with male or female speech utterances of another language. For
each language, the training data chosen was 60 utterances
ranging from 3.00 to 5.00 seconds. The testing data selected
was 5 utterances of similar duration different from training
data. The testing data was augmented by combining one
language utterance to all 5 utterances of another language,
making it 25 utterances. One of the speech signals separated
from the mixed speech signal is the target speech signal, and
the other speech signal is called the interfering or the masker
speech signal. The target speech signal to the masker speech
signal is mixed with a target-to-masker ratio (TMRs) of 0 dB.

All the speech audio sources (WAV files) categorized for
the training and testing phase were sampled at 16KHz. For the
time-frequency (TF) representation, the short-term Fourier
transform (STFT) was computed using 1024 points. A 32ms
long with a 16ms overlap Hamming window was utilized for
the same. The number of basis vectors experimented with for
both the sources (all language combinations in this paper) was
40, 75, 100, and 150. The algorithm was executed at 500, 1000,
and 1500 test iterations for each number of basis vectors
chosen.

The different language speech combinations engaged are
Marathi with Bengali, Marathi with Hindi, Hindi with Gujarati,
Gujarati with Marathi, and Bengali with Hindi. The NMF cost
function used was KL divergence for all the experiments.
PYTHON programming language was used for the NMF
algorithm with multiplicative updates. Parselmouth, PRAAT in
PYTHON [23] was used for the spectrograms.

B. Evaluation

The source separation results were evaluated using the
signal level metrics BSS_EVAL tool (SDR-source to distortion
ratio, SIR-source to interference ratio, and SAR-source to
artifact ratio), which quantifies the speech enhancement or
interference mitigation.

V. RESULTS AND DISCUSSION

This section analyses the separation performance results to
learn the optimum number of basis vectors required for
individual speech spoken in different Indian languages in a
supervised audio source separation using NMF, which will
subsequently help in successful speech separation from a
mixed speech signal.

As mentioned in Implementation, the mixed speech signal
comprises two speakers of the same or different genders
(female-female, male-male, and female-male) speaking
different Indian languages simultaneously. The language
combinations are Hindi-Gujarati, Hindi-Bengali, Bengali-
Marathi, Hindi-Marathi, Marathi-Gujarati. The speaker
combinations are female-female, male-male, female-male.
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Fig. 3. Speech Separation Performance of Estimated Target (Hindi Female Speech) and Masker (Gujarati Male Speech) from 25 Testing Mixed Signals.

Original Target Signal Original Masker Signal

{Hinds Female Speech) {Gujarat Female Speech)
2000 600 £000
S0
oo )

400

ncy IHII

3N

ot
=

al frequency [Hz)

frequency [Hz|

10 4B

fundamental frequency [11z]

BOO0 H - -20 4B

oo -
= 400
= 340

SN -3 dB

frequency [Hz)

fundamental frequency [11z)

4048

time |5}

2000 OIN) SO0

S0 50 dB

0

P
-
-

4N
2000 LLLL

20

frequency [Hz]
frequency [Hz)

2000 -60 dB

fundamental frequency [Hz]
fundamental frequency [Hz)

time |s)

Fig. 4. Spectrograms of Original Target and Masker, Mixed Speech Signal and Estimated Target and Masker for Female-Female Combination.
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For each of the combination BSS EVAL parameters, SDR,
SIR, and SAR are used to quantify separation quality. As
interpreted from the Implementation section, we have 25 mixed
utterances in the testing phase; the evaluation parameters were
computed for all the separated utterances. The same is
displayed in Fig. 3 for one such combination. As evident from
the figure, the deviation for the parameter values from the
mean value is significantly less, within the range of 2 to 3 dB;
therefore, the mean value is considered for this and other
language-gender combinations.

Spectrograms are used to display the speech parameters.
Fig. 4, Fig. 5, and Fig. 6 show the spectrograms of original
target and masker, mixed speech signal, and estimated target
and masker for female-female, male-male, and female-male,
respectively, which displays speech separation. The pitch is
highlighted in the spectrograms to show the interference, which
is not a very significant presence in the separated target speech
due to the masker speech and vice-versa.

NMF on the mixed speech signal for each pair of language-
gender combinations was experimented with for basis vectors
40, 75, 100, and 150 to assess the optimum number of bases.
Each set of basis vectors are obtained in the training phase with
an updated iteration fixed at 1500. Each set of basis vectors
was experimented with three different update iterations in the
testing phase, namely 500, 1000, and 1500. For the remaining
section, the number of iterations mentioned will be indicative
of the testing phase.

The language combinations for female-female speech
separation selected are Hindi-Bengali, Hindi-Gujarati, and
Hindi-Marathi. The BSS EVAL parameters for one of the
combinations (Hindi-Bengali) target speech and masker speech
are tabulated in Table I1.

TABLE Il BSS EVAL PARAMETERS OF HINDI FEMALE (TARGET) AND
BENGALI FEMALE (MASKER) SEPARATED FROM A MIXED SIGNAL

Vol. 12, No. 8, 2021

TABLE Ill.  BSS EVAL PARAMETERS OF MARATHI MALE (TARGET) AND
GUIARATI MALE (MASKER) SEPARATED FROM A MIXED SIGNAL

Iteration Bases Target Masker

500 SDR SIR SAR SDR SIR SAR
40 243 259 | 6.02 2.46 181 | 7.01
75 3.61 4.45 7.39 3.42 3.49 9.35

100 3.04 257 | 7.69 2.86 194 | 911

150 3.29 2.57 9.00 2.94 2.25 9.38

1000
40 2.07 1.74 6.47 2.16 1.00 591
75 2.24 1.22 7.49 2.16 0.59 6.73
100 2.76 2.08 7.09 2.67 157 7.88
150 3.09 2.44 7.99 2.89 1.96 9.31
1500
40 2.33 2.39 6.59 231 1.82 5.69
75 2.63 2.45 6.25 2.62 1.80 7.38

100 2.73 2.34 7.16 2.65 1.38 8.13

150 3.40 3.14 8.01 3.12 2.81 8.76

Iteration Bases Target Masker

500 SDR SIR SAR SDR SIR SAR
40 3.11 467 | 5.60 2.03 336 | 7.64
75 2.88 455 | 542 2.12 250 | 951
100 2.75 2.65 | 6.65 1.82 169 | 9.21
150 3.07 314 | 7.49 1.94 1.88 | 10.49

1000
40 244 3.04 | 534 1.82 200 | 7.36
75 2.78 3.92 | 567 2.01 222 | 9.09
100 2.78 277 | 6.33 1.85 190 | 8.84
150 2.79 265 | 6.77 1.89 1.66 | 9.69

1500
40 3.62 6.29 | 5.49 224 | 452 | 801
75 2.87 3.82 | 5.58 1.96 252 | 834
100 2.92 4.04 | 556 2.03 246 | 895
150 2.94 341 | 6.17 1.97 198 | 9.78

The language combinations for male-male speech
separation selected are Marathi-Gujarati, Bengali-Gujarati, and
Bengali-Marathi. Table 1ll tabulates the BSS EVAL
parameters for one of the combinations (Marathi-Gujarati)
target speech and masker speech. The language combinations
for female-male speech separation selected are Hindi-Bengali,
Hindi-Guijarati, Bengali-Marathi, Bengali-Gujarati, and Hindi-
Marathi. One of the combinations (Hindi-Gujarati) target
speech and masker speech BSS EVAL parameters are
tabulated in Table IV.

Comparing the spectrograms of Fig. 4, 5, and 6 reveals that
the estimated target and the masker have interferences from the
other speaker’s utterance, but they are insignificant. Careful
observations show the quantum of interference is more in
female-female and male-male than female-male combination.
It is well understood as NMF is based on spectral bases. More
are the similarity in spectral bases of the source speakers; less
is the separation performance as it is difficult to distinguish
similar frequencies. Therefore, the separation in the female-
male combination is better as their speech fundamental
frequencies are at different levels (i.e., male: 80-180 Hz and
female: 160-250 Hz).

Now let us consider BSS EVAL parameter SDR for an
estimated target separated from a different language female-
male combination mixed speech signal. The results are shown
as 3D bar plots in Fig. 7, 8, and 9, which show the comparison
between the SDR of an estimated target separated from a
Hindi-Bengali, Hindi-Gujarati, and Bengali-Marathi mixed
signal for update iteration 500, 1000, and 1500, respectively.
The SIR and SAR values are discussed from the tables
mentioned above.
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Fig. 7. Comparison of SDR of Estimated Target for Hindi Female (Target)-Bengali Male (Masker), Hindi Female (Target)-Gujarati Male (Masker) and Bengali
Female (Target)-Marathi Male (Masker) Separated from a Mixed Signal with Update Iteration 500.
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Fig. 8. Comparison of SDR of Estimated Target for Hindi Female (Target)-Bengali Male (Masker), Hindi Female (Target)-Gujarati Male (Masker) and Bengali
Female (Target)-Marathi Male (Masker) Separated from a Mixed Signal with Update Iteration 1000.
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Fig. 9. Comparison of SDR of Estimated Target for Hindi Female (Target)-Bengali Male (Masker), Hindi Female (Target)-Gujarati Male (Masker) and Bengali
Female (Target)-Marathi Male (Masker) Separated from a Mixed Signal with Update Iteration 1500.
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From the above-mentioned plots, it is observed that the
language combination Hindi-Gujarati (female-male) showcases
the best result with SDR (estimated or separated target speech)
almost nearing 7 dB for update iteration of 500 and 1500 in
case of 40 basis vectors. It is also evident from Table IV.
Another observation is for most combinations; the SDR is
highest for 40 bases though the actual value between the
language combination differs by 0.7 dB to 1.5 dB. Though the
Bengali-Marathi (male-male) combination shows the lowest
results, it shows the highest value of 4.15 dB and 3.72 dB in
the case of 75 basis vectors for update iteration 500 and 1000,
respectively.

Table Il shows the language combination Marathi-Gujarati
(male-male) exhibits higher SDR results with 40 basis vectors
for 500 iterations followed by 150 bases for 1500 iterations
applicable for both the target and the masker speech sources.
Table Il shows Hindi-Bengali (female-female) language
combination for mixed speech signals. It is noticed that SDR
values of both the target and the masker speech sources are
higher for 500 and 1500 iterations with 40 basis vectors. The
SIR result reflects the same as SDR. However, SAR results
show higher results with 150 basis vectors for all the iterations,
with the only exception in the female-male case where it
displays higher results with 40 basis vectors for 1500 iteration.
For all the combinations, the effects of update iterations 500
and 1500 are better than 1000. It is noticed that almost all the
results suggest 40 basis vectors to be the optimum number after
comparing the performance with respect to bases.

As mentioned above, the supervised separation
performance of NMF, which is known for its reduced
dimensionality depends on the bases representing the latent
structures in the mixed speech signal; the objective of this
study was to learn the optimum number of bases representing
Indian language speech sources in a mixed signal.

TABLE IV. BSS EVAL PARAMETERS OF HINDI FEMALE (TARGET) AND
GUIARATI MALE (MASKER) SEPARATED FROM A MIXED SIGNAL
Iteration Bases | Target Masker
500 SDR SIR SAR SDR SIR SAR
40 6.56 13.02 | 8.77 6.21 9.04 | 10.77
75 551 11.40 8.05 5.56 6.87 | 11.34

100 4.90 9.97 7.80 5.09 580 | 11.74

150 4.87 9.72 8.28 5.01 545 | 12.07

1000
40 6.16 12.95 | 8.07 6.00 8.56 | 10.36
75 523 11.89 | 7.09 5.42 6.72 | 10.72
100 4.90 10.78 | 7.19 5.16 6.04 | 11.14
150 5.02 9.08 8.16 5.07 591 | 11.73
1500
40 6.75 1291 | 9.08 6.31 9.35 | 10.94
75 5.26 10.82 | 7.40 5.35 6.85 | 10.70

100 478 1049 | 7.06 5.08 580 | 11.23

150 481 9.00 7.76 493 5.65 | 11.42
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There is no fixed directive to identify the number of bases;
the same was learned by utilizing a different number of basis
vectors. Each set was used for a different number of iterations
in the testing phase. The separation performance is at its best
when the bases resemble phonemes or speech sounds of the
language. From the literature study, it is known that the
languages Hindi, Bengali, Marathi, and Gujarati are Indo-
Aryan languages, and their phoneme ranges from 37 (Bengali)
to 52 (Marathi) [24]. It is, therefore, understandable that the
optimum number of spectral bases required for the individual
speech source signal of different Indian languages emerging is
40, after comparing all the speech separation results delivered
by NMF.

VI. CONCLUSION

Supervised speech separation of a desired or target speech
source from a multi-lingual two-speaker speech mixture is
considered, which is very relevant to an Indian scenario as
India is a country with a vast population speaking different
languages. For successful separation proper set of bases needs
to be inferred from the participating speech sources in the
mixed signal, i.e., bases matching spectral patterns of the
interfering sources in the mixture should not be included as the
estimated target source after separation may be incorporated
with undesirable spectral patterns. Therefore, this research
attempts to learn an optimum number of bases for Indian
languages using non-negative matrix factorization. Hindi,
Marathi, Gujarati, and Bengali Indo-Aryan languages are used
for utterances. The speaker combinations used are female-
female, male-male, and female-male.

The optimum number of bases determined by evaluating
the separation performance for the individual speech source
signal of different languages is observed as 40. This number is
nearly like the phoneme sets of the languages engaged, which
signifies that separation performance is better when the bases
resemble phonemes or the speech language sounds. Though the
number of bases is similar for all the languages, the separation
performance parameter SDR shows different values for
different language combinations. This difference in SDR
values needs more insight into language correlation.

A pre-processor separating different language speech
sources may be added to several speech processing
applications, for example, audio or speech forensics, home
assistant devices operating in Indian scenarios, thereby
enhancing the applications’ performance. The research can be
continued for other Dravidian Indian languages, NMF variants
and DNN may be utilized depending on the availability of the
training dataset.
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Abstract—Hematology is the study of blood, blood-forming
organs, and blood diseases. Hematological tests such as Full
Blood Count (FBC) can be used to diagnose a wide range of
infections and diseases by comparing their results with the
standard hematology reference (SHR) ranges. These ranges were
established many years ago by considering the Caucasian
population and all countries have used them until recent times to
measure the healthiness of the people. But these reference ranges
can be varied according to various reasons such as dietary habits,
geographical location, climate, environmental factors, etc., and
the use of them by all countries may not be correct. Many
researchers have started research in finding Local Hematology
Reference (LHR) ranges. Most of them used statistical analyses
which have their limitations. Machine learning is a solution to
overcome those limitations. Finding an approach to determine
the LHR range based on machine learning techniques is the goal
of this research. The dataset was generated using FBC test
reports in Sri Lanka. The LHR range of WBC count of healthy
adults in Sri Lanka is only addressed in this research. A
difference between the SHR range of WBC and the LHR range
of WBC is observed.

Keywords—Hematology  science; standard  hematology
reference range; domestic hematology reference ranges; local
hematology reference range; machine learning; white blood cell
count

I.  INTRODUCTION

Medical Science helps to maintain and restore health. It is
a combination of diagnosis, prognosis, treatment, and
prevention of disease. Medical science can be divided into
several sub-sections such as Cardiology, Anesthesiology,
Dentistry, Hematology, and Physiology. Hematology consists
of four major components as plasma, red blood cells, white
blood cells, and platelets. Each of these four components
consists of other sub-components. For example, white blood
cells contain lymphocytes, monocytes, eosinophils, basophils,
and neutrophils. Each of these components has a reference
range that is considered to measure the healthiness of a person
in Health-related fields.

When considering these hematology reference ranges, they
are important to monitoring pathophysiological changes after
getting infected with a disease. It can be used to detect
diseases such as Dengue fever, HIV, cancer, etc., and track the
effects of the given drugs or vaccines for clinical observations.
The set of values for hematology reference ranges that are
accepted worldwide is called “Standard hematology reference

ranges” which were determined many years ago by doing
some researches for the Caucasian populations. A Caucasian
population is a group of people who are originated from
Europe and are also commonly known as “white” or “white-
skinned” people.

Gradually, people realize that the Standard hematology
reference range can vary due to many reasons such as age,
gender, genetics, attitudes, lifestyle, ethnic origin, dietary
habits, geographical location, climate, environmental factors,
etc.[1]-[3]. Hence the Clinical and Laboratory Standards
Institute (CLSI) has recommended that a domestic hematology
reference range should be established for each region [2], [4].
As a result, hematology reference ranges per country are the
focus of this paper.

When considering Sri Lanka, the population is not a
Caucasian population due to their significant variation on
factors for which the standard hematology reference ranges
were determined.. For example, suppose the minimum
hemoglobin reference value of Sri Lankan healthy adults and
the minimum value of the standard hemoglobin reference
range are ‘x’ and ‘y’ respectively and ‘x’ has become less than
‘y’ due to the nutrition factors of Sri Lankan population. The
doctors give medicines for hemoglobin deficiency to people
whose hemoglobin values in between ‘x’ and ‘y’ until the
local reference ranges are established. But these people may
be healthy and do not need to take any medicine as far as the
local conditions are concerned. These kinds of situations can
happen to any other hematology attribute too. Taking
medicine without any illness may cause dangerous side effects
too. Therefore, a local hematology reference range is a
mandatory thing for every country which is not under the
Caucasian population category. As the local hematology
reference ranges for Sri Lanka have not yet been determined,
the research conducted in the paper is an attempt to fill this
gap. Hence, the dataset used in this research was taken by
considering the Sri Lankan population.

The paper is organized as follows. We first focus on
related works in Section Il investigating the impact of
standard reference ranges on different populations and
different methods in establishing the domestic reference
ranges. Section Il describes the proposed method in meeting
the requirement. Results and Evaluations are described in
Section IV. Finally, Section V presents the conclusion of this
study.

78|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Il. BACKGROUND STUDY

Eastern India, China, Morocco, Ethiopia, Sudan, Malawi,
Nigeria, and many other African countries have successfully
done many kinds of research and established the domestic
hematology reference ranges for their countries which contain
different values rather than the standard hematology reference
range values [1], [2], [5]-[7].

Eastern India researchers had found lower hemoglobin
(HB) and platelet (PLT) values when compared to the
standard hematology reference ranges. The difference was
statistically significant only for the platelet count [2]. The
lower hematology reference range values for White Blood
cells (WBC), Hemoglobin (HB), Hematocrit (HCT), Mean
Corpuscular Volume (MCV), and platelet (PLT) counts which
were compared to the standard hematology reference ranges
had been found by researchers in Malawi. The research was
driven by categorizing the dataset both gender-wise and age-
wise. These researchers also compared the received male
hematology reference ranges with domestic hematology
values of other African countries and found that the male
Malawians have lower HB and HCT values than others [5]. A
lower reference range for WBC than the standard WBC
reference range was found by the Sudanese research team who
researched to find a local WBC reference range. The dataset
which was used to take this result belonged to a particular city
in Sudan. The research team identified that the received result
was different by studying two other researches which were
also conducted to find domestic WBC reference value
considering another two cities in Sudan [1]. A Nigerian
research team had analyzed blood and urine samples of males,
pregnant females, and non-pregnant females to establish local
reference ranges for their country. The different local
reference ranges for males and females as well as pregnant
females and non-pregnant females were received as the result
of the research. They compared their result with reference
ranges in the USA. Glucose levels, Urea levels, enzyme levels
in the Nigerian population were higher than the USA
reference ranges [8]. A local hematology reference range was
established by considering both male and female healthy
adults in Togo. The blood samples for the research have been
taken from 1349 donors who were discovered as healthy. The
received ranges have differed from other African countries
[9]. In another research, hematology reference ranges were
established based on the population of old people in rural
southwest Uganda. The received ranges were compared with
age groups which are categorized as adults, old people (age
between 50 and 65), and very old people (65+). The ranges
were changed between age groups [10]. Another research
team has established Hematology Reference ranges among
Healthy Adults in Bamenda, North West Region of Cameroon.
The statistical analysis was used to determine the ranges [11].

Most of these researches were driven by considering age,
gender, the country-wise or different area in the same country
and were found different reference ranges if the considered
dataset did not belong to the Gaussian country. Hence the
researchers have focused to establish a local reference range to
their countries. The blood samples were taken from the donors
who were selected carefully by considering various conditions
such as BMI value, medical history, and so on to generate a
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dataset. The number of data records that were used to establish
the local hematology reference range in those countries was
less than 1000. It may not enough to decide a local reference
range for the whole country. Most of them used statistical
analysis such as the Mann-Whitney U test, Chi-square test, t-
test, and so on to establish those local hematology reference
ranges. Hence, the dataset is statistically analyzed and
described by using statistical theories. Most statistical theories
define limitations to take a good result. In general, if the
dataset contains huge data records then it will help to make a
better output. But, because of the data limitation
consideration, a huge dataset may not even give efficient
results in statistical analysis. Every statistical theory may not
apply to a certain dataset. And statistical analysis cannot be
efficiently used to make predictions or find hidden patterns.

In general, most data-driven studies were handled by using
data mining and machine learning concepts to avoid the
above-mentioned problems. Many kinds of research in the
medical sector have already used data mining and machine
learning concepts to get efficient outcomes[12]-[14].

I1l. METHODOLOGY

Sri Lanka is a South Asian country. It is a tropical island
with hot and humid weather all over the year. The population
used in this research is Sri Lankan adults with age over 21
years and the data set used for the study is extracted from the
Full Blood Count (FBC) test reports from a sample of the
population. The sample contains both healthy and unhealthy
people. Ethical approval is mandatory for this research as the
research works with human medical data.

When considering the hematology components, some of
them (dependent components) have an interrelationship with
other components (independent components). The normal
values of dependent hematology components may change as
the independent component changes. For example, White
blood cells (WBC) have two categories as granulocytes and
non-granulocytes. Each of these categories has five types of
white blood cells in human blood as Lymphocytes,
Monocytes, Eosinophils, Basophils, and Neutrophils. The task
of each of these white blood cells is given below.

e Lymphocyte: Generate antibodies, fight with inflection
and viral cells. Also, it has B-lymphocyte, T-
lymphocyte, and natural killer cells.

e Monocyte: Attacks chronic infections if present.
e Basophil: Sensitive when occurring allegories.

e FEosinophil:
responses.

Working with the immune system’s

e Neutrophil: Helps to remove fungi and bacteria from
the body.

All of these white blood cell types help to be healthy and
highly affect the hematology components. When you take the
FBC report, it shows leukocyte value (total WBC value) as
well as values for five types of WBC cells. In this research,
only the leukocyte value was considered. The normal value for
leukocytes is taken when all WBC cell types follow normal
values.
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Data mining techniques and Machine Learning concepts
are used to define the new approach which will be introduced
via this research to determine local hematology reference
ranges.

The general steps involved in the new approach are given
in Fig. 1. A local hematology reference range for WBC count
is only checked using the approach and a similar procedure
can be used to determine local reference ranges of other
hematology components.

A. Data Preparation

Various types of tests are used in hematology science such
as the Full Blood Count (FBC) test, C-reactive protein (CRP)
test, liver function tests, thyroid function tests, etc. Only the
FBC test reports are considered to extract the required
hematology reading as it is the most common test and shows
all the main components of hematology.

As the initial data set obtained contained various types of
blood tests, for example, WBC, on multiple rows, it was
processed and restored to reflect all the individual’s data on a
single row as shown in Fig. 2. The values of Lymphocyte,
Monocyte, Basophil, Eosinophil, and Neutrophil are stored as
count values instead of percentages. A bivariable “Health
State” is generated by using the standard hematology
reference ranges of other hematology tests without
considering the total WBC (leukocyte) value as a local
hematology reference range for WBC count has experimented
in this research. The Health State takes two values; “H” to
identify the healthy persons and “UH” to unhealthy.

The 604 records are taken from the initial dataset for this
research.

e 477 people in the dataset whose Lymphocyte value,
Monocyte value, Basophil value, Eosinophil value, and
Neutrophil value lie between the standard hematology
reference range.

e 110 people in the dataset whose health state is equal to
“H” generated by considering the other hematology
reference ranges without considering the total WBC
hematology reference range.

e 90 people in the dataset are healthy by considering all
components in standard hematology reference ranges
including the total WBC hematology reference range.
This group of people will be called “SH” in further
works in this research.

Preprocessing is one of the major steps in the Data Mining
process and the dataset is explored for this purpose. The
following preprocessing tasks were exercised to prepare the
dataset for the data mining task.

1) Removed unique attributes from the dataset.

2) Removed unwanted fields from the dataset.

3) Converted all data types to nominal.

4) Grouped data as necessary.

5) Set class attribute as “health state”.

6) Visualized data: This helps to take a proper image of
the selected dataset. The visualization of the data is very
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important to make pre-decisions about every attributes before
the analysis.

B. Classification Model

Building a classification data model is the next step.
Classification can be applied to both structured and
unstructured datasets. The classification technique categorizes
new data instances into classes by learning through an
experienced/training dataset where the classes of each instance
of it are already given. When applying a classification
algorithm for the training dataset, it separates each data point
into given classes. This is the model that is created using a
classification algorithm. The accuracy of the classifier is
assessed on a separate data set called testing data set by
checking the correctly classified records. There are two types
of classification algorithms that are mostly used for data
analysis. In Binary Classification, the class attribute has only
two categories, but it has more than two categories in Multi-
Class Classification. Each classification assumes that one data
point belongs to only one class and non-class attributes of
each data point must be independent of each other and
discrete.

DATA PREPARATION

Pre-Processing of the data set

R -

CLASSIFICATION DATA MODEL

Generation Training Dataset &

(23 Testing Dataset
28 Classification Algorithm
The Random Forest Classification
Algorithm
= EVALUATION METHODOLOGY
|
A Features used to measure the
e

accuracy

EXPERIMENT RESULTS

Fig. 1. Methodology Diagram.
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It is needed to find which classification algorithm is suited
for analyzing the dataset and achieve the final goal. There are
many classification algorithms available in literature but the
tree-like algorithms are the most commonly used because of
their ease of implementation and easier to understand
compared to other classification algorithms [15]-[17].
Random Forest, Random Tree, REP Tree, LMT, J48, and
Hoeffding Tree algorithms are such algorithms.

1) The Random Forest Tree (RFT) classification
algorithm: Random Forest Tree (RFT) algorithm is a
supervised learning algorithm categorizing under the decision
trees. The word “Forest" is included in the name of the
algorithm hence it makes a bunch of trees. It makes 500 trees
in default. The bootstrapping techniques are used to make 500
samples from the dataset to make 500 trees. The algorithm
uses ensemble methods to produce the final solution. The
random forest algorithm uses horizontal filtering (make
samples by considering the different variations of the dataset)
as well as vertical filtering (make samples by considering
ranks of the attributes) techniques. The main advantage of
using a Random Forest algorithm is controlling the overfitting
of the data set with predictions [18], [19].

2) Random Tree (RT) classification algorithm: Random
Tree (RT) algorithm is also a supervised learning algorithm.
The algorithm uses ensemble methods bagging technique to
generate a random set of data from which to build a decision
tree. The random tree uses k number of attributes at each node
of the decision tree but no control over the overfitting of the
data set [20].

3) REP Tree classification algorithm: The REP (Reduced
Error Pruning) Tree is the simple and most comprehensible
decision tree which is used to reduce error pruning strategy.
It's a convenient decision tree learner that creates a decision or
regression tree with feature selection using information gain
based on class variable and prunes it with reduced error
pruning. The tree traversal was performed using the REP
algorithm from bottom to top, and then each internal node was
checked and replaced with the most frequent class with the
most concern about the tree accuracy, which must not be
reduced. This technique will be repeated until no further
pruning reduces the accuracy [20].

4) LMT classification algorithm: The basic structure of a
Logistic Model Tree (LMT) is a regular decision tree structure
with logistic regression functions at the leaves. A tree
structure is made up of a set of non-terminal nodes and a set of
terminal nodes. The LMT approach deals with both numeric
and nominal attributes, and missing values, as well as binary
and multiclass target variables. Induction trees and logistic
regression are combined in LMT. Cost-complexity pruning is
used in LMT. The speed of this method is much slower than
the others [21].

5) J48 classification algorithm: Quinlan's C4.5 algorithm
is used to create J48. It builds the tree by selecting the best
attributes at each node using the gain ratio. Each feature of the
dataset divides it into small partitions to rank the attributes
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based on criteria that each partition is more consistent with
respect to the class outcome. The attribute with the highest
rank is used to split the data set. The algorithm will ideally
terminate when all the instance in each partition belongs to
one class. J48 creates a decision node based on the class's
predicted estimations. The J48 decision tree can handle
specific characteristics, data with lost or incomplete attribute
estimations, and variable attribute prices. Pruning can improve
accuracy in this situation [17], [21].

6) Hoeffding Tree (HT) classification algorithm: The
Hoeffding Tree (HT) algorithm is one of the most basic
algorithms for both stream data and static data classification.
In the case of stream data, it can learn from huge data streams
incrementally and at any time, given that the distribution of
producing examples does not change over time. It generates
decision trees in the same way as the standard batch learning
approach does. Mathematically, Hoeffding trees and decision
trees are connected. The HT technique is based on the basic
principle that minimum sample size can frequently be
sufficient for determining the best splitting attribute [22].

C. Evaluation of the Methodology
A trained classifier performs the function of assigning new

data items in a given 255 collection to a target category or
class by using two approaches.

1) Holdout method: as shown in Fig. 3, in training a
classifier, the data set is separated into the training data set and
test data set. In general, the training dataset contains 2/3 of
data from the dataset, and the rest of the data is categorized as
the testing dataset[23], [24].

2) 10-folds Cross-Validation (10-folds CV): k-folds
Cross-Validation (CV) is a commonly used training control
technique in learning a classifier. It applies the resampling
technique to evaluate classification algorithms. The dataset is
split into k number of groups. It randomly selects 1 data group
as the testing dataset and the remaining groups (k-1) as the
training dataset. Then build the data model by using the
training dataset and evaluates it by using the testing dataset.
Here each group has a chance to select as the testing dataset at
a time and select as the training dataset at k-1 times. In
general, 10-fold CV is used [23], [24].

j.

Fig. 3. General Classification Model.
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There are several metrics to measure the accuracy of the
classifier built.

1) Correctly classified instances and incorrectly classified
Instances: This shows how many instances are correctly
classified by the model and how many instances are
incorrectly classified by the model. it gives numerical value as
well as the percentage. Therefore, if it shows a higher value
for the Incorrectly Classified Instances than Correctly
Classified Instances then the built model is not good. And
also, if it shows Correctly Classified Instances as 100% then it
is also not a good outcome as the data over-fitting to the
model may more validation error. The value between 80 to
100 for Correctly Classified Instances is usually accepted.

2) Confusion matrix: Confusion matrix also generates
according to the Correctly Classified Instances and Incorrectly
Classified Instances. The matrix size depends on the number
of options in the output class. For example, if the output class
has only two options then it generates a 2 by 2 matrix.

option_1 option_2
a b option_1
c d option_2
In here,

a + d = value of Correctly Classified Instances
b + ¢ = value of Incorrectly Classified Instances

3) Kappa statistic: This is also a good measurement to
check the accuracy of the model. Simply it shows the accuracy
of classifying into the correct class when considering any
random data point. This value is generated by matching
expected accuracy with observed accuracy. The following
formula uses to calculate the kappa statistic.

. . observed accuracy—expected accurac,
kappa statistic = Y_P Y @

1—expected accuracy

This statistic is used for the model evaluation as follows:

e Kappa statistic < 0 means there is no agreement with
accuracy.

e 0 < kappa statistic < 0.20 means that the accuracy is
slight.

e 0.21< kappa statistic < 0.40 means that the accuracy is
fair.

e 0.41< kappa statistic < 0.60 means that the accuracy is
moderate.

e 0.61< kappa statistic < 0.80 means that the accuracy is
substantial.

e 0.81< kappa statistic <1 means that the accuracy is
perfect.
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4) TP rate: This means True Positive rate and it is also a
numerical value. It gives how many positive instances are
correctly classified into the classes. The following formula
uses to calculate the TP rate.

True positive instances (2)

TP rate =

Total number of positive instances

5) FP rate: Opposite of the TP rate. This means a False
Positive rate and it is also a numerical value. It gives how
many negative instances are incorrectly classified into the
classes. The following formula uses to calculate the FP rate.

False positive instances
FP rate = P 3)

Total number of negative instances

6) Precision: This talks about how many selected items
are relevant to the given class. It shows a proportion of
instances that are truly inside the class. The value can take by
using the following formula.

.. True Positive
Precision = — — (4)
True Positive+False Positive

7) Recall: This talks about how many relevant items are
selected in the given class. It shows the proportion of
instances that are classified inside the class. The value is
derived by using the following formula.

True Positive

Recall =

®)

8) F-measure: This is a value that is taken by considering
precision and recall. It shows the connection between the low
false positives and the low false negatives. Therefore, it is
better to get a value near 1 for this and if you take a value near
0 then the model is quite bad. The following formula
determines F-measure.

True Positive+False negative

2XxPrecisionxRecall
F — measure = ——————— (6)
Precision+Recall

9) ROC  Curve/AUC: The  Receiver  Operator
Characteristic curves are commonly used to graphically show
the relation between TP rate and FP rates for every possible
cut-off test or a combination of tests. An important parameter
associated with ROC curves is AUC that stands for Area
Under Curve. The classifiers usually take an AUC value
between 0.5 and 1.0 where 0.5(random guessing) is
considered as worst and 1.0 is the best.

D. Generation of Training and Testing Dataset

Dividing the dataset into training and testing data can be
done as shown in Fig. 4. The training dataset takes 2/3 of the
total dataset and the testing dataset takes 1/3. All of these two
datasets contain “SH” type people as well as people whose
health state="H” and health state = “UH”. Here the health
state = “H” group contains both “SH” type people and the
people who have become healthy without considering the total
WBC'’s standard hematology reference value. These notations
were introduced and described under Data Preparation in
Section I1I.
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E. Experiment Results

Classification algorithms are applied to the dataset with
training controls, holdout (using given training/testing
dataset), and 10-fold cross-validation to find the best outcome.
Table | shows the parameter measures needed to check the
accuracy of the model for the training dataset.

The model built by the Random Forest algorithm using the
training dataset and the model built by the Random Tree using
the training dataset showed the highest number of correctly
classified instances and the lowest number of incorrectly
classified instances.

When considering the Kappa Statistic, the model built by
the Random Forest algorithm’s kappa statistic value is higher
than the model built by the Random Tree algorithm’s kappa
statistic value. Therefore, the Random Forest Tree algorithm
outperforms all the other algorithms.

The detailed experiment results of the RFT algorithm is
given in Fig. 5. As depicted in Table | and Fig. 5, the model
built by the Random Forest algorithm with the training dataset
has the highest TP rate for both healthy and unhealthy classes.
The weighted average of the TP rate and FP rate of this model
are 0.915 and 0.279 respectively. The weighted average value
for the precision and recall are 0.911 and 0.815, respectively.

F-measure value is an important value when considering
the accuracy of the model. The F-measure value for healthy
and unhealthy instances is 0.738 and 0.949, respectively. The
weighted average is 0.911 which is close to 1.

As shown in Fig. 5, the Confusion Matrix of Random
Forest summarizes that 48 healthy instances are classified as
healthy, 24 healthy instances are classified as unhealthy, 318
unhealthy instances are classified as unhealthy and 24
unhealthy instances are classified as healthy.

The AUC curves drawn to the Random Forest models for
both unhealthy and healthy instances are shown in Fig. 6 and
Fig. 7, respectively. AUC values of it for both healthy
instances and unhealthy instances give the same value of
0.971. Both curves have deviated much far from the diagonal
line close to 1.0.

Main Dataset

604 : records
110 : health state = "H"
494 : health state = "UH"

Training Dataset
400 : records
72 : health state = "H"
328 : health state = "UH"

Testing Dataset
204 : records
38 : health state = "H"
166 : health state = "UH"

Fig. 4. Training Dataset and Testing Dataset.
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Fig. 5. The Experiment Results of the RFT Algorithm.

| Plot (Area under ROC = 0.9709

TP Rate

FP Rate

Fig. 6. ROC Curve for unhealthy Instances in the Model Built by using the
Random Forest Algorithm.

Plot (Arws undw ROC = 0. 0700

TP Rate

FP Rate

Fig. 7. ROC Curve for Healthy Instances in the Model Built by using the
Random Forest Algorithm.
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TABLE I. ACCURACY FEATURES
. Correctly | Incorrectly | Kappa Class TP FP - i
Algorithm classified | classified Statistic attribute | Rate Rate Precision Recall F-measure AUC
- traini H 0.667 | 0.030 | 0.828 0.667 0.738 0.971
RFT - training | 50 34 0.6884
dataset UH 0.970 | 0.333 | 0.930 0.970 0.949 0.971
_ H 0.403 | 0.079 | 0.527 0.403 0.457 0.854
RFT—10folds | 55, 69 0.3563
cv UH 0.921 0597 | 0.875 0.921 0.897 0.854
- traini H 0.583 | 0.012 | 0.913 0.583 0.712 0.972
RT - training 366 34 0.6648
dataset UH 0.988 | 0.417 | 0.915 0.988 0.915 0.972
_ H 0.306 | 0.073 | 0.478 0.306 0.373 0.739
RT-10folds | 4)q 74 0.2705
cv UH 0.927 0.694 | 0.859 0.927 0.891 0.739
- traini H 0.472 | 0.034 | 0.756 0.472 0.581 0.917
REP -training | 55 49 05139
dataset UH 0.966 | 0.528 | 0.893 0.966 0.928 0.917
. H 0.208 | 0.043 | 0.517 0.208 0.297 0.844
REP-10folds | 55 71 0.2160
cv UH 0.957 0.792 | 0.846 0.957 0.898 0.844
_ traini H 0.611 | 0.076 | 0.638 0.611 0.624 0.925
LMT- training | 5,5 53 0.5437
dataset UH 0.924 | 0389 | 0.915 0.924 0.920 0.925
. H 0.389 | 0.073 | 0.538 0.389 0.452 0.885
LMT - 10folds | 45, 68 0.3541
cv UH 0.927 0.611 | 0.874 0.927 0.899 0.885
_traini H 0.542 | 0.030 | 0.796 0.542 0.645 0.931
348 raining | 357 43 0.5840
ataset UH 0.970 | 0.458 | 0.906 0.970 0.937 0.931
. H 0.333 | 0.067 | 0.522 0.333 0.407 0.851
J48-10folds | 44 70 0.3099
cv UH 0.933 0.667 | 0.864 0.933 0.897 0.851
. H 0.139 | 0.034 | 0.476 0.139 0.215 0.670
HT-10folds | 5, 73 0.1456
cv UH 0.966 | 0.861 | 0.836 0.966 0.897 0.670

IVV. RESULTS AND EVALUATION

The model built by using the Random Forest algorithm
was used to evaluate the test dataset and the results of it are
shown in Fig. 8. As similar to the results for the training
dataset described in Fig. 5, the results for the test dataset have
also shown the excellent performance of RFT with the low
variance.

As depicted in Fig. 4, there are 38 healthy instances and
166 unhealthy instances. The confusion matrix shown in Fig.
8 shows that the deviation of TP and TN values from the
actual is very much low.

An estimation of the local reference range of WBC is
determined based on the values of WBC of the healthy
instances predicted by the RFT algorithm. The manual
inspection of those healthy instances shows that WBC values
lie within the range of 4100mm® — 12800mm°. When
compared with the standard reference range of WBC shown in
Fig. 9, it can be observed that the local reference range of
WABC is not the same as the standard reference range.

Some local WBC reference ranges which were established
in other countries are as follows.

e 4420mm?>- 11100mm? in Estern India [2].
e 2900mm?— 9600mm?® in Sudan[1].

e 1900mm?®— 10100mm? in Togo [9].
e 2800mm?- 7200mm?in Malawi [5].

The above ranges have differed from the standard WBC
reference range as well as our result. The nutrition levels in
African countries may cause to return very lower boundary
value for WBC. Sri Lanka is in a better state when compared
with the African countries regarding nutrition levels. Hence
the received range for WBC is reasonable.

Fig. 8. ROC Outcome of the Test Dataset-RFT.
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Fig. 9. Standard Hematology Reference Ranges
(https://www.royalwolverhampton.nhs.uk/services/service-directory-a-
zIpathology-services/departments/haematology/haematology-normal-adult-
reference-ranges/).

V. CONCLUSION

Medical Science is an immense area. Day by Day the area
is updated. This research relates to Medical Science which
spans across a vast area covering many disciplines and gets
updated daily. The whole research was run based on certain
disciplines such as Hematology, healthiness, unhealthiness,
etc. The concept “healthy” is very complicated to define in
medical science. It does not have a simple idea. It can be
defined by using various subcategories. Hematology is such a
subcategory. Medical officers may identify a person as healthy
by looking at his blood reports. But it may not be correct as
there will be a person with a good blood report but with
disabilities on eye, ear, etc., inappropriate living styles like
food habits, exercise habits, alcohol addictions, etc., diseases
that cannot be detected from blood reports, or else everything
is good but not healthy in mentally. Therefore, healthiness
may not be determined always from the blood reports.

However, assuming that if a person is suffering from a
disease, medical officers often check the blood reports to
detect the disease, Hematology science is very helpful in such
kinds of scenarios. This small area was addressed only
through this research which assumes the healthiness depends
only according to the blood reports.

The outcome of this research is to determine a local
hematology reference range using data mining and machine
learning techniques and the selected dataset was belongs to the
adults in Sri Lanka. The research focused on finding a local
reference range for total WBC value only. Hence a local
reference range for the total WBC value was determined. The
standard WBC (leukocyte) referential range is 4000mm® —
11000mm® and the local reference range which was
empirically determined as the result of this research was
4100mm? — 12800mm°. By repeating the same experiment for
several different datasets and taking the average of the results,
the accuracy of the local reference range can be further
improved. And the proposed framework for WBC can be used
to determine the local hematology reference ranges for other
Hematology tests as well.

Vol. 12, No. 8, 2021

When considering the similar works discussed in
Section 11, most of the researchers who tried to establish local
hematology reference ranges for their countries have used
statistical approaches. The drawbacks of statistical approaches
have been discussed in Section Il. The proposed approach
using data mining and machine learning concepts is the best
solution to address all mentioned drowbacks. It does not
depend on data distributions or the number of data records.
Also, data mining and machine learning concepts perform
well with the fair representation of the sample dataset.

There are several limitations in this research. The data
used for the research belongs to people over 21 years old. The
dataset has been taken from hospitals, laboratories in a
particular area and hence does not cover the whole area of Sri
Lanka. Further, the accuracy of the dataset plays a vital role in
this nature of the research. In this regard, a carefully set up
survey can be conducted to obtain blood samples from
selected donors. Despite the set setup is not straightforward
and involves high cost, the following suggestions are
recommended in selecting the donors.

e Should cover different geographical areas, climate
zones, cultural backgrounds, etc. in Sri Lanka.

e Use the medical history of the donors to categorize
them as healthy or not.

¢ Incorporate the food habits, living styles, disabilities,
BMI index, smoking habits, alcohol consumption,
sexual diseases, etc. too to determine the healthiness of
the donors.
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Abstract—Vision tracking is a key component of a video
sequence. It is the process of locating single or multiple moving
objects over time using one or many cameras. The latter’s
function consists of detecting, categorizing, and tracking. The
development of the trustworthy solution for video sequence
analysis opens up new horizons for a variety of applications,
including intelligent transportation systems, biomedical,
agriculture, human-machine interaction, augmented reality,
video surveillance, robots, and many crucial research areas. To
make efficient models, there are challenges in video observation
to deal with, such as problems with the environment, light
variation, pose variation, motion blur, clutter, occlusion, and so
on. In this paper, we present several techniques that addressed
the issues of detecting and tracking multiple targets on video
sequences. The proposed comparative study relied on different
methodologies. This paper's purpose is to list various approaches,
classify them, and compare them, using the Weighted Scoring
Model (WSM) comparison method. This includes studying these
algorithms, selecting relevant comparison criteria, assigning
weights for each criterion, and lastly computing scores. The
obtained results of this study will reveal the strong and weak
points of each algorithm mentioned and discussed.

Keywords—Multiple object tracking; object detection; WSM
method; computer vision; video analysis

I. INTRODUCTION

Target/Object tracking is the challenge of determining the
location, path, and attributes of objects of interest using sensor
measurements [1]. A sensor could be any measuring equipment
that collects information about targets in the environment, such
as sonar, radar, infrared sensor, lidar, camera, ultrasound,
microphone, or any other sensor. Object tracking is common
goals include determining the number of targets, their states,
and their identities, such as velocities, positions, and in certain
situations their features. The radar monitoring of aircraft is a
typical example of target/object tracking.

Based on measurements collected from radar, the object
tracking issue, in this case, aims to determine the number of
aircraft in a surveillance area, their types, such as commercial,
military, or recreational, their speed, and their identities and
positions. The object tracking problem contains a variety of
sources of uncertainty, making it a difficult undertaking. Object
motion, for example, is frequently subject to random
disruptions; sensors could misdetect objects, and the number of
objects/targets in a sensor's field of view could change at
random. Sensor measurements are prone to random
disturbances, and the number of measurements acquired by a

sensor could vary and be unpredictable from one look to the
next. Objects may be closer, and the measurements acquired
may not be able to distinguish among them properly. Sensors
could offer data even when there is no object in the area of
view.

Humans could track objects visually with relative ease.
However, it is not obvious, and it is difficult for a computer to
track a moving object under illumination variation, with
different shapes and format, object-to-scene and object-to-
object occlusions, as well as background, clutters, and with
several appearances in-camera projective space, object
appearance, and object disappearance. Multiple object tracking
is a set of tasks to reach tracking starting from object detection,
object classification then objects tracking. Tracking objects is
following their trajectory with video and their different
positions within frames. Lastly, Multi-object tracking or multi-
target tracking is gaining widespread interest across different
research areas ranging from autonomous cars and vehicles,
video surveillance, human-machine interaction, virtual
environment, biomedical analysis, and so on. These objects
may be pedestrians, cars, fish, vehicles, motorcycles. Although
object tracking has a wide range of areas, it is still suffering
from problems that we are going to discuss carefully in the
next coming sections. Most of the researchers are trying to
tackle these challenges carefully; however, some of them fail to
solve some of the obvious problems. That is why we are
offering you this comparative study that aims to identify,
analyze, and compare the different object tracking methods.

As a result, this work provides a weighted scoring model
(WSM)-based  comparison  evaluation  of  different
methodologies. Our comparative study begins with the
extraction of crucial criteria for comparison and a description
of each criterion (Section 5). These criteria have been gathered
from relevant work comparative research (Section 3) in
addition to some other criteria that are missed. The WSM
approach is then used to calculate final scores for each
algorithm, which requires weight attribution (Section 5). The
results are depicted as a chart and carefully discussed
(Section 6).

Il. RELATED WORK

Many scientific studies have been conducted to develop
multi-object tracking systems and applications based on a wide
range of algorithms of the deep learning era and other eras.
Many researchers and scientists have put up scientific efforts in
this direction to apply several algorithms. The authors provide
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solutions in a variety of areas, including Smart City, Smart
Vehicle, Industry, logistics, medical, surveillance, etc.

Several studies have compared multi-object tracking
methods relied on different methods and directions. Each
comparative study has its uniqueness and crucialness.

In [2], the authors picked up just three algorithms
(Extended Kalman Filter [3], Gaussian mixture model GMM
[4], and Mean Shift Algorithm [5]) and compared them. On the
one hand, resulting in that GMM performs better when there is
occlusion, contrary to Extended Kalman filter. On the other
hand, the mean shift algorithm is best suited to single target
tracking, at meanwhile, the results reveal that this approach is
unable to detect many objects when even minor occlusion
exists.

In [6], the authors are comparing multi-object tracking
methods for sports events, choosing four algorithms; namely,
Medianflow [7], boosting[8], multi-instance learning(MIL) [9],
Kernalized correlation filter (KCF) [10], measuring as well as
comparing their performances. Resulting from that the tracking
of the object is efficient if the object's movement is constant
when utilizing the MEDIANFLOWTI7] algorithm. However, if
the object's movement suddenly changes, it will be unable to
follow the trajectory. For tracking many items in a sporting
event, the KCF [11]algorithm, performed best, boosting had a
greater tracking success rate than MIL, and it tracked roughly 5
times faster.

In [12], the authors are including an examination object
detection method, object representation, and feature selection,
and object tracking over many frames. By comparing seven
different techniques (Kalman Filter[13], Particle Filte[14]r,
Mean shift [7], CamShift[15], KLT tracker[16], template
matching[17], Contour Tracking [18]) relied on number of
object tracked, occlusion handling, optimal or not. Resulting
from that Kalman Filter, KLT tracker, Particle Filter, Contour
Tracking is handling occlusion and they are optimal strongly
the last two ones could strongly track multiple objects.

In [19], the authors are presenting a paper that provides a
brief overview of the numerous object detections,
categorization, and tracking algorithms in the literature, as well
as analysis and comparison of the many strategies utilized at
various phases of tracking; reaching a comparison of the
different techniques Point-Based Tracking, Kernel-Based
Tracking, Silhouette Based Tracking. Concluding that single
object tracking provides good accuracy for many types of
movies with varying conditions, such as low resolution or
weather changes.

In [20], the authors wrote a comparative examination of
multiple vision tracker categories is conducted by the work to
determine which one is the most successful in tracking
construction resources. The benefits and limits of each kind of
tracker are discussed, as well as the testing procedures for
evaluating them. The methods are divided into the same
categories used in the previous paper. The kernel-based ones
are insensitive to illumination conditions and scale variation
than point tracking-based methods as well as point tracking are
effective under occlusion.

Vol. 12, No. 8, 2021

In [21], on the one hand, the authors examine various
object tracking techniques in this research. The classification of
these techniques is the same classification as in the previous
papers kernel, silhouette, and point tracking-based. Their
comparison is based on a wide range of criteria, concluding
that point tracking methods are dealing better with occlusion;
meanwhile, they are optimal. On the other hand, they present
the advantage and the limitation of the different existing
methods.

In [22] authors discuss Background subtraction, template
matching, Frame difference, and shape-based approaches that
are some of the most frequent approaches used in object
tracking. In addition, they talk about topics like detection and
tracking. At the end of this review on object detection and
tracking methods, they summarize a table containing the
advantages and disadvantages of usual object tracking
methods. Concluding that the best method of object vision
tracking vision is by combining different methods at the same
time.

In [23], this comparison is evaluating 2D to 3D vision
tracking method’s performance, reaching a comparison also for
the usual sub-categories kernel object tracking, point object
tracking, silhouette object tracking. Concluding that the first
findings of this comparison indicate that of the two types of
trackers examined for construction-related applications, kernel-
based approaches are more trustworthy.

In [24], the authors present a review of the existent
approaches of moving object detection, their Challenges, and
mentioning object tracking at the end. The object tracking
methods that are mentioned in this article are Mean-shift, KLT,
Condensation [25], TLD, Tracking Based on the Boundary of
the Object. Mentioning that, TLD [26] is an award-winning,
real-time method for tracking unknown objects in a video
sequence.

I1l. BACKGROUND

A. Vision Tracking

The difficulty of determining the trajectory of an object in
the image plane as it moves across a scene is known as
tracking. Various ways of tracking the object include kernel
tracking, point tracking, and silhouette tracking.

Various ways of tracking the object include point tracking,
kernel tracking, and silhouette tracking. The following
categories could be used to categorize cribbed tracking
methods.

Because of the enormous variety of applications and the
high-performance of vision tracking in many fields, object
tracking has sparked a lot of interest and attention in the field
of computer vision. Two key stages must be completed in order
to achieve vision tracking. The initial stage is to detect targets
of interest, which could be done either automatically or
manually depending on the approach used. The second stage,
also known as target localization, involves following the
discovered objects and predicting their changes in terms of
position and form in subsequent image frames.
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B. Target/Object Tracking Methods

As mentioned in Fig. 1 there are three main subclasses of
object tracking [1]:

e Point tracking.
o Kernel tracking.
o Silhouette tracking.

Table 1 is summarizing an overview of object tracking
methodologies their main goal, their advantages, their
disadvantages, and some of their methods. Additionally,
Table I illustrates the advantages and limitations of object
tracking methodologies.

1) Silhouette based tracking approach: Because of their
irregularity, many sorts of objects could not be successfully
represented using simple geometric shapes due to their
complexity. Silhouette-based approaches give a precise form
description for different objects’/targets’ shapes. Heads,
hands, and shoulders are examples of composite shapes that
are difficult to characterize with geometric geometry or
shapes, that is what this category is made for; in other words,
to shape non-geometric shapes. A suitable geometric shape for
those objects/ targets will be given by this methodology. The
main goal of this mechanism of tracking is to detect the target
region in each frame using the assistance of a target model
outputted from previous frames. It is possible to deal with a
variety of object shapes, object split and merge and
occlusions. The model is represented by object edges, a color
hologram, or a contour. Shape matching and contour tracking
are the two types of silhouette tracking that we use. These
techniques are capable of handling a variety of problems such

Point tracking

Kernel tracking

Vol. 12, No. 8, 2021

as it could be used to manage a wide range of objects of
various shapes means dealing with a wide range of target’s
shape, and it also handles occlusion, silhouette tracker may
split and merge objects as well. This silhouette-based tracking
could be divided into two main categories, i.e. contour-based
tracking approaches and shape matching tracking approaches.

a) Contour Tracking: Iteratively evolving an initial
contour based on object placement in previous frames to a
new place in the current frame is how this strategy works.
Object portions in the current frame must overlap the object in
the previous frame for the contour to evolve. When tracking is
based on contour evolution, two ways could be used. State-
space models, which are utilized for motion and contour shape
modeling, are used in the first method. The other technique
generates the contour directly by using direct minimization
methods to reduce contour energy. Consider gradient descent,
one of the most appealing aspects of this approach is its ability
to handle a wide range of object shapes. The silhouette could
be represented intuitively by a function defined on a grid, and
it could also be expressed clearly by a set of control points to
indicate its border.

b) Shape Matching: In the kernel technique, shape
matching performs similarly to template-based tracking.
Another method for Shape matching is to look for silhouettes
that are similar in two consecutive frames. The process of
silhouette matching is similar to that of point matching.
Background subtraction is used to conduct Silhouette
detection. Density functions, silhouette boundaries, and object
edges make up the Models object. Hough transform
techniques will be used to handle occlusion and dealing with a
single object.

Silhouette tracking

'Deterministic methods ﬁl’emplate and density based appearancg  Contour evolution )
*MGE tracker models «State space models
== *GOA tracker *Mean-shift |__| Variational methods
| oKLT Heuristic methods
L elayering
. J
- . J
Statistical methods
+ rMatching shapes )
*Kalman filter "Multi-view appearance models )
| ® JPDAF i ki eHausdorff
L]
ePMHT igentracking == eHough transform
= eSVM tracker .
eHistogram
\.
\ J
\ J
Fig. 1. Object Tracking Main Methodologies [1].
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TABLE I.

Vol. 12, No. 8, 2021

OBJECT TRACKING METHODS

Kernel tracking

Silhouette tracking

Point Tracking

Main goal Estimating object motion

Tracking exact contour

tracking small objects

Advantages handling occlusion

Ability to represent a wide range of shapes,
handle a large variety of object shapes

tracking small objects

Disadvantages handling multiple objects

handling occlusion and object merge and split

Handling occlusion at the meanwhile
appearance and re-appearance

Categories ;%n(;sllgte based nl\ﬁlg(ljteil-;/iew g\?;}tucﬁén Matching Shapes Deterministic | Statistical

Some of the methods Mean-shift 'Sl'glc\:/lker \nﬁ;:fggc;nal Histogram MGE Tracker | MHT filter
TABLE Il.  ADVANTAGES AND LIMITATIONS OF OBJECT TRACKING METHODS

Tracking Methods | Advantages Limitations

Kalman Filter
with the use of Kalman filter.
. Work for linear models and Gaussian distribution.

. Capable of tracking pictures that are noisy. We could not rely on the
average of past values if our sensors deliver incorrect data or if they
do not produce any data at all for a certain time. Outliers are dealt

. Kalman filter is unusual for non-gaussian problems.

Particle Filter it is widely used.

. An efficient algorithm used in the world of non-gaussian and non-
linearity. In addition to the capability of multi-modal filter that why

. Particle filter methods are extremely adaptable, simple to develop,
parallelizable, and suitable in a wide range of applications.

. Particle filters do not have a strict proof of convergence

Mean shift . When there are a lot of colors, this is a good option. . Could not be applied in the case of complex scenes.

KLT tracker . Handle Occlusion . Multiple object tracking this method Becomes complex.
. A slow method for recognizing new variations of a pattern.
- It only works if the object is always visible in the video; else,
false detects will occur.

Template . . - . When there are a lot of objects/targets, it is difficult to keep

. . It isalot easier to set up and utilize.
matching track of them all.

. Complex templates are not recommended.
. When items leave the frame or become occluded, problems
could arise.

. Complex models for

non-rigid and rigid

objects could be highly handled.

. Hlumination levels do not have a high impact

Contour Tracking

. It is difficult to deal with entry objects.

2) Kernel-based trackers: Kernel-based tracker utilizes
representations and appearance of the object/target of interest
using ellipsoidal or rectangular shapes. It is possible to track a
target or an object by tracking the motion of each kernel on
the associated frame. The motion of a target or an object could
be classified in different ways including rotation, translation,
or transformation. The motion of an object could be
categorized in different ways including affine transformations,
rotation, and translation. Several algorithms could be utilized
for this goal, which differs relying on the quantity of target
tracking, object motion method, or object representation. For
instance, in real-time applications, geometric shapes are
frequently used to represent objects. One disadvantage of
employing geometric shapes is that they may not completely
encapsulate the target object, allowing background objects to
be visible. The mean shift method, template matching, and
CAMShift tracking are some available approaches that could
be used for kernel tracking, relied on Kernel tracking
methodology.

a) Simple Template Matching: Template matching is a
computer vision program that finds related objects in photos.
For mapping similar patterns between images, template
matching is an important part of the image analysis process.
Image processing is a computer-assisted technique for
analyzing and manipulating images. It is mostly used to
enhance the quality of an image, as well as to detect and
highlight specific areas of the image. Image processing
techniques are primarily used to improve the quality of an
image and perform feature extraction and classification for a
variety of purposes. In the automation process, template
matching is used to recognize objects and improve the quality
of the searching process. It is used to locate the target item
from an image in astronomy, meteorology, medical imaging,
remote sensing, and many other related domains. It is an
image processing approach in which a specific object is
chosen as a target, to be recognized and mapped to the original
image. For images matching, a variety of techniques are
utilized, with Edge-based matching and Greyscale-based
matching being the most popular. Greyscale-based is an
extension of correlation-based that works regardless of the
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orientation of the image. The greyscale-based technique
recognizes both the template location and orientation,
allowing us to recognize images from a variety of angles.
Edge-based matching is similar to greyscale matching, except
that instead of computing the entire image, only the edges of
the image are recognized and matched with surrounding
pixels.

b) Mean Shift Method:This tracking method utilizes
density-based appearance models to describe a target. A
histogram is used to represent the appearance model (color,
texture) within this algorithm. This method employs an
iterative tracking approach, which entails identifying similar
pattern distributions within a sequence of frames.

c) Support Vector Machine (SVM): SVM is a general
classification approach that uses a set of positive and negative
sample values to define it. Positive samples containing tracked
visual objects are used in SVM.

The negative samples are made up of everything else that
isn't being tracked. It could handle a single picture as well as
partial occlusion of an object, although physical initialization
and training are required. SVM finds the best separating
hyperplane between two classes. In SVM as a tracker, the
positive examples for SVM-based trackers are photos of the
object to be tracked, while the negative examples are those
objects that are not to be tracked. Negative examples are
typically made up of background regions that could be
mistaken for the object.

d) Layering based tracking: Multiple objects could be
tracked using this kernel-based tracking approach. Each layer
has an elliptical form, motion (such as translation and
rotation), and layer appearance (based on intensity). Layering
is accomplished, first by accounting for background motion
such that the object's motion may be calculated using 2D
parametric motion from the rewarded image.

3) Point-based trackers: It is a common computer vision
task with a wide range of applications. During tracking,
moving objects are carefully represented as feature points in
an image structure. Point tracking is a difficult problem,
especially when occlusions occur. Point Tracking could
handle the following situations, suitable for tracking extremely
small objects. Objects identified in successive frames are
represented by points, which are linked together based on the
prior object state, which could include object position and
motion. This method necessitates the use of an external system
to detect the objects in each frame.

These are the main point-based trackers' methods:

a) Kalman Filter: This is one of the most used
techniques of point-based trackers [27]. In a real-world
scenario where we are tracking a moving object from our car
or vehicle, we could not rely on the average of prior values if
our sensors transmit incorrect data or if they do not send any
data at all. Outliers are dealt with with the use of the Kalman
filter. It only evaluates one sensor data at a time and compares
it to prior values, giving the previously estimated
measurement more weight if it has a low error and giving the
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newly taken value from the sensor more weight if it has a low
error. Because it only analyzes a proportion of newly taken
value at each time step, it avoids the problem of outliers. Well,
the Kalman filter is used to anticipate most measurements
where we acquire data from hardware, such as sensors, and we
do not know how reliable the data is. The Kalman filter
algorithm could be broken down into the following steps:

1) Initialize state and covariance matrices: When we
receive the first sensor measurements, we initialize the state
(position and velocity) of the moving target, such as a bicycle.

2) Forecast step: Based on certain prior data and the
model, we produce a state prediction.

3) Step of updating: The predicted and measured locations
are merged to produce an updated location. Depending on the
uncertainty of each number, the Kalman filter will give greater
weight to the projected or observed location.

4) The process is repeated as the automobile receives new
sensor readings. They have relied on the algorithm of Optimal
Recursive Data Processing.

b) Particle Filter: The versatility of particle filter
technology is due to its efficiency in nonlinear and non-
Gaussian systems. Furthermore, the particle filter's multi-
modal (we want to track, simultaneously, zero, one, or more
than one object) processing capabilities is one of the reasons
for its widespread use. Particle filtering has been used in a
variety of fields around the world. It is based on the Markov
Chain Monte Carlo improvement strategy, by generating
Markov chains with good convergence; the approach
generates samples from the target distribution. Particle filter
methods are extremely adaptable, simple to develop,
parallelizable, and suitable in a wide range of applications.
The particle filter method can handle different problems such
as occlusions.

¢) Multiple Hypothesis Tracking (MHT): Several frames
have been detected in the MHT algorithm for better tracking
results. The MHT algorithm is an iterative process. Each
Iteration starts with a set of track hypotheses that already
exist. Each theory is made up of a group of disconnected
tracks. A prediction of the object's position in the next frame
is made for each hypothesis. Then, the predictions are
compared, using a distance metric. The MHT could track
several objects, deal with occlusions, and calculate optimal
solutions. The algorithm can create new tracks for objects
entering the field of view FOV and terminate tracks for
objects exiting the field of view FOV.

C. Research Areas

Due to the existence of several objects in our lives, for
instance, humans being (pedestrians [28], sport players [6],
shoppers), vehicles (cars [29], motorcycles, buses), animals
(fishes [30], birds [31], cats), other (cells [32], insects), and so
on; many scientific studies have explored implementing
multiple object tracking using different algorithms. These
initiatives are divided into research areas or domains; see
Fig. 2, such as:
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e Air space
monitoring
eVideo
surveillance

e Autonomous
Driving Cars

e Weather
monitoring

e Cell biology

Human
computer
interaction

Fig. 2. Some Research Areas of Object Tracking.

Air space monitoring: The tracking of aircraft using
radar is a serious and crucial issue [33], for instance, air
traffic control. Radar tracking is employed also in
military surveillance systems to identify aircraft:
identity, type, location, speed, and the item's potential
intents to establish, for instance, if the object is a threat.
Radar is capable of a wide range of observations, from
high range measurements to simple-resolution imaging.
Radar [34] utilizes radio waves to determine the object's
distance, direction, and radial speed.

Video surveillance: Surveillance [29] using digital
video is becoming increasingly popular. Airports,
banks, casinos, highways, stadiums, crowd gathering
areas, buildings, streets, railway stations, department
stores, and all government organizations now use video
surveillance to reinforce their security. Video
surveillance is employed in almost every aspect of
society to deter criminal activity and improve public
safety and security [35]. A large typical building in a
major city has a vast network of cameras installed on
main floors, entrances, huge gathering areas, hallways,
offices, and labs.

Weather monitoring: Weather bureaus employ a variety
of approaches to give weather forecasts [36]. Tracking
weather balloons, which offer data on high-altitude
wind velocity, humidity, pressure, and temperature, is a
widely used method. Each day, weather bureaus
released 50 to 70 balloons at various times throughout
the day. The frequency of releases rises during extreme
weather because more data is required for good weather
forecasting. Each weather balloon must be tracked to
obtain weather-related parameters at various heights of
the atmosphere.

Cell biology: Pathologists and medical researchers
commonly examine death and birth rates, as well as the
mobility of biological cells [37], in research studies of
humans, plants, insects, and animals. In immunology,
the immune of organism response is linked and
correlated with  lymphocytes' life cycle. The
division/death and birth rates of every generation of
cells are the parameters of interest. The velocity or
morphology of sperm cells is an interesting metric of
infertility study.

The Weighted Scoring Model
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Autonomous Driving Cars: The self-driving [38]
systems are also known as autonomous cars or
driverless vehicles; a car is a vehicle that could sense its
surroundings and move in designated lanes without the
need for human intervention. In other words, object
detection and tracking are required for autonomous
vehicles to reliably recognize and localize dynamic
targets in the environment surrounding vehicles that
contain the tracking system. The principles of developing
self-driving automobiles are completely based on
perceiving their surroundings and automating tasks.

Human-computer interaction: Gestures [35] have long
been thought of as an inter-action approach that may
help us communicate with our computers in more
creative, natural, and intuitive ways [39]. Many modern
apps rely on human-computer interaction are
developed. Because of the interest of psychology and
cognitive science, for example, understanding user
behavior such as body motions, particularly facial
expression recognition is one of the main uses of
computer vision that are gaining a lot of interest due to
its different uses.

Augmented reality: Nowadays, this research area is
gaining a crucial and wide range of interest. Augmented
reality [40] is the fact of making users in a virtual
environment using different virtual objects. By
generating perceptual information to enhance real-
world objects in a variety of ways, including aural,
visual, somatosensory, haptic, and olfactory. Object
tracking is implemented in augmented reality to reach
sometimes the interaction between objects or targets.

Robotic: Nowadays, this research area is gaining a lot of
interest due to its importance in many cases. Robots
may replace human tasks by doing these tasks
efficiently or sometimes better than humans. Vision
tracking is relying on detection or tracking reached by
robots [41].

1V. WEIGHTED SCORING MODEL
is a mechanism for

comparing objects and picking up between them, based on a set
of criteria. The WSM Method is used to compare the
algorithms. The application of this strategy could be done in
the following steps (Fig. 3):

Step 1: Determine which criteria will be used to
perform each method.

Step 2: Granting weights to groups of criteria based on
the crucialness of each one.

Step 3: Create a table with nominal values for each
criterion of each distribution.

Step 4: Create a table with weighted values for each
criterion. The weight is expressed as a percentage. The
overall weight is 100 percent.

Step 5: A calculation of the product score of weights
and nominal values is elaborated for each method.
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Fig.3. WSM Process.

V. COMPARISON OF MULTIPLE OBJECT TRACKING
METHODS

A. Comparison Criteria

The comparative criteria were chosen based on several
video analysis investigations especially object tracking. Some
criteria have been derived from the works cited below. Those
are essentially the challenges are mentioned in Fig. 4 that all
multi-object tracking methods and algorithms have in common
to tackle them or to deal with them:

e Occlusion: Occlusion when the target is fully or
sometimes partially or occluded. Complex interactions
between objects result in both temporally and spatially
occlusions, making object tracking a challenging
problem [42]. In other words, in complicated scenes and
crowded settings, it is common for an object’s direction
to be obscured, either by a background component such
as a stationary scene or by other targets.

e [llumination variation: The Illumination in the target
area has been changed due to different issues such as
obstacles that make birth of shadow, camera position
and resolution, and the main source of illumination.
Changes in illumination and posture are all essential
elements that influence recognition rates, with the effect
of light circumstances being particularly crucial. The
direction of the light source may cause the image to be
excessively bright or too dark, causing the algorithms to
have difficulty in accurately obtaining crucial features
[43].

e Clutter: The background in the vicinity of the target has
the same color or texture as the target. A more complex
scene results in more detection failures, which include
undetected targets (false negatives) or spurious targets
(false positives). As a result of the inadequate detection,
data association accuracy is not reliable. Most
algorithms are aiming at separating the background
from targets [44].

e Enter field of view: Objects are moving in different
directions with different motions. That makes the birth
of more objects that enter the field of view and others
leaving the field of view, and we are talking about
object appearance and object disappearance, two
different phenomena within a video for non-rigid
objects.

e Speed: The motion or speed of the targets/ objects on
the ground truth is large. The states of the targets, or
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their positions, change with time. At first glance, we are
unsure about their precise location. However, Things
become more complicated when the object's direction
changes. Each object has its speed and direction. The
model should be able to deal with these fast changes
[45].

e Scale variation: The bounding boxes shape of the object
in different frames is ranging widely. The algorithm or
model should be able to track the target from numerous
perspectives and scales. One of the reasons for the
disparity in performance is the large-scale variation
amongst object instances, particularly the difficulty of
recognizing very small objects [46].

e Optimal: This criterion is defining if the algorithm
needs training or not, it needs resources or not.

e Outlier: some values are outside the range of what is
expected, unlike the other data. We call these values
outliers.

B. Comparison Study

Table of nominal values is carried out. For each criterion,
the value that corresponds to each method is assigned. These
values are extracted from related work.

C. Application of Weighted Scoring Model

The score of each challenge based on its existence is
determined using the WSM method, as shown in Table I1l. The
weight percentages are assigned based on the importance of the
criterion. This collection of criteria is given priority due to their
necessary requirement: number of objects tracked— Enter Field
of view — Outlier. A weight of 12% is ascribed to each of their
criteria. The following category of crucialness is given to the
criteria Scale Variation — Illumination variation — Occlusion. A
weight of 10% is ascribed to each of their criteria. And
optimal, a weight of 20% is ascribed due to its importance and
14% associated to speed.

By applying the weight scoring model in Table IV, we are
going to associate to each value a number relying on its
crucialness nfa =0, all the criteria are ranging from 1 to 5,
after getting these values we multiple each value by its weight
as illustrated in Table 111 of weights. The result is mentioned in

the table.

Occlusion

llumination

Optimal variation

\ ~

~ ~

Challenges
Enter field of
E

Fig. 4. Some Crucial Challenges of Object Tracking.

Scale variation
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TABLE Ill.  ASSOCIATED WEIGHTS TO EACH CRITERION

Criterion Abbreviation Proposed weights
Number of objects tracked NO 12%
Illumination variation v 10%
Occlusion occ 10%
Enter Field of view FOV 12%
Scale Variation sV 10%
Speed SP 14%
Optimal OoP 20%
Outlier ouT 12%

TABLE IV.  COMPARISON FOR DIFFERENT OBJECT TRACKING METHODS. (PT: POINT TRACKING, KT: KERNEL TRACKING, ST: SILHOUETTE TRACKING)

TT NO ocCcC v SP SV OP FOV ouT

Kalman Filter PT 1 1 2 3 3 3 2 2
U Kalman Filter PT 5 2 2 3 4 4 2 4
Particle Filter PT 5 2 2 3 4 4 3 4
MGE tracker (D) PT 5 2 1 4 1 2 4
GOA tracker PT 5 2 2 n/a 3 2 1 n/a
JPDAF PT 5 2 n/a n/a 3 1 1 nfa
Multiple Hypothesis Tracking MHT PT 5 2 n/a n/a 4 1 3 4
Probabilistic Multiple Hypothesis Tracking PMHT PT 5 2 3 3 3 1 3 n/a
Mean shift KT 1 2 3 2 1 1 n/a 2
KLT tracker KT 1 3 3 2 1 1 1
Simple Template matching KT 1 1 1 2 1 2 1 1
SVM KT 1 3 3 2 1 1 1 2
Layer/Layering based Tracking KT 5 1 3 2 1 2 1 1
Eigentracking KT 1 1 3 2 1 1 1 n/a
Shape Matching ST 1 1 2 2 4 1 0 3
Contour Tracking ST 5 1 3 2 4 1 1 3

D. Comparison

1) SilhouettComparison of tracking methodologies based
on the three categories kernel, silhouette, and point: The
spider Fig. 8 illustrates a comparison of silhouette, point, and
kernel tracking category methodologies relied on the Number
of objects tracked, Occlusion, illumination variation, speed,
Scale variation, Enter field of view, Optimal, outliers.

2) Comparison of the three categories: According to
Fig. 8 results, Multiple Hypothesis Tracking is the most
favored algorithm within the three categories. Most of the
advantages dealing with tracking multiple objects, handling
occlusion, and give optimal solutions. Without ignoring that
can handle object appearance and disappearance. There is a
big lack of handling fast motion that should object-tracking

methodologies take into consideration. Regarding our
Comparison of Silhouette tracking, methodologies see Fig. 6,
they are a bit similar to each other and that describes that they
belong to the same category.

Fig. 5 shows that SVM within Kernel tracking
methodologies is dealing better with occlusion and outliers.
Regarding point tracking, in Fig. 7 multiple MHT and PMHT
are gaining the best results due to their speed and their way to
handle outliers, occlusion.

3) Comparison based on Table V: The Table V illustrates
see that contour tracking, particle filter, MGE tracker, GOA
tracker, JPDAF, MHT, and PMHT are gaining the best results
to the other methods.
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Fig. 5. Graph of Multicriteria Comparison of Kernel Tracking Methodologies.
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Fig. 6. Graph of Multicriteria Comparison of Silhouette Tracking Methodologies.
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Fig. 7. Graph of Multicriteria Comparison of Point Tracking Methodologies.
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TABLE V. COMPARING THREE OBJECT TRACKING CATEGORIES'
METHODOLOGIES

Method Score
Kalman Filter PT 2%

U Kalman Filter PT 10%
Particle Filter PT 10%
MGE tracker(D) 10%
GOA Tracker PT 10%
JPDAF 10%
MHT PT 10%
PMHT PT 10%
Mean shift KT 2%
KLT Tracker KT 2%
Simple Template Matching KT 2%
SVM KT 2%
Layer/ Layering based Tracking KT 10%
Eigen tracking KT 2%
Shape Matching ST 2%
Contour Matching ST 10%

VI. DISCUSSION

According to the previous results, some algorithms are
dealing better with multiple objects such as Particle Filter,
MGE tracker, GOA tracker, JPDAF, multiple hypothesis
tracking, and so on. Point and Silhouette methodologies deal
better with scale variation. However, they do not handle fully
occlusion. Regarding kernel tracking methodologies they
handle occlusion but they do not go forward with handling
multiple objects.

On the one hand, relying on the comparative study-based
WSM method Point Tracking is better to deal with small
objects and tracking multiple objects, however, is not good to
deal with occlusion and object appearance and disappearance.

On the other hand, Kernel tracking methodologies are
handling better occlusion at the meanwhile estimate the object
motion but they don’t deal with multiple objects also this
method is not a good choice to handle multiple objects.

Regarding Silhouette Tracking methodologies are dealing
better with tracking object based on silhouette. This method is
accurate to track objects or targets because of its ability to track
different shapes. But these techniques are not good to handle
occlusion at the same time these methods are not better to
handle multiple objects.

Multiple object tracking is still facing a wide range of
challenges. We could not find one category or method that
deals with all of these challenges. Each algorithm or method is
mastering to handle a challenge. Hope to find a hybrid method
that deal with all these issues.

V1. CONCLUSION

A comparison of object tracking methods is has been
presented in this research. This project has begun with the
identification of a group of relevant works that are
implementing these methods and the proposal of object
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tracking methods that fits the needs of various areas. Then a list
of research areas that are concerned by these works has been
discussed. There is also a set of criteria that this comparison
has been based on. Using the Weight Score Model, the scores
for each algorithm evaluated have been obtained. Various
scores or results not only have been assisting us in determining
an overall ranking amongst these platforms, but they have also
revealed their internal strengths and shortcomings concerning
each criterion.

This research has identified a collection of failures that
object tracking algorithms face. The main problems that
platforms face are the number of targets and it is optimal.
Researcher must provide an algorithm that considers optimal
aspects to provide an accurate model or algorithm of object
tracking to the wide range of the research areas, such as
surveillance, robotic, and other fields. The researchers must
create a model or algorithm that could tackle and operate the
different challenges, dealing with the different problems
carefully due to the crucialness of this such as the biomedical
one. Finally, researchers must embrace the resources used,
which is a set of tools for increasing product quality and
lowering development costs while also ensuring optimal
delivery for users.

Future work will focus on the measurement of the accuracy
of each method under each challenge. Our main goal is to
implement, test, compare and analyze the results of point
tracking methods, kernel tracking methods, silhouette tracking
methods that we are going to implement to track multiple
objects/ targets. Our main aim is that we are going to
decorticate models or algorithms relying on their architecture,
iteration, practical use, and their uniqueness. At the end, a
summary table of the comparison is developed.
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Abstract—Cyber-attacks such as ransomware, data breaches,
and phishing triggered by malware, especially for iOS (iPhone
operating system) platforms, are increasing. Yet not much works
on malware detection for the iOS platform have been done
compared to the Android platform. Hence, this paper presents an
i0S malware classification inspired by phylogenetics. It consists
of mobile behaviour, exploits, and surveillance features. The new
iOS classification helps to identify, detect, and predict any new
malware variants. The experiment was conducted by using
hybrid analysis, with twelve (12) malwares datasets from the
Contagio Mobile website. As a result, twenty-nine (29) new
classifications have been developed. One hundred (100)
anonymous mobile applications (50 from the Apple Store and 50
from iOS Ninja) have been used for evaluation. Based on the
evaluation conducted, 13% of the mobile applications matched
with the developed classifications. In the future, this work can be
used as guidance for other researchers with the same interest.

Keywords—iOS; mobile malware;
exploitation; phylogenetic

reverse engineering;

I.  INTRODUCTION

Currently, smartphones based on Android and iOS are
commonly and widely used across the world. Yet, they also
possess security concerns, especially security exploitation by
malware such as ransomware and cryptojacking [1].
Unfortunately, the rapid increase of smartphone users
contributed to mobile malware growth in the iOS environment.
Malware is referred to as software that can infect devices,
software, or networks with malicious attention without the
owner’s consent. It can harm the victim with malicious
activities such as stealing confidential information, identity
theft, and spying on the victim. There are different kinds of
malware such as viruses, Trojan, spyware, worms, and
ransomware. It will cause a lot of chaos when the malware has
successfully penetrated the smartphone system.

Whenever new vulnerabilities are released, Apple will
update or patch to fix the weaknesses. By keeping the patch up
to date, Apple makes sure the devices are secure enough to use.
The malware attacks are carried out by attacking the kernel,
giving the attacker private APIs (Application Programming
Interfaces) and permission, and eventually gaining confidential
information about the user. Unfortunately, there is a growing
number of malwares attacking iOS devices. For example, it
uses private APIs to implement malicious intent and view and

*Corresponding Author

steal its data. Fig. 1 shows statistics on the detection of
malware for iOS by Welivesecurity [2].

Compared with Android, iOS is considered more secure.
For example, in the iOS platform, the hardware, software, and
even their booting process are monitored and secured by Apple
procedures [3]. This scenario has an impact where many
attackers tend to focus on Android malware rather than on iOS.
In addition, based on the Mc Afee Labs Threat report on June
2018 shows a drastic increase in malware growth, and there
were almost 2.9 million samples recorded [4]. Furthermore,
high-risk vulnerabilities were detected in 38 percent of iOS
mobile apps in 2019 compared to 43 percent of Android
mobile apps [5]. Indeed, 40 percent of iOS malware attacks in
2017 targeted banking services [6]. As in Q1 2020, new mobile
malware cases have surged by 71 percent, and new iOS
malware grew by over 50 percent [7]. Hence, this paper
presents a new mobile malware classification for iOS inspired
by phylogenetics to overcome the above challenges.
Phylogenetics is a term borrowed from biology and has been
mapped into the cybersecurity field. It can be used to detect
and predict malicious activity. This approach consists of
malware behaviour, vulnerability exploitation, and surveillance
features [8].

The proposed malware classification developed in this
paper can detect any malware attacks against possible social
media and online banking exploitation. This new iOS
classification aids in the detection, identification, and
prediction of new malware variants.
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Fig. 1. Detection of Malware for iOS.
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This paper is organized as follows. Section Il discusses the
related works, while Section 11l presents the methods used, and
Section 1V explains the findings. Finally, Section V discusses
the conclusions reached by this paper.

Il. RELATED WORK

A. 10S Malware Attacks

iOS malware attacks have been increased rapidly from
years to years, and many researchers try to invade the issues
and solve them to reduce the impact. Attackers evolve with the
latest technology to ensure their intention to exploit user data
can be conducted smoothly without interruption. Work by [9]
found Trident worm and exploited three types of vulnerabilities
once the link is clicked. Once it has been executed, the
attackers will have the privilege to read, write, and any
software in the infected device. Next, work by [10] found iKee
Worm, which gathered logs on many jailbroken devices by
scanning the OpenSSH port and used the root account and
default password, and once infected, it will scan the
surrounding IP address to spread the worm. They also found
the YiSpecter worm, where the malware used ISP (Internet
Service Provider) traffic, Window SNS (Self/Non-self) worm
and offline applications installation, and other routes for
transmission. It installed malware applications intending to
collect private user information. Then, a previous study by [11]
used Xcode Ghost worm where malware was sitting in the
background of legitimate apps, then it did the data mining and
injected malware in the apps when compiled. It possesses a
new capability to prompt a fake alert dialogue to phish user
credentials, hijack opening specifics URLS, and read and write
data in the user clipboard. Work by [12] found AceDeciever
that infects any Apple device connected to infected PC
(personal computer) were capable of obtaining Apple ID
(identification) and password. Finally, work by [13] found
Keyraider worm, where it intercepted iTunes traffic and stole
user login credentials, GUID (Globally Unique Identifier)
devices Apple requests push service certificates and private
keys, and iTunes receipts for purchase. It then sends this data
to a remote server. Based on these previous studies, it can be
concluded that there is a growing number of malwares
attacking iOS wusers, and a solution to overcome these
challenges is urgently needed. So, this paper proposes a new
mobile malware classification as one of the mitigation
solutions for the above challenges.

B. Phylogenetics

The phylogenetics aims to discover the origin of malware
genes evolving [8]. It deals with evolutionary history and uses
a tree diagram for different organisms and taxonomic groups.
Malware phylogenetics emphasizes the similarities and
relationships between a set of malwares. For example, a few
types of phylogenetics tree models are the minimum spanning
tree (MST), the persistent phylogeny tree, and the dendrogram
[14]. Works by [15] used process mining which detects
temporal logic properties designed to detect Android malware
families and track the phylogenetic tree. [16] also used process
mining where the program calls trace from a mobile
application to classify associations and repeat execution
patterns. Work by [17] used fuzzy clustering algorithm, where
a malware program's syscalls can be modelled to produce a

Vol. 12, No. 8, 2021

malware fingerprint with a number of associations and
recurrent execution patterns. The author in [18] used discrete
time Markov chain (DTMC) due to the paired KLD (Kullback-
Leibler Divergence) and JSD (Jensen-Shannon Divergence)
track calculation, it is computationally intensive. Bayesian
network algorithm used by [19], learn a Directed Acyclic
Graph (DAG) from observational data using statistical
inference of conditional dependence and an informative
antecedent to partial variable ordering. Work by [20] used
extension of graphical lasso to discover a precision sparse
matrix based on the kernel's combined matrix. An example of
the phylogenetics diagram is depicted in Fig. 2. In this paper,
there are three features mapped into phylogenetics to develop
the classification. The identified features are malware
behaviour, iOS version, and surveillance features.

Most recent
———» common ancestor of
A,B,C,D+E

Most recent
common
ancestor of A+B

Fig. 2. Phylogenetic Diagram.

C. Features Mapped to Phylogenetic

Malware behaviour can be classified into five parts:
infection, activation, payload, operating algorithm, and
mitigation [8]. In dynamic analysis, these five components are
significant to classify malware based on their behaviour. The
malware behaviour used EDOWA (Efficient Detection of
Worm Attack) worm classification as the underlying concept
[21]. Apple keeps satisfying their customer by serving them
with the best version of iOS. The version must be updated to
make sure the user is secured enough from any current security
issues. The update also has some new features that can help
user’s life easier [22]. Surveillance features used in this
research come from 5 basic functions in the smartphone,
consisting of call, SMS (Short Message Service), photos,
audio, and GPS (Global Positioning System). All these features
are dangerous whenever been exploited. The attacker can profit
by exploiting either one of its features [23].

As one of the mitigating options for the stated challenges
above, this research presents a new mobile malware
classification based on phylogenetics. Three features are
mapped into phylogenetics, which are malware behaviour, i0S
version, and surveillance features.

I1l. METHODOLOGY

The overall process involved in this experiment is
summarized in Fig. 3.

The analysis took place once the malware had been
executed. The findings were mapped during the research
regarding malware behaviour, vulnerability exploitation, and
mobile phone surveillance features to allow malware
classification. Malware behavior is referred to as infection,
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payload, operating algorithm, activation, and propagation.
Vulnerability exploitation refers to the iOS platform version,
either i0S 10.x, 11.x, or 12.x, and the type of exploitation used.
At the same time, mobile phone surveillance features are the
features that attackers could use to exploit a mobile phone in
the form of SMS,call log, camera, audio, and GPS. The
mathematical formula for the proposed mobile malware
classification is as follows:

Set up laboratory

I

Extract malware file (. ipa,.deb,.dylib)

1

Create pattern from function and framework from
malware files

I

Map result with phylogenetic properties

I

Compare pattern with applications in Apple Store

Fig. 3. Experimental Process.

Let @, be a malware architecture |, and « = N}_, a;, B; be
a mode attack j, and § = U2, B;, vy be a connected asset in
network kandy = N7_, ;.

Let M be the malware detection and T be a target asset. S is
the detection model which can be defined in terms of the
following function:

TABLE I.

Vol. 12, No. 8, 2021

(M, T) =S @)
where M (o, 3,8) =a+B+6 (2)
f(Mi'T}) = Sij 3)

Where M represents the malware classification, T

represents the target asset, and S is the detection model.
M(@B8=a+B+8
a=alnazna3na4nad
B=B1UB2UB3UBLUBS

§ =61UG62U83Ud4U 65

Moo poy

M, &

where:

al — a5: payload, infection, operating algorithm, activation,
and propagation

B1 — B5:i0S 10.x, i0S 11.x, i0S 12.x, i0S 13.x, i0S 1x.x
61 — 65: SMS, call log, GPS, audio, and camera.

IV. RESULTS

After the exploitation has been discovered, all the
exploitation script's functions will be traced to their main
frameworks to see what framework they are attacking during
the malicious act. Then, the exploit is mapped into
phylogenetics. The mapping result showed either the malware
might lead to possible social media or online banking
exploitation. If SMS or call is being exploited, it can be
concluded as online banking exploitation. If any of those five
features are being exploited, it is social media exploitation.
Table I shows malware analysis results based on the mapping
with the phylogenetics.

MALWARES MAPPED TO PHYLOGENETIC

Classification Description

Social Media Exploitation | Online Banking Exploitation

E1: Unflod Malware

them in plaintext to the server.

O4- Os Operating Algorithm: Stealth.
(Malware Behaviour)
vulnerabilities in services that are available.

Payload: Phishing. Stole the device’s apple id, password and sent
Infection: Host. From Chinese Cydia repositories
Activation: Self-activation. Initiated their execution by exploring

Propagation: Passive monitoring. The malware infected those
jailbroken devices that have download piracy Chinese repositories.

Possible exploitation Possible exploitation

Bi- Bs

(i0S Chain) iOS version: Chain 1 (iOS 10.x and below)

81 -85

(Surveillance Features) GPS, SMS, call, audio, and photo
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E2: Spad Malware

O1- Os
(Malware Behaviour)

Payload: Destructive. Change the actual owner id for the ads into
their id to obtain the revenue.

Infection: Host. Result of some action taken by a user. The
criminal hooks the legitimate functions and adds their tweaks.
Operating Algorithm: Stealth.

Activation: Human trigger. The malware will be functioning
whenever the ads operate.

Propagation: Passive monitoring. The malware only can infect
jailbroken devices.

?igs %hain) iOS version: Chain 1(iOS 10.x and below)
81 -85 No surveillance features are involved as the attacker only exploits

(Surveillance Features)

affect ads section

No possible exploitation

No possible exploitation

E3+E4+E5+E6: Inception Mal

Iware

O1- Os
(Malware Behaviour)

Payload: Phishing. Collect device information and recording
audio and send it to the c2(Command and Control) server.
Infection: Host, Result of some action taken by a user. The
malware will inject into the host whenever the user clicks a
malicious link or download any doc files.

Operating Algorithm: Stealth.

Activation: Human activation. The malware will be executed
when the file has been opened.

Propagation: Passive monitoring. The malware only can infect
those jailbroken devices that click the link or open the trojanized
file.

Bi- Bs
(i0S Chain)

iOS version: Chain 1(iOS 10.x and below)

81 -85
(Surveillance Features)

GPS, SMS, Call Log, Audio, and Photos

Possible Exploitation

Possible Exploitation

E7+E8: Xcodeghost Malware

01- Os
(Malware Behaviour)

Payload: Destructive. Modifies Xcode, infects and steals some
device information, and then sends it to the c2 server.

Infection: Host. Infected the apps that Xcodeghost produced.
Operating Algorithm: Stealth.

Activation: Human trigger. The malware will be functioning
whenever the apps been open.

Propagation: Passive monitoring. The malware only can infect the
user of the apps that have been created using Xcodeghost

B1- Ps
(i0S Chain)

iOS version: Chain 1(iOS 10.x and below)

81- 85
(Surveillance Features)

No surveillance features are involved.

No possible Exploitation

No possible Exploitation

E9+E10+E11+E12: Wirelurker Malware

01- Os
(Malware Behaviour)

Payload: Phishing. Exfiltration of user data and exfiltration of
application usage and device serial number information.
Infection: Host. Infected through USB (Universal Serial Bus)
when the device connects with the infected Mac.

Operating algorithm: Stealth.

Activation: Self-activation. It will start the malicious act once the
malware has been injected into the device.

Propagation: Passive monitoring. The malware only can infect
users that connect their device with the infected Mac.

?igs Bcshain) iOS version: Chain 1(iOS 10.x and below)
GPS, SMS, Photos, Audio, and Call
81 -85 All the surveillance features can be exploited by the attacker if they

(Surveillance Features)

can brute force the victim’s Apple ID as they already get the Apple
ID.

Possible exploitation

Possible exploitation

E13: Zerghelper malware

O1- Os
(Malware Behaviour)

Payload: Installing backdoor. Installed via a backdoor, requests
the user to give Apple ID, shared Apple ID to other users, abuses
the Apple ID by running different operations in the background,

and abuses enterprise and personal certificates.

Possible exploitation

Possible exploitation

www.ijacsa.thesai.org
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Infection: Host. Spread via host file (mobile app). It camouflaged
itself in a genuine mobile app.

Operating algorithm: Stealth.

Activation: Scheduled process. It is based on the location of the
user and activates its payload only in China.

Propagation: Passive monitoring. The malware camouflaged itself
by claiming to resolve stability issues. It then guides the
installation for two configurations. Only users in China will see the
payload.

B1i- PBs
(i0S Chain)

iOS version: Chain 1(iOS 10.x and below)

81- 85
(Surveillance Features)

SMS

E14: Oneclickfraud malware

O1- Os
(Malware Behaviour)

Payload: Destructive. Installing another app through OTA.
Infection: Host. Distributed through an adult site.

Operating algorithm: Stealth.

Activation: Human trigger. The malware will be functioning
whenever the play button been clicked.

Propagation: Passive monitoring. The malware only can infect the
visitor of the adult site

Bi- Bs
(i0S Chain)

iOS version: Chain 1(iOS 10.x and below

81 -85
(Surveillance Features)

No surveillance features involved

No possible exploitation

No possible exploitation

E15: Xsser Malware

01- Os
(Malware Behaviour)

Payload: Phishing. Act as spyware and harvesting information
from user device thus send it to c2 server.

Infection: Host. Installed via a rogue repository on Cydia, the
most popular third-party application store for jailbroken iPhones.
Operating algorithm: Terminate and resident. When triggered,
XRAT will clean out its installation directory before issuing a
package manager command to uninstall itself. Additionally, the
developers behind XRAT created an alert system, flagging the
malware operator if any of the following antivirus applications are
present on a compromised device.

Activation: Self-activation. It will start the malicious act once the
malware has been injected into the device.

Propagation: Passive monitoring. The malware only can infect
users that use the repositories.

B1- Ps
(i0S Chain)

iOS version: Chain 1(iOS 10.x and below)

81- 85
(Surveillance Features)

GPS, SMS, and Photo

Possible exploitation

Possible exploitation

E16+E17: Muda malware

01- Os
(Malware Behaviour)

Payload: Display advertisements over other apps or in the
notification bar and ask users to download iOS apps it promoted.
Infection: Host. Spreads via third-party Cydia sources in China
and only affects jailbroken iOS devices.

Operating algorithm: Stealth.

Activation: Human trigger. The malware will be functioning
whenever the apps are open.

Propagation: Passive monitoring. The malware only can infect
jailbroken devices that using third-party Cydia repositories.

Bi- Bs
(iOS Chain)

iOS version: Chain 1(iOS 10.x and below)

81- 85
(Surveillance Features)

No surveillance features are involved.

No possible exploitation

No possible exploitation

E18+E19+E20: Tinyv malwar

[

O1- Os
(Malware Behaviour)

Payload: Destructive. It connects with its C2 server to get remote
commands and install specified IPA file or DEB file(s) in the
background, uninstalling specified IPA app or DEB package(s) in
the background and changing the /etc/hosts file.

Infection: Hosts. Repackaged into some pirated iOS apps for

jailbroken devices.

No possible exploitation

No possible exploitation
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Operating algorithm: Stealth.
whenever the apps are being used.

user that installed the pirated iOS apps.

Activation: Human trigger. The malware will be executed

Propagation: Passive monitoring. The malware only can infect the

Bi- Bs

(i0S Chain) iOS version: Chain 1(iOS 10.x and below

81-8s5

. No surveillance features involved
(Surveillance Features)

E21+E22+E23+E24+E25+E26+E27: Yispecter Malware

be system apps.
O1- Os

(Malware Behaviour) and community promation.

Operating algorithm: Stealth.
malware has infected the device.

users that use the repositories.

Payload: Destructive. Abusing enterprise certificates, installing
malicious apps, uninstall apps, and self-monitoring and updating,
collecting, and uploading device information, changing safari
configurations, hijacking other apps execution, and pretending to

Infection: Host. Through hijacking of traffic from nationwide
ISPs, an SNS worm on Windows, and an offline app installation
Activation: Self-activation. It will start the malicious act once the

Propagation: Passive monitoring. The malware only can infect

No possible exploitation No possible exploitation

Bi- Bs

(i0S Chain) iOS version: Chain 1(iOS 10.x and below)

81-8s5

. No surveillance features are involved.
(Surveillance Features)

E28+E29: Keyraider malware

certificates, and private keys.

in China.

0a- U5 Operating algorithm: Stealth.

(Malware Behaviour)

whenever the apps are open.

Payload: Destructive. It is stealing Apple account data,

Infection: Host. Distributed through third-party Cydia repositories

Activation: Human trigger. The malware will be functioning

Propagation: Passive monitoring. The malware only can infect
jailbroken devices that using third-party Cydia repositories.

Possible exploitation Possible exploitation

Bi- Bs

(i0S Chain) iOS version: Chain 1(iOS 10.x and below)

81-8s5

(Surveillance Features) GPS, SMS, Call Log, Audio, and Photos

Table | shows 13 of the 29 malware classifications mapped
to phylogenetics, which can be used against possible
exploitation for social media and online banking. The
identified classification are E1 (Unflod malware),
E3+E4+E5+E6  (Inception malware), E9+E10+E11+E12
(Wirelurker malware), E13 (Zerghelper malware), E15 (Xsser
malware and E28+E29 (Keyraider malware).

In summary, the malwares have been reported based on the
classification proposed. The analysis fits with the elements
required for the classification based on this classification.
Furthermore, every malware examined contains components
that can be used for further exploitation.

Next, for the evaluation process, 50 anonymous apps from
Apple Store and another 50 from the third-party store were
selected. This is to test the practicality of the proposed
classification in detecting any possible exploitation in the
tested apps. As a result, 13% of the tested apps were identified
with possible security exploitation. Two apps were from Apple
Store, and 11 apps were from iOS Ninja. This 13% represents
the possible exploitation either against social media or online
banking.

V. CONCLUSION

Based on these experimental results, the proposed malware
classification developed in this paper can be used to detect any
malware attacks against possible exploitation for social media
and online banking. These new iOS classification helps to
identify, detect, and predict any new malware variants. Another
important consideration for future improvement would be to
revise the frameworks and functions involved in the iOS
architecture from time to time and integrate with artificial
intelligence-based alarms. Malicious apps will use the
combinations of frameworks and functions in the iOS
architecture to exploit the targeted feature successfully.
Furthermore, as a newer iOS version will be introduced, a new
framework and functions may also be offered. Hence, there is a
need to add more malware classifications based on the mobile
malware classification formulation developed in this paper.
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Abstract—The abundance of medical evidence in health
institutions necessitates the creation of effective data collection
methods for extracting valuable information. For several years,
scholars focused on the use of computational techniques and data
processing techniques in order to enhance the study of broad
historical datasets. There is a deficiency to investigate the
collected data of health disease in the data sources such as
COVID-19, Chronic Kidney, Epileptic Seizure, Parkinson, Hard
diseases, Hepatitis, Breast Cancer and Diabetes, where millions
of people are killed in the world by these diseases. This research
aims to investigate the neural network algorithms for different
types of medical diseases in order to select the best type of neural
network suitable for each disease. The data mining process has
been applied to investigate the mentioned medical disease
datasets. The related works and literature review of machine
learning in the medical domain were studied in the initial stage of
this research. Then, the experiments behind the initial stage have
been designed with six neural network algorithm styles which are
Multiple, Radial Based Function Network (RBFN), Dynamic,
Quick and Prune algorithms. The extracted results for each
algorithm have been analyzed and compared with each other to
select the perfect neural network algorithm for each disease. T-
test statistical significance test has been applied as one of the
investigation strategies for the NN optimal selection. Our
findings highlighted the strong side of the Multiple NN algorithm
in terms of training and testing phases in the medical domain.

Keywords—Medical data; neural network algorithm; multiple;
radial based function network; dynamic; quick; prune; accuracy

I.  INTRODUCTION

Currently the number of records in health databases is so
huge thanks to technology which has made it possible to
securely and effectively store and retrieve this large volume of
data. The process of creating meaningful patterns or evidence
from medical data sites is medical diagnosis [1]. The extract
from these medical datasets helps the physician to diagnose
disease in the early stages. The problem is largely solved by
having adequate tools for dealing with such large data. A huge
amount of research in this area has been carried out and it is
still a very interesting area. There are numerous classification
algorithms available, and it is worthwhile to do a more in-
depth examination of these algorithms and their success on
medical datasets such as [1-7]. We perform studies in this
paper on a number of medical datasets using a variety of
familiar prediction algorithms. The objective is to evaluate if
preprocessing techniques prior to classification can improve
classification performance. Materials containing the missing
values, contours and noise are well known, and few papers

analyze the effect of pre-processing to the best knowledge of
the author [3].

For future documentation and for preparing future
procedures, most healthcare organizations and research
institutes digitally store patient records. Because of the
difficulty and size of information, the noise and lacking of
values, mining is a tedious task and it is very difficult to
analyze in this heterogeneous medical dataset [8]. Most
healthcare organizations and medical research institutions
store their patients’ data digitally for future references and
future treatment planning [8]. Healthcare is a field which is
closely linked to the daily life of all owing to the high
uncertainty [9]. Machine learning (ML) is a powerful and
flexible tool for analyzing and predicting biological outcomes
and clinical data[10]. Early diagnoses benefit from the
detection of useful trends in the medical dataset[11].

Machine Learning (ML) and Artificial intelligence (Al)
and master learning are key terms for a range of algorithms,
allowing computers to detect and determine data patterns.
Despite a quiet time, Al’s abilities are an omnipresent part of
mainstream culture in a number of activities, from automated
digital assistants to self-driving vehicles. Given some positive
advances in cardiovascular oncology, however, a major Al
revolution has not yet occurred. Cardiovascular routine patient
care accumulates large quantities of electronic health record
(EHR) data. Integrating a large amount of diverse data in a
busy clinical environment is a challenge, leading to marked
underuse of data that could influence clinical decisions.
Artificial intelligence (Al) applies in general to computational
algorithms, such that machines can gain secret information
without being programmed directly[12]. Machine learning
techniques are attracting substantial interest from medical
researchers and clinicians [13]. Data mining is the discovery
process of patterns and trends from the enormous amount of
data and examines the various existing data mining techniques
[14]. Several studies helped to find the most appropriate
neural network algorithms for the classification of medical
data and also showed the value of pre-processing in improving
classification performance. Therefore, this study has
investigated the effectiveness and efficiency of the neural
network algorithms (NN) in healthcare in order to select the
significant NN method that helps the medical doctor to make a
diagnosis decision for a specific disease. Most healthcare
organizations and medical research institutions store their
patients’ data digitally for future references and future
treatment planning [8]. In addition to being used by clinicians,
decision support systems are also helpful in making medical
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decisions; they're built on two main types, and the better ones
assist with precise, consistent and prompt responses [15].

As machine training (ML) is commonly accepted as a
technique to choose from in the common diseases pattern
classification and predictive modelling, due to its specific
advantages in critical features detecting in some diseases, the
problems of this study can be summarized as:

1) Need for a clear method to identify the disease into
disease stages, pattern or status. The number of patients who
are infected is growing in specific disease.

2) The urgent need for an intelligent system that helps in
the process of diagnosing diseases for themselves.

The goal of this research is to see the most useful disease
features in predicting status and general patterns which can
help us select models and select hyper parameters. The goal of
this study is to identify the efficiency and effectiveness of
some machine learning algorithms such as Neural Network
algorithms in the healthcare domain. Our main objective is to
investigate the neural network algorithms to adapt to a
function that can predict the discreet new input class [16]. In
particular, this study investigates and reviews the current
healthcare systems in order to detect the shortcomings that
need to be improved. The significant role in this study is to
find and predict an early disease stage that can save patients’
lives using neural network classification methods in order to
help medical doctors to take suitable diagnosis decisions.
Diagnosis at an early stage, when it isn’t too large and hasn’t
spread, makes successful treatment more likely.

This study comprises six sections. The introduction to this
study is explained in Section 1. The Section 2 discusses
related works. The upgraded methodology and its fundamental
method are discussed in Section 3. Section 4 will discuss data
classification using neural networks. Section 5 will illustrate
the experiments and results of the investigation. Finally,
Section 6 will summarize the study's findings.

Il. RELATED WORK

For future documentation and for preparing future
procedures, most healthcare organisations and research
institutes digitally store patient records. Due to the complexity
and volume of data and the noise and lack of values and noise,
this mining is a tedious task, making it very difficult to
analyse this heterogeneous medical dataset [8]. Most
healthcare organisations and medical research institutions
store their patients’ data digitally for future reference and
future treatment planning [8]. Healthcare is a field which is
closely linked to the daily life of all owing to the high
uncertainty [9]. Machine learning (ML) is a powerful and
flexible tool for analysing and predicting biological outcomes
and clinical data [10]. Early diagnoses benefit from the
detection of useful trends in the medical dataset [11]. It's
almost old news by now: big data is going to transform
medicine. However, it is essential to remember that the data is
useless by itself. Data must be analysed, interpreted and acted
upon to be useful. Thus, it is algorithms that will prove
transformative, not datasets. Obermeyer. and Emanuel (2016)
therefore believed that attention needs to be shifted to new
statistical tools in the field of machine learning, which are
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critical for everyone in the 21st century who practises
medicine [17]. Shameer, et al. discussed existing approaches
that use machine learning and bioinformatics for behavioural
analysis as well as well as clinical, genetic and climatic
methodologies in their talks [18]. Artificial intelligence (Al)
applies in general to computational algorithms, such that
machines can gain secret information without being
programmed directly [12]. The computational study of
machine learning is drawing significant attention from
academics and clinicians alike [13]. The best of these schemes
assist doctors in making decisions while others play a crucial
part in making them [15]. Machine learning is the discovery
procedure of patterns and trends from the enormous amount of
data This study examined the various existing data mining
techniques [14]. This study helps to find the most appropriate
neural network algorithms for the classification of medicinal
data and also will show the value of pre-processing in
enhancing prediction results.

Much of the computer-based rule sets that deal with
healthcare situations are "expert systems". Computer
simulations operate in the same manner as ideal medical
students: they apply theories to new cases. In the other words,
machine learning methods go through training programs. The
algorithms start with the patient stage, working their way
through large quantities of variables in the process of
compiling information before they come to a conclusion that
can be applied to a variety of different patients.

Standard regression models, such as the result, the
covariates, and statistical functions, may be seen to be in one
way an extension of this phase Nonlinear, and immersive
forms will work with a large number of predictors. When
statistics are not feasible, the integration and interpretation of
nuanced biomedical and healthcare data using artificial
intelligence (CITL), supervised machine learning, deep
learning, and cognitive approaches may be employed. H.
Shameer, et al. (2018) was one of the research groups that
explored the fundamentals and the uses of master learning
algorithms; and they investigated the possible shortcomings
and obstacles that machine learning could present in
cardiovascular care[12]. Computer-based artificial intelligence
and artificial-learning algorithms, respectively, are not all that
novel in the medical field. In medical practice, risks are
typically found in databases and are used to stratify patients or
to provide anticoagulation guidance on which drugs to use
[19]. This process entails analysing medical datasets in order
to uncover intriguing trends in decision-making [14]. Machine
learning algorithms have the potential to significantly increase
the quality of healthcare in a variety of ways. Prognosis
modelling algorithms assist health authorities in allocating
money efficiently and physicians in selecting the right care
choices for patients [19]. The multilayer perceptron of neural
networks (MLPNN), logistic regression (LR) and validation is
applied to test the predictive models [20].

Evaluation of machine learning algorithms depends on
their accuracy, specificity and error rate [8]. Some used well-
known regression equations, such as the simple linear and
logistic, widely seen in clinical and modern statistical models
such as Bayesian analysis, such as the data [18]. Analytic
forecasting techniques include decision trees (J48) and
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Bayesian analyses. The three mass classification methods used
machine learning approaches to build three statistical models
for the diagnosis of breast cancer. A standardised General
Linear Model (GLM), a standard Support Vector Machine
(SVM) with radial basis function, and single-layer neural
networks were included. Predictive models were trained on
the sample prior to the validation dataset. They used the
validation datasets to compute the precision, sensitivity, and
specificity of the three models — a decision aid for detecting
breast cancer based on three kinds of decision tree factors.
Simple decision tree (SDT) and Boosted simple decision tree
(BDT). Many analyses were performed on several major
classifiers including C4.5 (J48), Naive Bayes, SMO, and
Random Forests and compared with the results of these [11].
The Decision Tree C4.5 is unpruned. C4.5 is an increase in the
previous ID3 algorithm of Quinlan. J48 creates decision trees
using the idea of information entropy from the collection of
labelled training data. J48 explores the uniform data benefit
that results in choosing a data splitting attribute. The highest
information gain attribute is used to make the decision. Then
the little subsets use the algorithm. If all occurrences in a
subset have the same class, the dividing strategy stops. A leaf
node for this class is then made in the decision tree. The
algorithm of Naive Bayes depends on conditions. It is using
Bayes Theorem, an equation which calculates a probability by
inspecting the recurrence of historical data values and values
mixes. Given the probability of another opportunity that
already occurred, Bayes' theorem finds the possibility of an
occasion [21]. The document 'Prediction of diabetes use of the
Bayesian Networks," suggested by Mukesh Kumari et al. [22].
This article proposed to predict people, whether diabetic, not
diabetic or pre-diabetic, by classifying the Bayesian Network.
The dataset used is collected from a hospital that collects
information from people with and without diabetes. Weka is
the tool used for the study and exam. On the dataset of persons
collected from the hospital, classification algorithm is applied
and the results have been obtained. The author analysed the
attributes’ values to determine whether a certain individual is
diabetic, non-diabetic or pre-diabetic in a dataset. The fact that
a man is diabetic, non-diabetic or pre-dentinal had led to the
determination of attributes such as gfast Gtt, casual Gott and
diastolic blood pressure values above a given amount. The
author concluded that 99.51 was best accurate in the
classification with the Bayesian system. The paper 'Improved
J48 Classification Algorithm for Diabetes Prediction' was
proposed by Gaganjot Kaur et al. [23]. This work manages
successful data mining to predict diabetes in patients' medical
records. Today, diabetes in all populations and all ages is an
extremely regular infection increasing the risk of developing
renal disease, nervous damage, damage to the venous tract and
visual impairment is a result of coronary disease. This paper
uses the Pima Indians Diabetes Data Set which collects data
from and without diabetes patients. Using the modified J48
classifier, the data mining method accuracy rate is determined.
The WEKA data mining tool was used for manufacturing the
J48 graders as a MATLAB API. The results of the test
showed that the calculation J-48 is considerably different.
Precision up to 99.87 percent have been demonstrated in the
proposed calculation. V. Karthikeyan et al. [24]. Suggested the
paper titled 'Data Mining Algorithm in Diabetes Disease
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Prediction Comparative Mining Classification (CDMCA)'.
The data mining is an iterative development that is defined by
discovery, by normal or manual techniques. Two types of
supervised and uncontrolled classifications are classed in this
paper, which uses the CDMCA data mining concept. This is
the classification of the supervised diabetes-based data mining
algorithms. It contains at least the plasma glucose diseases.
This research describes C4.5, SVM, KNN, PNN, BLR, MLR,
CRT, CS-CRT, PLS-DA as well as PLSLDA algorithmic
discussion. The paper compares computer time performance,
accuracy and data evaluated by means of a 10-fold Cross
Validation error rate, and focuses on True Positive, True
Negative, False Positive and False Negative and Accuracy.
This shows that CS-CRT is the best algorithm. For this
experiment, different data mining techniques are applied with
the Pima Indian Diabetes Dataset. Pre-processing techniques
convert raw data into useful and understandable formats to
enable more precise results during algorithm execution. The
features are extracted using permutation techniques from the
pre-processed data and the classification techniques are
performed in different combinations of features. The results
achieved are evaluated for every combination [11].

Automatic risk prediction algorithms to guide clinical
treatment; using unsupervised training techniques to more
accurately phenotype complex conditions; and implementing
algorithms to enhance the education of providers of healthcare
intelligently [12]. Efficient classification of the medical
dataset is then and now a big problem in data mining.
Diagnosis, disease prediction and outcome accuracy can be
enhanced if the relationships and trends are effectively
extracted from these complex medical datasets [8]. The most
serious scourge affecting the industrialised nations is CVD
disease. Not only does CVD affect a large proportion of the
population without warning but it also causes chronic
suffering and disability in an even greater number [25]. The
objective of this research was to collect the breast cancer data
set for medical decision-making using clustering and data
mining techniques [14]. Francis, F. and J. Saleema (2017)
sought optimal features by combining the permutation input
data attributes to improve the accuracy of the classifier [11].
These algorithms' performance assessments are based on
precision, sensitivity, specificity and error rate. Heart statistics
are the medical information used in this study[8]. BNs have
been effective in developing powerful algorithms which can
manage very large datasets and create predictive models of
high quality from medical data and genomic [18]. A directed
acyclic graph is a graph in which each node represents a
variable and each arc represents a connection. Each arc is
interpreted by BNs as a direct impact on a child node
(variable) by a parent node (variable) [18]. The SVM,
MLPANN, and LR models had accuracy, area under the curve
(AUC), sensitivity, and specificity of 90.4 percent, 86.5
percent, 98.2 percent, and 49.6 percent, 85.9 percent, 76.9
percent, 97.3 percent, and 26.1 percent, and 84.7 percent, 77.4
percent, 97.5 percent, and 17.4 percent, respectively.
Meanwhile, the independent predictors were discharge time
creatinine, recipient age, donor age, donor blood type, etiology
of ESRD, and post-transplant recipient hypertension [20]. The
trained algorithms were capable of classifying cell nuclei with
a high degree of accuracy (0.94 — 0.96), sensitivity (0.97 —
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0.99), and specificity (0.97 — 0.99). (0.85 — 0.94). The SVM
method produced the highest accuracy (0.96) and area under
the curve (0.97) values. When algorithms were organised in a
voting ensemble, prediction performance improved somewhat
(accuracy=0.97, sensitivity=0.99, specificity=0.95) [13]. The
results indicated that SDT and BDT obtained overall
accuracies of 97.07 percent with 429 accurate classifications
and 98.83 percent with 437 right classifications, respectively,
during the training phase. BDT outperformed SDT on all
performance indicators. The receiver operating characteristic
(ROC) and Matthews correlation coefficient (MCC) values for
BDT in the training phase were 0.99971 and 0.9746,
respectively, which were superior to those of the SDT
classifier. During the validation phase, DTF attained a
classification accuracy of 97.51 percent, outperforming SDT
(95.75 percent) and BDT (97.07 percent) classifiers. For DTF,
the ROC and MCC values were 0.99382 and 0.9462,
respectively [15]. That is the promise of medical machine
learning: the wisdom contained in decisions made by almost
all clinicians and the results of billions of patients should
inform each patient's care. That is, every diagnosis,
management decision and therapy should be customised based
on all known patient information [26]. With machine learning
located at the peak of inflated expectations, they considered
soften as subsequent crash into a "trough of disillusionment”
by encouraging a greater appreciation of the capabilities and
limitations of the technology before they counter an idealised
and unrealisable standard of perfection with computerised
systems (or humans) [19]. Firstly, machine learning can
improve the prognosis dramatically. Second, much of the
work of radiologists and anatomical pathologists would be
replaced by machine learning. These doctors mainly focus on
the interpretation of digitised images. Firstly, machine
learning can improve the prognosis dramatically. Second,
much of the work of radiologists and anatomical pathologists
would be replaced by machine learning. These doctors mainly
focus on the interpretation of digitised images [17]. This
would reduce the burden on doctors, increase and speed up
access to care, reduce resources and cut costs for patients [10].

In the 18th century [27] Sir Galton introduced the first
linear regression. Linear regression is a statistical method for
modelling the connection between a variable dependent and
one or more explicative variables. It assumes that weighted
amounts of input variables can be predicted. Normally this is
the very first model you would analyse when the outcome
variable remains constant before moving into more complex
models. Reed et al. [28] said that the association between
highly accessible electronic health records (EHR) and ED
visits, hospitalisations and office visits for diabetes mellitus
patients has been researched. They used a linear regression
model with patient-level effects and found that the use of EHR
was associated with a small decline in ED and hospitalisation,
but not with office visit rate among patients with diabetes.
Yaffe et al. [29] have taken an account of the non-
independence of the proportions as time series in the annual
controls from the Kaiser Permanente Northern California
hypertension registry, configuring a log linear proportion
regression on time to make auto-correlated errors possible.
They found that the application of a large-scale hypertension
program was associated with a major increase in hypertension
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control in comparison with national and state control rates
among adults with hypertension. In patients treated with target
agents, Yuasa et al. [30] investigated the correlations between
original tumour size and the tamper reduction rate. They used
linear regression analyses both univariable and multivariate to
determine that only the initial tumour size was associated with
the rate of tumour reduction. This could be beneficial for
doctors who treat patients’ metastatic renal cell carcinoma.

In certain ways the logistic regression is similar to the
linear regression. Regression of logistics assumes that the
result can be explained by a weighted amount undergoing a
specific mathematical transformation named log it. This
transformation allows for the mapping of all weighted sums
into a value between 0 and 1, which can be interpreted as a
chance of a binary result. Therefore, logistic regression is
widely used in the result variable with two outcomes, for
example, whether or not you have a disease. From Vries et al.
[31] the relation between mortality and iatrogenic diseases
occurring outside the operating room has been investigated.
The investigators carried out a multidisciplinary safety
examination list with the medication, surgical side and
medication checked by six hospitals. The relationship between
checklist and mortality was evaluated by logistic regression.
The research demonstrated a link between the full checklist
and a decrease in surgical complication and mortality and
high-grade hospitals. The relationship between maternal risk
factors and congenital urinary tract anomalies was examined
by Shmorhavorian et al. [32]. The study was carried out in
case-control. In cases in which children were diagnosed with
urinary anomalies while controls did not display urinary tract
anomalies, they received Washington state birth-hospital
discharge records from 1987-2007. The analysis identified
increased risk of renal anomalies for gestational diabetes, pre-
existing diabetes, and maternal renal disease. The results of
these incidents have been studied by Peterson et al. The most
common medical conditions were described and the form of
assistance given on board. Through means of logistic
regression, they established syncopes, respiratory symptoms
and gastrointestinal symptoms in most medical emergencies in
flight. In 1996, Somogyi and Sniegoski [33] first launched
Boolean networks. Boolean networks were easily deployed as
genetic networks with their convenient representation. But
because Boolean networks do not specifically demonstrate the
uncertainty the data may have, the vague characteristic of a
bio-system cannot be modelled. Also note that no arrows are
used when a Boolean network is created; thus, no path or
cause of the model is clear.

In mathematics, differential equations have a long history
of modelling a biological system [34, 35]. Chen et al. have
modelled a simplified dynamic gene control system (with
transcription feedback). Differential equations are more likely
to model biological processes than boolean networks, but the
computing costs of using differential equations are high and
many of the parameters are often not available to use
differential equation models. Since most of the genetic
trajectory dynamics seem to be non-linear, a linear model
appears to be working only on the limited genetic trajectories.

The BN model has been used extensively to learn data
predictive models. BNs can model causality on the basis of the
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knowledge, data or both of the researcher. It is also utilised in
a large number of medical fields as it can easily infer[36, 37].
One practical limitation of BNs is the fact that inferences in
BNs are virtually impossible with a large number (> 50) of
modelled variables [37], a frequently used limitation of many
reasoning methodologies. A causal BN (or short causal
network) is a BN, in which the parent variable and each arrow
are interpreted as direct causal influence and the variable
explicitly connected to which the variable is called the child
variable [38]. Fig. 1 displays the structures of the five
variables describing genes of a hypothetical causal BN
system. The structure of the causal network in figure. For
example, 1 indicates that Genel may regulate the level of
expression (a cause of influence) of Gene3 which in turn may
regulate the level of expression of Gene5. A variable is
independent from its non-descendant since its parents occur
(i.e., direct causes). It gives rise to conditional independence
relationships defined in a causal BN.

I1l. SUGGESTED MODEL

This section discusses the methodology that was used for
the medical data classification and diagnosis. It was necessary
to develop a sound methodology prior to the implementation
of this research in order to improve classification of medical
data. Research design of this study is a combination of several
stages, each stage contains a number of steps. First access to
the datasets of people infected with disease form data
repertory such as UCI. Then, we define the second phase for
six sub-stages of Knowledge data mining discovery (KDD)
process, including data selection, data preprocessing and
cleaning, data transformation, data mining, evaluation, and
interpretation. In the third phase we design the experiments of
this study using neural network algorithms. The fourth stage
discusses the results and discussion phase. The fifth stage
research is results analysis.

Operational guidance framework provides a structured
manner and is used to help the researcher to achieve their
goals. It is important that the operational framework is
organization of a systematic process in this study. The
framework has been divided into two phases: operational
framework of the main action named planning phase, and the
implementation phase. In this study, each of these stages is
made up of different stages, starting with a review of the
literature in the planning stage and the end of the written
report. Fig. 1 below shows the operational framework.

| Phase 1: Preparing for the data set l

L

Phase 2: Determine the sample of data for training and
testing

'

| Phase 3: Determine the data field, input and cutput |

"

Phasec 4: Appling the neural network algorithm on
the dataset

'

Phase 5: Experimental Results and Disc sion |

Fig. 1. Suggested Framework.
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IV. MEDICINE DOMAIN CLASSIFICATION USING NEURAL
NETWORK

Artificial neural network (ANN) is a paradigm in the
treatment of information based on biological nervous system
data, such as the brain. The modern framework of the
information management system is the core aspect of this
model. It consists of many highly interconnected processing
elements (neurons) which work together to solve specific
issues. ANNSs learn from examples, like people. For a specific
application an ANN is configured by means of a learning
process, like model recognition or data classification, Biology
Systems Learning [39]. The goal is to create models of
biological neural systems so that biological systems can
understand how they work. Neuroscientists strive to link
biological processing observed (data), neural theory (theory of
statistical learning and theory of information) and biologically
plausible neural methods for processing and learning
(biological neuron network models) [40].

Neural networks are distinct from those of traditional
computers in problem solving. Conventional computers use an
algorithmic approach. In order to solve a problem, the
machine follows a series of instructions. The computer can't
solve the problem unless the specific steps the computer must
take are known. This restricts conventional computers'
problem solving capability to problems which we understand
and are already able to resolve. But if computers could do
things we do not know exactly how to do they would be much
more useful [41].

ANNSs are currently a hot area of medical research, and in
the next few years they are expected to be widely used in
biomedical systems. The research is currently primarily
focused on modelling the human body parts and the
recognition of diseases from various scans (for example,
cardiograms, CAT scans, ultrasound scans).

Neural networks are suitable for identifying diseases using
scans since a complex algorithm on how to recognise the
disease does not need to be given. Neural networks learn by
example to escape the need to classify the disease. A number
of examples are needed which are representative of all the
disease variations. The number of examples does not matter as
much as the amount. The examples must be carefully selected
for reliable and efficient performance of the system [42].

We provide some descriptions of the neural network types:

1) Quick: This approach chooses a topology using rules of
thumb and features of the data the default number of hidden
layers has changed in previous versions of clementine. The
new process normally yields thinner layers that are quicker
and more adaptable. if you get bad results at the default size,
consider increasing the size of the "hidden" layer on the expert
page. Fig. 2 shows the quick neural network structure.
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27 Layer
(hidden layer)

37 Layer
(output layer)

1%t Layer
(input layer)

Fig. 2. Quick Neural Network.

2) Dynamic: It provides an initial topology, but adjusts it
when training is underway. Fig. 3 shows the dynamic neural
network structure.

Inpur feature 1 —»=(__ '_

Input feature 2 —»(

Fig. 3. Dynamic Neural Network.

3) Multiple: Several topologies are made (the exact
number depends on the training data): pseudo-parallelization.
The model with the lowest root mean square-squared error is
declared the winner. Fig. 4 shows the multiple neural network
structure.

Fig. 4. Multiple Neural Network.

4) Radial based Function Network (RBFN): Similar to k-
means clustering, the radial basis algorithm partitions the data
on values for the target area. Fig. 5 shows the rbfn neural
network structure.

Activation
function

Bias |
!

—
27 1

~ Predicted
class label

’

Net input
function

function

values

Fig.5. RBF Neural Network.

5) Prune: Pruning is a compression technique that entails
extracting weights from a learned model. Pruning is the
process of removing unneeded branches or stems from a plant
in agriculture. Pruning is the process of deleting superfluous
neurons or weights in machine learning. Fig. 6 shows the
prune neural network structure.
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after pruning

pruning  _ _ __
synapses

pruning
neurons

-

Fig. 6. Prune Neural Network.

The NN layout is motivated by the need to execute precise
addition on a multidimensional array of information [43]. It
can be thought of as a type of practical link network [37]. It
employs a system design similar to that of classical
regularization [44], in which the premise capacities
correspond to the Green's components of the Gram's
administrator associated with the stabilizer. The NN
organization is obtained on the off-chance that the stabilizer
exhibits outspread symmetry. From the estimation
hypothesis's perspective, the regularization organization has
three appealing properties [44, 45]: it can approximate any
multivariate consistent capacity on a smaller space to a
subjective degree of precision, given an adequate number of
units; it has the best estimation property because the obscure
coefficients are straight; and the arrangement is ideal by
limiting a practical containment.

As illustrated in Fig. 7, the general function is a three-layer
(J1-J2-J3) feed forward neural network. Each node in the
hidden layer is activated by an activation function such as
(RBF), denoted by (r). The hidden layer performs a nonlinear
transformation on the input, whereas the output layer is a
linear integrator that maps the nonlinearity to a new space. In
general, the activation function is applied to all nodes; that is,
NN nodes have the nonlinearity (Cx)=¢(Cx—"ci), i=1,...,J2,
where ci is the prototype or centre of the ith node and ¢("x) is
an NN. The output layer neurons' biases can be approximated
with an additional neuron in the hidden layer with an
activation function of ¢0(r)=1. Fig. 7 demonstrates the
general architecture of the NN.

The J1, J2, and J3 neurons are used in the input, hidden,
and output layers, respectively. ¢0(”x)=1 denotes the
output layer's function, whereas ¢i(” x) denotes the hidden
nodes' nonlinearity.

Yis

Fig. 7. Architecture of the Neural Network.
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V. EXPERIMENTAL RESULTS AND DISCUSSION

The purpose of this experiment was to filter and detect
patient status as a positive or negative diagnostic of disease.
Each sample from the dataset was classified into five groups.
Each category had a predetermined sample size (disease
cases). Four sets were deemed learning stages, while the
remaining one was used as a cross-validation testing dataset.
The purpose of this research was to demonstrate the
robustness of neural network type prediction and classification
when applied to medical information.

As previously stated, the dataset was prepared and tested
using the 5-fold cross-validation approach. The examination
connected the datasets using the outputs of a neural network
classifier in order to assess the strength of NN Types for
medical domain diagnosis. The cross-validation approach
resulted in the following judgment accuracy outcomes:

(TN +TP) <100
(TN+FP)+(TP+FN) )

Accuracy =

True Negative (TN): The number of wrongly identified
positive and negative executable; True Positive (TP): The
proportion of benign and positive executable that have been
appropriately diagnosed; False Negative (FN): The number of
positive executable that have been incorrectly classified as
negative; False Positive (FP): The number of benign
executable that have been incorrectly identified as negative.

In this study, the IBM SPSS modeler software has been
used as the machine leaning tool to design our experimental
models. The IBM Modeler is the high-performance data
mining tool for enterprise. Via an in-depth understanding of
data, Modeler enables organizations to strengthen consumer
and citizen partnerships. Businesses use Modeler insight to
retain successful clients, find cross-selling opportunities,
recruit new customers, track fraud, mitigate risk, and enhance
government service delivery. The visual interface of Modeler
encourages users to apply their domain knowledge, which
results in more efficient predictive models and a shorter time
to solution. Modeler includes a variety of simulation methods,
including algorithms for prediction, sorting, segmentation, and
association detection. Modeler Solution Publisher facilitates
the enterprise-wide distribution of models to decision makers
or to a database after they are developed. The experiments of
the investigation study are divided into several steps:

e Step 1: Data collection and preparation from the (UCI
dataset).

e Step 2: Divide the dataset into training and testing
parts.

e Step 3: Apply different Neural Networks Algorithms
(Quick, Dynamic, Multiple, and Radial Basis Function
Network (RBFN), Prune, and Executive Prune).

o Step 4: Results analysis.

A. Data Collection and Preparation

o Data collection: In this step, the medical datasets has
been collected from University of California Irvine
(UCI) Machine Learning data Repository as a source of
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the datasets. The UCI repository currently maintains
559 datasets as a service to the machine learning
community. You may view all datasets through the
searchable interface and the following website:

e Data Preparation: We performed pre-processing steps
during this procedure, which includes data cleansing,
outlier values elimination, and missing values handling
(?). The pre-processing has been handled with the
following choice based on the dataset description.

1) Delete the corresponding row from the dataset (if the
number of missing values in less).

2) Determine the average value for each function and then
substitute it for the missing value (numeric values).

3) Counting the number of zeros and ones in each feature
and then substitute the highest count values (0 or 1) in the
missing value in each feature individually.

o Dataset Descriptions: this section discussed the medical
datasets that have been used which are Breast cancer,
Chronic Kidney, Diabetes, Parkinson, COVID-19,
Epileptic Seizure, HCV, and Heart Disease.

e Breast Cancer Dataset

The breast cancer databases were obtained from the
University of Wisconsin Hospitals, Madison from Dr. William
H. Wolberg. The description of the dataset is illustrated in
Table I.

TABLE I. BREAST CANCER DATASET DESCRIPTION
Features No of No of Machine Learning
Description Samples Features Task
Integer 699 10 Classification

e HCV (Hepatitis C Virus) Dataset

The data collection includes laboratory results for blood
donors and Hepatitis C patients, as well as demographic
information such as the age of the patient. The description of
the dataset is illustrated in Table II.

TABLE II. HCV DATASET DESCRIPTION
Features No of No of Features Machine Learning
Description Samples Task
Real & Integer | 615 14 Classification &
Clustering

e Parkinson Dataset

The dataset contains a variety of biomedical speech
measurements taken from 42 people with early-stage
Parkinson's disease who were enrolled in a six-month trial
with a digital symptom progression tracking system.
Automatic recordings were made in the patients' homes. The
description of the dataset is illustrated in Table I1I.
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TABLE Ill.  PARKINSON DATASET DESCRIPTION
Features No of No of Machine Learning
Description Samples Features Task
Real & Integer | 5875 26 Classification,
Clustering, Regression

e Heart Disease

Heart disease database includes 76 attributes; all reported
studies make use of a subset of 14. To date, only the
Cleveland database has been used by machine learning
researchers. The "goal™ area indicates if the patient has heart
disease. It is an integer number from 0 (no presence) to 4. The
description of the dataset is illustrated in Table IV.

Vol. 12, No. 8, 2021

e Chronic Kidney

The dataset can be used to classify chronic kidney disease
and was obtained from a hospital over a period of almost two
months. The description of the dataset is illustrated in Table
VIL.

TABLE IV.  HEART DISEASE DATASET DESCRIPTION
_— No of No of Machine
Features Description Samples Features Learning Task
Real, Integer, Categorical 303 75 Classification

e Diabetes

Diabetes medical records were gathered from two sources:
an automated electronic recorder and paper records. The
automated system had an internal clock that was used to
timestamp events, while paper documents contained only
"logical time" slots (breakfast, lunch, dinner, bedtime).
Breakfast (08:00), lunch (12:00), dinner (18:00), and bedtime
were both set times in paper documents (22:00). Thus, while
paper documents contain fictitious standard tracking dates,
electronic records contain more accurate time stamps. The
description of the dataset is illustrated in Table V.

TABLE V. DIABETES DATASET DESCRIPTION
Features No of No of . .
Description Samples Features Machine Learning Task
Integer,_ 100000 55 CIaSS|f|'cat|on &
Categorical Clustering

e Epileptic Seizure

The original dataset from the guide is divided into five
directories, each of which contains 100 files, each of which
represents a single subject/person. Each file contains a 23.6-
second recording of brain activity. 4,097 data points are
sampled from the corresponding time sequence. Each data
point represents the value of the EEG recording at a certain
time point. Thus, we have a total of 500 people, each with
4,097 data points over a period of 23.5 seconds. The
description of the dataset is illustrated in Table V1.

TABLE VI.  EPILEPTIC SEIZURE DATASET DESCRIPTION
Features No of No of Machine Learning
Description Samples Features Task
Real, Integer 11500 179 Classification &

Clustering

TABLE VII. CHRONIC KIDNEY DATASET DESCRIPTION
Features No of Machine Learning
Description Samples No of Features Task
. Classification &
Integer, Categorical | 100000 55 Clustering
e COVID-19

The X-ray data is saved in the png, jpg, and jpeg formats.
Johns Hopkins University uses the two databases from the
Kaggle X-ray competition as part of their medical database.
The comparisons were made between cases with a virus
causing bacterial pneumonia, healthy people, and cases caused
by COVID19 [46]. One of the photographs in the dataset is of
people who have had pneumonia. The COVID X-ray image
database was created by Cohen JP using open access images
from many different sources. This archive contains a lot of
photographs that have been shared with the creators. This
archive contains 125 photographs of an X-ray diagnosis of
COVID. There are 43 women and 82 men who have
demonstrated that they have a certain propensity for creative
thinking within the study. Datasets without complete metadata
do not include all users. The average age of COVID patients is
55, but the ages of the members range from 26 to 89 years. a
database of chestray8 has been developed by Wang et al. [47]
in order to compensate for unbalanced images from this series
of unbalanced data, we've produced an even distribution of
500 no-finding and 500-frontal chest X-rays that looks
random.

B. Divide the Dataset into Training and Testing Parts

After the data mining pre-processing steps, we then divide
the dataset into two groups. The first group is training data and
the data distribution. The investigation models were built
based on training and testing dataset. The training dataset was
divided into 90, 80, 70, 60, and 50 whereas the testing dataset
was divided into 10, 20, 30, 40, and 50 respectively. The
training results of the neural network algorithms were
examined based on learning groups for each neural network
algorithm (Quick, Dynamic, Multiple, and Radial Basis
Function Network (RBFN), Prune, and Executive Prune). The
accuracy measurement was calculated to examine all the
collected medical datasets, including Breast cancer, Chronic
Kidney, Diabetes, Parkinson, COVID-19, Epileptic Seizure,
HCV, and Heart diseases. Then the average results were
computed to select the optimal neural network algorithm for
each dataset.

C. Appling Neural Network Algorithms

Our investigated study used the neural network algorithms
for data prediction to diagnosis different types of diseases. The
model was built by selecting the original data after dividing
the datasets into training and testing parts. The IBM SPSS
Modeler contains six types of neural network algorithms
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which are: Quick, Dynamic, Multiple, and Radial Basis
Function Network (RBFN), Prune, and Executive Prune. The
advantage of using the SPSS modeler is that the system
applies integration and data visualization in order to show the
predicted results explicitly. A sample of investigation model is
demonstrated in Fig. 8.

)~ —@—®

hcvdlﬂ =1 90.0% Type

@—PQ/ —b-—n-

10.0% multiple 90% traning.. Type

multiple 30% traning.

multiple 10% tasting..

Fig. 8. Sample of Investigation Model using Neural Network Algorithms.

The experimental design process and running procedure
has been examined based on the training and testing models.

D. Results Analysis

In the experiments, the medical datasets were used in order
to determine the patient (injured or not injured) or predict the
diagnosis percentage for some diseases. The dataset had each
instance reported as either an injured or not injured case or
labelled with target field (Class feature). The neural network
algorithm was applied by training and testing the dataset using
our investigation models. The main objectives of the learning
model in this study is to investigate the diagnosis level by
collecting the patients’ samples with similar patterns together,
thus the variation will be reduced and the diagnosis
interpretation will be accurate.

The obtained results of the investigation models have been
extracted and analyzed individually for training and testing
results. The average results for each algorithm based on the
specific disease have been calculated and figured out in
different shapes. We noted that the multiple neural network
algorithm is better than the other five neural network
algorithms in many medical datasets for prediction diagnosis
measure. Each fold in the training and testing model is
examined with the individual dataset. Fig. 9 to 13 demonstrate
the training results of each dataset using different types of
neural network algorithms, while Fig. 14 to 18 shown the
testing results for accumulated 5 folds cross validation.

90% Training Fold
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Fig. 9. Training Model with 90%.

Accuracy

Accuracy

Accuracy

80% Training Fold

" ki

<

Q\q Q '4»& o ~&\
OA\ 40%6\ Q\(b (\Q\%sz&
C X S
'%‘Z‘Q ¥
<R

Fig. 10. Training Model with 80%.
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Fig. 11. Training Model with 70%.
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Fig. 12. Training Model with 60%.
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Fig. 13. Training Model with 50%.
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Fig. 16. Testing Model with 30%.
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Fig. 17. Testing Model with 40%.
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Fig. 18. Testing Model with 50%.

The accuracy of the results of the training and testing
model using the five parts folds has been calculated for each
dataset using the five main types of the neural network
algorithms. Table VIII and Table IX demonstrate the training
and testing results for each fold.

The findings of our prediction model trials indicated that
neural network algorithms improved performance, and the t-
test technique was utilized to quantify the improvement. Low
t-test scores (usually less than 0.05) indicate that the two
variables have been adjusted significantly. This criterion was
emphasized in the assessment measures in light of the
diagnosis accuracy values obtained in Table X between the
multiple neural network method and the other five neural
network algorithms. This demonstrates that Multiple NN
outperformed RBFN, and Prune in terms of diagnostic
performance. The results of the t-test statistical significance
test are shown in Table X.

As shown in Table X, the significant T-test strategy has
been applied between the investigated neural network
algorithms in this study. We noted that the multiple neural
network algorithm achieved significant results less than 0.05
when compared with RBF and Prune algorithms with P-value
equal to 0.21 and 0.20 respectively. On the other hand, the
Multiple neural network obtained better classification
accuracy results as shown in Tables V and IV when compared
with Quick and Dynamic algorithms without significant
different results under the T-test investigation.
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TABLE VIII. FOLD TRAINING RESULTS USING NEURAL NETWORK ALGORITHMS

90 Training Fold
Dataset Multiple RBFN Dynamic Prune Quick
COVID-19 99.7 79.6 99.11 99.1 99.18
WBC 99.6 96.9 100 98.4 99.21
CKD 99.1 97 98.57 98.4 99.64
HCV 100 94.5 100 100 98.54
Epileptic Seizure 99.8 92.2 38.05 93.8 32.47
Diabetic 80.77 47.7 70.086 80 76.49
Heart Disease 95.7 83.9 98.19 84.8 94.87
Parkinson 96.7 94.1 94.88 83.7 97.15
80 Training Fold

Multiple RBFN Dynamic Prune Quick
COVID-19 99.4 79 99.18 99.5 97.72
WBC 100 95.4 99.8 98.6 99.1
CKD 100 93.2 100 97.6 100
HCV 99.3 93.2 359 95.1 341
Epileptic Seizure 80.1 48 70 78.9 71
Diabetic 97.9 79.1 80.3 79.8 79.1
Heart Disease 97.3 85.1 99.5 85.5 94.8
Parkinson 95.9 94.4 94.8 96.1 96.9

Multiple RBFN Dynamic Prune Quick
COVID-19 99.7 80.6 99.16 99.8 99.46
WBC 100 95.4 99.802 98.6 99.16
CKD 100 95.07 100 99.1 99.9
HCV 96.8 93.2 345 92.7 32.18
Epileptic Seizure 80.95 47.3 69.95 79.3 74.88
Diabetic 96.6 79 81.87 7.7 79.15
Heart Disease 96.5 87 95.53 88 94.57
Parkinson 95.8 94.5 94.57 88.3 95.9

Multiple RBFN Dynamic Prune Quick
COVID-19 99.5 81.7 99.12 99.5 99.34
WBC 99.4 97.1 100 97.6 98.83
CKD 100 93.03 100 99.1 99.5
HCV 99.4 92.7 37.78 915 36.26
Epileptic Seizure 81.3 48.2 69.95 79.5 77.95
Diabetic 96.1 785 79.86 81.3 80.46
Heart Disease 98.7 82.4 100 86.4 95.08
Parkinson 96 94.4 95.07 90.1 98.71

Multiple RBFN Dynamic Prune Quick
COVID-19 99.5 86.1 99.85 99.4 99.6
WBC 99.4 97.6 99.71 98.7 99.43
CKD 100 93.7 100 100 98.44
HCV 100 92.7 38.2 92.6 44.11
Epileptic Seizure 81.1 47.7 69.95 79.8 76.31
Diabetic 97.5 78 81.02 85.2 83.6
Heart Disease 97.6 85.3 99.37 86.2 98.07
Parkinson 82.5 94.6 95.7 90.1 99.4
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10 Testing Fold

Dataset Multiple RBFN Dynamic Prune Quick
COVID-19 100 85.9 98.14 97.6 99.37
WBC 100 100 100 98.3 100
CKD 100 100 100 100 99.98
HCV 100 96.9 97.97 89.2 99.33
Epileptic Seizure 82.1 46.7 69.93 80.4 77.55
Diabetic 99.1 89.1 100 774 100
Heart Disease 99.9 90.6 100 90.5 100
Parkinson 95.4 94.7 100 80 100
20 Testing

Multiple RBFN Dynamic Prune Quick
COVID-19 99.6 87.7 99.76 99.3 99.02
WBC 99 97.3 99.33 97.5 100
CKD 100 94.8 100 95.7 99.29
HCV 100 98.7 99.29 94.1 99.28
Epileptic Seizure 81.3 47.2 70.02 82.7 76.64
Diabetic 97.3 80.6 99.35 73.6 100
Heart Disease 99.9 9.04 100 85.6 98.27
Parkinson 94.9 93.7 98.72 84.2 98.07
30 Testing Fold

Multiple RBFN Dynamic Prune Quick
COVID-19 100 83.4 99.15 100 99
WBC 99.9 97.5 99.53 96.4 99.35
CKD 100 96.2 100 98.6 100
HCV 98 88.2 99.41 86.3 97.56
Epileptic Seizure 82.6 47.3 70.05 80.9 75.61
Diabetic 97.3 80.2 99.55 78.8 98.6
Heart Disease 96.5 85.4 98.76 84 98.8
Parkinson 95 93.6 97.8 89.2 100
40 Testing Fold

Multiple RBFN Dynamic Prune Quick
COVID-19 99.8 81 99.19 98.5 99.77
WBC 97.4 97.8 100 98.3 99.66
CKD 100 96.05 100 97 99.61
HCV 99.1 92.4 96.96 94.6 97.39
Epileptic Seizure 82.1 48.5 69.95 80.2 76.22
Diabetic 98.3 80 99.86 81.1 99.02
Heart Disease 97.1 88.66 99.2 88.1 98.4
Parkinson 94.7 93.8 98.4 90 100
50 Testing Fold

Multiple RBFN Dynamic Prune Quick
COVID-19 99.5 83 98.89 99.3 99.59
WBC 99.2 97.4 100 98.7 99.42
CKD 100 95.6 100 98.9 100
HCV 99.3 91.8 97.84 97.3 93.52
Epileptic Seizure 83.1 45.4 69.73 79.7 77.16
Diabetic 98.1 785 99.74 79.8 100
Heart Disease 98 86.4 98.96 90.4 96.86
Parkinson 85 93.5 96.86 86.4 96.09
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TABLE X. T-TEST STATISTICAL SIGNIFICANCE RESULTS
Differences between the correlation coefficient factor, mean absolute error, root mean squared error,
relative absolute error, and root relative squared error before and after the improvement
95% Confidence Interval of the Difference t df P Value
Mean Std. Deviation
Lower Upper
Multiple-RBF 5.6800 3.4339 1.41619 9.94381 3.699 4 .021
Multiple-Dynamic 1.17200 1.66354 -.89356 3.23756 2.785 4 .190
Multiple-Prune 6.98000 4.15295 1.82343 12.3657 3.758 4 .020
Multiple-Quick 1.86400 2.24282 -.92083 4.64883 1.858 4 137

V1. CONCLUSION AND FUTURE WORK

Machine-learning modelling is analysed to support the
provision of the best possible care to all patients with
medically relevant data used by millions of healthcare
clinicians in decision making for trillions of patients. The
speeding up of vast volumes of healthcare data would
radically change the structure of the healthcare system. We
firmly agree that the relationship between patient and doctor
will be the fundamental cornerstone of treatment for many
patients and that new developments into machine learning will
contribute to this relationship. We expect a few early models,
along with the development of regulatory frameworks and
economic incentives for value-based services, to be published
in the next several years to make us meticulously optimistic
about machine education in the field.

This study attempted to analyse medical disease
diagnostics in order to modify the prediction method for
different types of neural networks. We highlighted the quality
of illness prediction models by utilising Quick, Multiple,
Dynamic, and RBFN neural network algorithms, as well as
prune neural network algorithm. In this study, the experiments
conducted were based on different types of medical datasets
such as Breast cancer, Chronic Kidney, Diabetes, Parkinson,
COVID-19, Epileptic Seizure, HCV, and Heart disease. Our
investigation found that the diagnosis results can be predicted
and achieved by the neural network algorithms with different
types of medical datasets. Additionally, our extensive
investigations revealed that the multiple neural network
algorithm had the greatest results in terms of diagnostic
accuracy for a variety of ailments. In addition, P-value scores
have been computed and indicate that the multiple neural
network algorithm has significantly better performance
compared with other neural Network algorithms. In future
work, our research has try to improve all the objectives that
were addressed in this study. However, the quality of
prediction methods in medical disease has been investigated
using neural network algorithms. At some point, this study
will plan to apply another types of the neural network
algorithms on different medical datasets to achieve high
prediction and diagnosis models.

ACKNOWLEDGMENT

This project was funded by the Deanship of Scientific
Research (DSR), King Abdulaziz University, Jeddah, under
grant No. (D-172-830-1440). The authors, therefore, gratefully
acknowledge DSR technical and financial support.

REFERENCES

[1] Osman, A.H., et al., SOM-LWL method for identification of COVID-19
on chest X-rays. PloS one, 2021. 16(2): p. e0247176.

[2] Osman, A.H. and H.M.A. Aljahdali, An effective of ensemble boosting
learning method for breast cancer virtual screening using neural network
model. IEEE Access, 2020. 8: p. 39165-39174.

[3] Hassan, M.I.,, A.H. Osman, and E.M. Hussein. Heart Disease Diagnosis
Using Diverse Neural Network Categories. in International Conference of
Reliable Information and Communication Technology. 2019. Springer.

[4] Osman, AH. and A.A. Alzahrani, New approach for automated epileptic
disease diagnosis using an integrated self-organization map and radial
basis function neural network algorithm. IEEE Access, 2018. 7: p. 4741-
4747,

[5] Osman, A.H., An enhanced breast cancer diagnosis scheme based on two-
step-SVM technique. Int. J. Adv. Comput. Sci. Appl, 2017. 8(4): p. 158-
165.

[6] Alshamrani, B.S. and A.H. Osman, Investigation of hepatitis disease
diagnosis using different types of neural network algorithms.
International Journal of Computer Science and Network Security
(IJCSNS), 2017. 17(2): p. 242.

[7] Osman, A.H. and H.M. Aljahdali, Diabetes disease diagnosis method
based on feature extraction using K-SVM. Int J Adv Comput Sci Appl,
2017.8(1).

[8] Nass, L., S. Swift, and A. Al Dallal, Indepth analysis of medical dataset
mining: a comparitive analysis on a diabetes dataset before and after
preprocessing. KnE Social Sciences, 2019: p. 45-63-45-63.

[9] Wang, F., et al., Guest editorial: Special issue on data mining for
medicine and healthcare. 2015, Springer.

[10] Gui, C. and V. Chan, Machine learning in medicine. University of
Western Ontario Medical Journal, 2017. 86(2): p. 76-78.

[11] Francis, F. and J. Saleema, Feature Selection in Data Mining using
Permutation Combination. International Journal of Advanced Research in
Computer Science, 2017. 8(3).

[12] Shameer, K., et al., Machine learning in cardiovascular medicine: are we
there yet? Heart, 2018. 104(14): p. 1156-1164.

[13] Sidey-Gibbons, J.A. and C.J. Sidey-Gibbons, Machine learning in
medicine: a practical introduction. BMC medical research methodology,
2019. 19(1): p. 64.

[14] Sawhney, H. and H. Kaur, IMPLEMENTATION AND APPLICATIONS
OF DATA MININGIN MEDICAL DECISION MAKING
PREDICTIONS. International Journal of Advanced Research in
Computer Science, 2017. 8(7).

[15] Azar, A.T. and S.M. El-Metwally, Decision tree classifiers for automated
medical diagnosis. Neural Computing and Applications, 2013. 23(7-8): p.
2387-2403.

[16] Kourou, K., et al., Machine learning applications in cancer prognosis and
prediction. Computational and structural biotechnology journal, 2015. 13:
p. 8-17.

[17] Obermeyer, Z. and E.J. Emanuel, Predicting the future—big data,
machine learning, and clinical medicine. The New England journal of
medicine, 2016. 375(13): p. 1216.

[18] Yoo, C., L. Ramirez, and J. Liuzzi, Big data analysis using modern
statistical and machine learning methods in medicine. International
neurourology journal, 2014. 18(2): p. 50.

118|Page

www.ijacsa.thesai.org




[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

(IJACSA) International Journal of Advanced Computer Science and Applications,

Chen, J.H. and S.M. Asch, Machine learning and prediction in
medicine—beyond the peak of inflated expectations. The New England
journal of medicine, 2017. 376(26): p. 2507.

Nematollahi, M., et al., Classification models to predict survival of
kidney transplant recipients using two intelligent techniques of data
mining and logistic regression. International journal of organ
transplantation medicine, 2017. 8(2): p. 119.

National Academies of Sciences, E. and Medicine, Improving diagnosis
in health care. 2015: National Academies Press.

Berwick, D.M. and M.E. Gaines, How HIPAA harms care, and how to
stop it. Jama, 2018. 320(3): p. 229-230.

Obermeyer, Z. and T.H. Lee, Lost in thought: the limits of the human
mind and the future of medicine. The New England journal of medicine,
2017.377(13): p. 1209.

Schwartz, W.B., Medicine and the computer: the promise and problems
of change, in Use and Impact of Computers in Clinical Medicine. 1970,
Springer. p. 321-335.

Kirmani, M., Heart disease prediction using multilayer perceptron
algorithm. International Journal of Advanced Research in Computer
Science, 2017. 8(5).

Rajkomar, A., J. Dean, and |. Kohane, Machine learning in medicine.
New England Journal of Medicine, 2019. 380(14): p. 1347-1358.

Stanton, J.M., Galton, Pearson, and the peas: A brief history of linear
regression for statistics instructors. Journal of Statistics Education, 2001.
9(3).

Reed, M., et al., Implementation of an outpatient electronic health record
and emergency department visits, hospitalizations, and office visits
among patients with diabetes. Jama, 2013. 310(10): p. 1060-1065.

Jaffe, M.G., et al., Improved blood pressure control associated with a
large-scale hypertension program. Jama, 2013. 310(7): p. 699-705.

Yuasa, T., et al., Tumor size is a potential predictor of response to
tyrosine kinase inhibitors in renal cell cancer. Urology, 2011. 77(4): p.
831-835.

de Vries, E.N., et al., Effect of a comprehensive surgical safety system on
patient outcomes. New England Journal of Medicine, 2010. 363(20): p.
1928-1937.

Shnorhavorian, M., et al., Maternal risk factors for congenital urinary
anomalies: results of a population-based case-control study. Urology,
2011. 78(5): p. 1156-1161.

Somogyi, R. and C.A. Sniegoski, Modeling the complexity of genetic
networks: understanding multigenic and pleiotropic  regulation.
complexity, 1996. 1(6): p. 45-63.

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]
[45]
[46]

[47]

Vol. 12, No. 8, 2021

Goodwin, B.C., Oscillatory behavior in enzymatic control processes.
Advances in enzyme regulation, 1965. 3: p. 425-437.

Griffith, J., Mathematics of cellular control processes Il. Positive
feedback to one gene. Journal of Theoretical Biology, 1968. 20(2): p.
209-216.

Citro, G., G. Banks, and G. Cooper, INKBLOT: a neurological diagnostic
decision support system integrating causal and anatomical knowledge.
Artificial Intelligence in Medicine, 1997. 10(3): p. 257-267.

Lucas, P.J., et al., A probabilistic and decision-theoretic approach to the
management of infectious disease at the ICU. Atrtificial Intelligence in
Medicine, 2000. 19(3): p. 251-279.

Pearl, J., Morgan Kaufmann series in representation and reasoning.
Probabilistic reasoning in intelligent systems: Networks of plausible
inference. San Mateo, CA, US: Morgan Kaufmann, 1988.

Azadeh, A, et al., Integration of artificial neural networks and genetic
algorithm to predict electrical energy consumption. Applied Mathematics
and Computation, 2007. 186(2): p. 1731-1741.

McClelland, J.L., B.L. McNaughton, and R.C. O'Reilly, Why there are
complementary learning systems in the hippocampus and neocortex:
insights from the successes and failures of connectionist models of
learning and memory. Psychological review, 1995. 102(3): p. 419.

Calvo, R.A,, et al., Autonomy in technology design, in CHI'14 Extended
Abstracts on Human Factors in Computing Systems. 2014. p. 37-40.

Kresse, G. and J. Furthmiiller, Efficient iterative schemes for ab initio
total-energy calculations using a plane-wave basis set. Physical review B,
1996. 54(16): p. 11169.

Powell, M.J. Radial basis function for multivariable interpolation: a
review. in IMA Conference on Algorithms for the Approximation of
Functions ans Data, 1985. 1985. RMCS.

Poggio, T. and F. Girosi, Networks for approximation and learning.
Proceedings of the IEEE, 1990. 78(9): p. 1481-1497.

Girosi, F. and T. Poggio, Networks and the best approximation property.
Biological cybernetics, 1990. 63(3): p. 169-176.

Cohen, J.P., P. Morrison, and L. Dao, COVID-19 image data collection.
arXiv preprint arXiv:2003.11597, 2020.

Wang, X., et al. Chestx-ray8: Hospital-scale chest x-ray database and
benchmarks on weakly-supervised classification and localization of
common thorax diseases. in Proceedings of the IEEE conference on
computer vision and pattern recognition. 2017.

119|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 12, No. 8, 2021

Optical Character Recognition Engines Performance
Comparison in Information Extraction

Tosan Wiar Ramdhani, Indra Budi, Betty Purwandari
Faculty of Computer Science
Universitas Indonesia
Depok, Indonesia

Abstract—Named Entity Recognition (NER) is often used to
acquire important information from text documents as a part of
the Information Extraction (IE) process. However, the text
documents quality affects the accuracy of the data obtained,
especially for text documents acquired involving the Optical
Character Recognition (OCR) process, which never reached
100% accuracy. This research tried to examine which OCR
engine with the highest performance for IE using NER by
comparing three OCR engines (Foxit, PDF2GO, Tesseract) over
8,562 government human resources documents within six
document categories, two document structures, and four
measurements. Several essential entities such as name, employee
ID, document number, document publishing date, employee
rank, and family member's name were trying to be extracted
automatically from the documents. NER processes were done
using Python programming language, and the preprocessing
tasks were done separately for Foxit, PDF2GO, and Tesseract. In
summary, each OCR engine has its drawbacks and benefit, such
as Tesseract has better NER extraction and conversion time with
better accuracy but lack in the number of entities acquired.

Keywords—Named entity recognition; information extraction;
optical character recognition; government human resources
documents

I.  INTRODUCTION

Information extraction from scanned documents has been
an issue in many countries and domains. Pathel and Bhatt in
2020 [1] used an end-to-end sequential approach for
abstractive information extraction on scanned Malaysian
invoices. Nguyen et al. in 2020 [2] used a rapid and convenient
text-mining method to automatically extract pathology features
from complex text-based scanned photocopies of Australian
typewritten clinical pathology reports drawn from multiple
different sources. Bures et al. in 2020 [3] proposed a system
design to extract information from several countries structured
scanned invoice documents by an ordinary office scanner
device. Rastogi et al. in 2020 [4] used knowledge graph and
Formal Concept Analysis (FCA) template detection to extract
information from 1,400 scanned trade finance documents.
Those issues also have been a problem in Indonesian
Government.

In Indonesia, every human resources division in the
government has the same problem of extracting information
from scanned human resources documents. The information
extraction process usually was done manually by entry
operators, which is time-consuming and error-prone.

The government's human resources division records a vast
number of employee documents each year. For instance, Bogor
local government, one of the ninety-eight city governments in
West Java, Indonesia, recorded more than 200,000 human
resources documents during the 2009 to 2020 period. Those
numbers are increasing each year, like in 2018, there are
10,880 recorded documents, while in 2019, the number
increased to 28,784 recorded documents. With only two data
operators to handle such data, this is really time-consuming,
not to mention the human error factor while inserting essential
pieces of information from each document into the human
resources management system.

This manually extracted information is essential since it has
been used for many human resources management system
modules like a decision support system for talent management,
executive statistics dashboard, salary budget prediction,
employee formation, and many others.

Each document was acquired using scanners in PDF
format. The recording process was taken manually by operators
inserting important information of each document into the
human resources database through the human resources
management system web-based interface. With the help of IE
tasks like NER, this pro