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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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A Two-Step Approach to Weighted Bipartite Link
Recommendations
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Abstract—Many real-world person-person or person-product
relationships can be modeled graphically. Specifically, bipartite
graphs are especially useful when modeling scenarios involving
two disjoint groups. As a result, existing papers have utilized
bipartite graphs to address the classical link recommendation
problem. Applying the principle of bipartite graphs, this research
presents a modified approach to this problem which employs a
two-step algorithm for making recommendations that accounts
for the frequency and similarity between common edges. Imple-
mented in Python, the new approach was tested using bipartite
data from Epinions and Movielens data sources. The findings
showed that it improved the baseline results, performing within
an estimated error of 14 per cent. This two-step algorithm
produced promising findings, and can be refined to generate
recommendations with even greater accuracy.

Keywords—Bipartite graph; weighted graph; link prediction;
two-step algorithm; information retrieval

I. INTRODUCTION

Bipartite graphs [1] are graphs that can be split into two
sets of vertices such that, within each set, there are no edges.
Edges only exist between the vertices of opposite sets. See
Fig. 1, for an example of a bipartite graph. Within a weighted
bipartite graph, each edge is also given a weight. Weighted
bipartite graphs [2] can be used to model a multitude of real-
world relationships such as the product-customer relationship.
In this scenario, the weighted edges represent how a customer
has rated a product.

This research focused on examining the link prediction
problem in the context of weighted bipartite graphs. Though
not solely limited to weighted bipartite graphs, the link pre-
diction problem [3] takes in an arbitrary graph network and
predicts the possibility of an edge between unpaired vertices.
When applied to weighted bipartite graphs, the link prediction
problem predicts the weight between unpaired vertices based
on the input graph network.

Weighted link prediction has broad applications. For exam-
ple, it is sometimes analogous to forecasting how customers
will rate products based on a network of customer-product
ratings. Many platforms, such as Amazon or YouTube, likely
employ some form of weighted link prediction algorithm
when recommending items to users. The applicability of link
prediction can be extended beyond user-item recommendations
to image recommendation systems as well [4].

In this paper, we propose an algorithm that performs
weighted link recommendation in two steps, which differs from
existing multi-step algorithms that utilize techniques derived
from the predominant Graph Convolution Networks [5] and
Graph Neural Networks [6]. In our two-step approach, the

Fig. 1. Example of an unweighted bipartite graph

confidence in a potential link occurring between two vertices
based on common neighbors was first evaluated. Then, weights
were determined based on the information derived from these
common neighbors. This algorithm was finally tested on ex-
isting datasets that could be modeled using weighted bipartite
graphs.

II. RELATED WORK

Given numerous real-world applications, prior papers have
examined different approaches to link prediction using either
weighted [7] or unweighted [8] bipartite graphs.

One approach to unweighted link prediction is to specifi-
cally predict internal links [9]. Internal links are defined as an
unpaired top and bottom node in which a hypothetical edge
between the nodes does not change the bipartite projected
graph. Only internal links may be considered for potential
edges because being “internally linked” means that two ver-
tices already share some degree of common neighbors. In
turn, this indicates that the two vertices are more likely to
have an edge develop between them. Whether an internal link
would become an actual edge may be determined from several
proposed weighting functions that account for factors such as
common neighbors and the overall number of neighbors. (See
Fig. 2, for an example of an internal link.)

One idea used in weighted link prediction is the Pearson
coefficient [10]. The Pearson coefficient does not predict edges,
but determines a similarity between two nodes within the
same disjoint bipartite set. Similarity is determined by first
finding the set of common neighbors between the two nodes.
For each of the two nodes, the weight of the edge with the
common neighbor is then subtracted from the average weight
of all edges extending from that node. These resulting values
are multiplied, and this process is repeated for all common
neighbors. A positive final value corresponds to a positive
similarity and vice versa.
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Fig. 2. Example of internal links within a bipartite graph (dotted red edges)

It is also important to note the difference between link
prediction and link recommendation. Whereas link prediction
involves finding any arbitrary connections that will occur in the
future, link recommendation is more specific to the weighted
bipartite graph. Instead of dealing with arbitrary connections,
link recommendation identifies the most relevant connections
between unpaired top and bottom nodes and calculates a
weight for a hypothetical edge.

A classical approach specific to link recommendation has
been collaborative filtering [11]. The principle underlying
collaborative filtering is very similar to that of the Pearson
coefficient; if Person A and B rate a product similarly, then
Person A should rate another product more similarly to Person
B than a randomly chosen person. Thus, collaborative filtering
leverages the power of people with mutual interests to generate
recommendations.

Collaborative filtering may be applied in many different
ways such as: the use of neural networks [12] to establish
deeper analysis between the user-user and user-item connec-
tions, hybrids between memory and matrix-based ideas [13],
and the incorporation of time as a relevant factor in the decision
making process [14] [15]. Though collaborative filtering is not
the only approach to link recommendation [16], the role of
similarity nevertheless plays a vital role.

Traditionally, key factors that affect recommendation al-
gorithms include the size and density of the dataset [17].
This paper builds upon the previous work of both past link
prediction and recommendation models to create an algorithm
suited for recommendation.

III. METHODOLOGY

This recommendation algorithm is comprised of two steps.
First, pairs of currently nonadjacent top and bottom nodes were
identified for making a prediction. Second, predictions were
made after selecting the pairs. Notably, a recommendation
could not be made in the case of insufficient data connecting
a top node and a bottom node.

Intuitively, the top nodes can be thought of as products
and bottom nodes as customers. For ease of understanding,
the terms “bottom node” or “customer” and “top node” or
“product” are used interchangeably in this paper. Thus, the
weights between the top and bottom nodes represent the ratings
a customer has assigned to a product.

For each candidate pairing, let t denote the number of
neighbors of the original top node, excluding the original

bottom node. Next, for each of these neighbors, let n define
the number of neighbors that have at least one common top
neighbor with the original bottom node. Interpreting n

t , a
value close to 1 indicates that most of the customers who
already purchased the candidate product have purchased items
the candidate customer has already purchased. The inverse
is also true. Thus, a threshold value for n

t was defined
such that all values below were classified as “insufficient”
for recommendation, and all values above were classified as
“sufficient” for recommendation.

This threshold is expected to vary for every dataset. Gen-
erally speaking, the threshold should be lower in datasets
with a sparser distribution of edges and greater in more
compact datasets. Additionally, datasets with many edges may
be “sparse” if they also have many nodes.

Thus, the threshold can be given by the equation 9
10−

4
x+y ,

where x represents the average amount of edges for a bottom
node, and y represents the average amount of edges for a top
node.

This threshold was set to have a maximum value of 9
10 .

Thus, for larger values of x+y, the candidate bottom node must
have a common neighbor with at least 90% of candidate-top
adjacent bottom nodes. The term − 4

x+y serves to compensate
for smaller datasets with fewer existing edges. The constant
4 was specifically chosen to accommodate smaller datasets
such as the Epinions dataset. After performing some initial
testing, the constant values 1, 2, and 3 all returned few or no
recommendations because the resultant threshold was too high.
The constant value 4 was the first number that consistently
produced recommendations.

However, this does not prevent cases where the product and
customer have sufficient similarity, but have insufficient data to
ascertain that level of sufficiency. For example, if the candidate
top node has only one bottom neighbor besides the candidate
bottom node, and the candidate bottom node has a common
top neighbor with the one candidate top-adjacent bottom node,
then n

t = 1. This will always yield a value above the maximum
threshold set; however, this cannot be definitively determined
based on a single data point. Therefore, we also required that
the original bottom node and bottom nodes adjacent to the
original top node have a number of common neighbors at least
equal to the average number of edges of a top node.

Once the unpaired nodes with insufficient data were filtered
out, we predicted the expected weight between the candidate
top node and the candidate bottom node. This was achieved
by returning to the bottom nodes that were neighbors of the
candidate top node. For the sake of clarity, these bottom
nodes were labeled as candidate top adjacent. We defined the
similarity of one of these bottom nodes and the candidate
bottom node by how closely the common neighbors were rated.
In other words, the similarity represented how closely the
preferences of two customers matched based on the products
both had bought. Naturally, a higher similarity means that two
customers have similar preferences, which in turn, affects the
prediction positively.

Similarity was determined by comparing all products rated
by both customers. For each common product, the algorithm
computed the difference between the ratings assigned by the
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Fig. 3. Piecewise function for temporary similarity

candidate bottom and the overall average rating assigned by
all of its customers. The process was repeated for the other
bottom node. The differences were compared, and a temporary
similarity for each common top node between the candidate
top adjacent bottom node and the candidate bottom node was
calculated. This was based on the absolute difference and
whether the signs were the same. The piecewise function
in Fig. 3 depicts the exact method employed for calculating
temporary similarity (r1 and r2 denote the two differences; a
denotes the average rating of the common top node).

After iterating through each of the common products, the
temporary similarity values were averaged to determine the
overall similarity between the candidate bottom node and the
candidate top-neighboring bottom node.

For each bottom node neighboring the candidate top node,
the algorithm computed similarity with the candidate bottom
node using the aforementioned algorithm. The predicted rating
p was determined by the following formula:

k represents the number of top-adjacent bottom nodes that
share at least one common neighbor with the candidate bottom
node. si represents the similarity score for the ith product-
adjacent bottom node. ri is the analogue for rating.

p =
Σk

n=1si · ri
Σk

n=1si

IV. RESULTS

The algorithm was implemented in Python and tested
using two datasets, which were obtained from the Epinions
website [18] and the MovieLens website [19], respectively.
Both datasets can be modeled using weighted bipartite graphs
with weights ranging between 1 and 5. Users in the Epinions
dataset rated products, while users in the Movielens dataset
rated movies. In both datasets, a 1 represented an utterly
unsatisfactory response whereas a 5 represented an extremely
satisfactory response.

After reading in the dataset, 80% of the given edges were
used to train the algorithm (which provided the averages used
in later calculations for similarity) and the remaining 20% of
the edges were set aside to test the algorithm.

The algorithm was tested by first running through 20%
of edges initially set aside. The first part of the algorithm
determined whether the edge had sufficient data to make a
prediction. If the edge had sufficient data, the second part of
the algorithm was implemented to obtain a predicted weight.

The predicted weight was measured against the actual
weight and the percent error was determined. To determine

Fig. 4. Histogram of individual error of epinions recommendations

Fig. 5. Histogram of individual error of movielens recommendations

the overall percent error of the algorithm, the average of all
individual percent error values for each prediction was used.

The performance of the algorithm across both datasets is
detailed in Fig. 4 and 5 and summarized in Table 1.

Comparing Fig. 4 and 5, we noted that the error in predic-
tions from the Epinions dataset was approximately unimodal,
centered between 6 and 18 percent. On the contrary, the error
in predictions from the Movielens dataset was much more
right-skewed with no clear center value exhibited. The overall
percent error was therefore calculated using the mean value in
the Epinions dataset and the median in the Movielens dataset.

Considering the two datasets, the overall percent error was
approximately 14% which improved upon the 20% error of
existing algorithms [20]. This attests to the strength of our
two-step approach and encourages further exploration into
similar link prediction algorithms. However, though this is a
promising finding, it must be noted that each recommendation
was “screened”; i.e., a recommendation was only made if
sufficient data existed in the first place.

V. DISCUSSION

The two-step algorithm performed fairly well; however,
outlier recommendations were notable, particularly with re-
spect to the Movielens dataset. Specifically, the Movielens
recommendations generated error values up to 300%. Further
analysis revealed that though both datasets employed a similar
1-5 rating system and modelled a type of product-customer
relationship, the most pronounced difference was that the

TABLE I. PERCENT ERROR OF EPINIONS AND MOVIELENS DATASET

Dataset Percent Error
Epinions 13.8%

Movielens 14.4%
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Movielens dataset contained nearly 10 times the number of
entries than the Epinions dataset. This size difference may
have led to greater diversity in opinions, which in turn may
necessitate a different approach to the parameters.

With respect to the size of datasets, this algorithm runs in
O(n3) time. Therefore, testing the algorithm on datasets con-
taining more than approximately 100, 000 entries is infeasible
given the unrealistic run time required. A significant number
of existing datasets contain millions of entries, which limits
the scope of datasets available for testing. However, given the
size of the Epinions and Movielens datasets, both datasets may
provide solid representations of a real-world product-customer
relationship. However, the high time complexity is ultimately
a limitation compared to other methods which were able to
operate on much larger datasets.

An alternative method for calculating n
t may also be

considered. In the current algorithm, n was defined as the
number of candidate bottom nodes and top-adjacent bottom
nodes that share at least one common top node. However,
instead of a single common top node, the two bottom nodes
may be required to share at least two common top nodes, three
common top nodes, or even more common top nodes.

However, it must be noted that adjusting this parameter
would likely necessitate changing the n

t threshold. Requiring a
greater number of common top nodes would decrease the value
of n and warrant lowering the n

t threshold correspondingly.
This makes sense as while there might be fewer pairs of
sufficient bottom nodes, there would ultimately be a relatively
equivalent amount of data to work with as the number of
common top nodes was increased.

Additionally, other conditions can be deliberated on in
which the n

t value may be deemed sufficient enough to
generate a prediction. Examining the threshold, potential edges
were sometimes rejected due to insufficient data. Although the
n
t value was high enough, the value t might have been too low
to instill confidence in making a prediction. However, instead
of rejecting those edges outright, the threshold might have been
adjusted so that it increased as the number of top-adjacent
nodes decreased.

Furthermore, different functions could be explored that
determine similarity between the candidate bottom node and
a top-adjacent bottom node. In a manner similar to how the
Pearson coefficient was calculated, the piecewise function in
Fig. 3 rewards the bottom nodes for rating their common
top nodes similarly. It does this by taking into account the
differences between how the two bottom nodes rated the
common top nodes, and how they typically rated a top node.
Matching signs (positive or negative) would contribute more
positively towards similarity. One could also explore the effect
of slightly modifying the constants of the functions.

Finally, this result continues to highlight the value of
intuitive implementation within the context of this problem
[21]. This follows a recent trend within the documentation of
the link prediction problem of simplifying the problem [22].
Whereas previous papers used more involved methods such
as neural networks or time series to generate predictions, this
algorithm obtains strong results with two intuitive steps: search
and calculation.

VI. CONCLUSION

In this paper, we presented a two-step approach to the
classical link recommendation problem. Extending ideas from
previous papers focused on sign prediction or unweighted
link prediction, the algorithm utilized the properties of the
weighted bipartite graph to determine two parameters: 1) the
most relevant edges that could appear based on pre-existing
edges, and 2) the weights of the edges based on the idea of
similarity.

In the first step, the algorithm considered whether the can-
didate bottom node had common neighbors with bottom nodes
adjacent to the candidate top node. The algorithm proceeded
to compared this number against the total number of bottom
nodes adjacent to the candidate top node. The algorithm then
further determined whether any edges considered sufficient
were a result of low sample size. The exact tuning parameters
were determined by the density and size of the datasets.

In the second step, the idea of similarity was used. Sim-
ilarity between the candidate bottom node and candidate top
adjacent bottom nodes was calculated by taking into account
how closely common neighbors were rated. The weight of the
edge between the candidate bottom node and the candidate top
was more heavily influenced by higher similarity pairings and
less influenced by lower similarity pairings.

This algorithm was tested using the Movielens and Epin-
ions datasets, and it performed well compared with existing
algorithms. Further work will refine and improve the results of
the proposed algorithm. In particular, future work can explore
means to optimize its performance on larger datasets as well as
how to fit the constant terms better for each particular datasets.
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Abstract—Hyperspectral image segmentation is an important 

task for geographical surveying. Real-time processing of this 

operation is especially important for sensors mounted on-board 

Unmanned Aerial Vehicles in the context of visual servoing, 

landmarks recognition and data compression for efficient storage 

and transmission. To this end, this paper proposes a machine 

learning approach for segmentation using an efficient 

Convolutional Neural Network (CNN) which incorporates a 

feature compressor and a subsequent segmentation module based 

on 3D convolution operations. The experimental results 

demonstrate that the proposed approach gives segmentation 

accuracy at par with conventional approaches based on Principal 

Component Analysis (PCA) to reduce the feature dimensionality. 

Moreover, the proposed network is at least 35% faster than the 

conventional CNN-based approaches using 3D convolutions.   

Keywords—Hyperspectral images; CNN; dimensionality 

reduction; segmentation; PCA 

I. INTRODUCTION  

Remote sensing is an important field which has helped 
urban and rural planning as well as environmental studies. 
Originally initiated as a satellite-based technology, it is being 
fast adopted to be used via sophisticated multispectral sensors 
that can be installed on Unmanned Aerial Vehicles (UAV) [1]. 
Other than being equipped with a standard RGB camera [2], 
several hyperspectral imaging (HSI) sensors [3] are now being 
deployed on-board these platforms to serve various 
applications in the field of security surveillance, town 
management, wild fires and agriculture etc. Another important 
application is to supplement the on-board navigation 
algorithms via visual servoing [4].  The spectral information 
provided by HSI is extremely rich and powerful. However, this 
raw information has to be processed extensively. Specifically, 
segmentation (classification) of each spatial data point in HSI 
has to be performed. Overall, the spatial and spectral data 
points constitute an information ‘cube’ [5]. Various researchers 
have put forward multiple segmentation methods of 
hyperspectral images to this end [6]. Various open-source 
datasets have also been made available to facilitate the research 
and development in this field [7]. Conventionally,  HSI 

segmentation has been done through well-known machine 
learning methods such as Bayesian [8] distance,  nearest-
neighbor classification [9] and hand-coded features (e.g. Local 
Binary Pattern) [10] etc. Although, these methods have shown 
satisfactory performance on the standard datasets, recently 
CNN-based methods have shown exceptionally better results 
with near optimal segmentation [11, 12]. In this regard, ‘Indian 
Pines’ is a well-known HIS dataset [7] captured through 
Airborne Visible Infrared Imaging Spectrometer (AVIRIS) 
[13]. This scene (Fig. 1) consists of 145×145 pixels (spatial 
data points) and 224 spectral reflectance bands captured in the 
wavelength range [0.4 2.5] µ meters. This scene is marked by 
regions consisting of common agricultural land, a forest as well 
as wild natural vegetation. Other than this, highways, a railway 
line and some urban construction also exist. The ground truth 
(intended segmentation output) consists of sixteen classes 
(Table I). 

Some earlier works have suggested reducing the number of 
spectral bands to 200 by removing bands corresponding to 
[104-108], [150-163], the so-called ‘water absorption bands’ to 
improve segmentation accuracy [14]. Moreover, it has been 
observed that there is a considerable spectral redundancy i.e. 
the observations in different spectral are highly correlated [15]. 
Thus, it has been found beneficial to consider dimensionality 
reduction through PCA before application of segmentation 
algorithms. Furthermore, it has been suggested to employ the 
spatial variations in spectral data, especially in the case of 
high-resolution data, to improve the segmentation accuracy. 
While, the former approach helps in increasing the inference 
time (lower computational load), the latter adds further 
computational complexity to the segmentation task. However, 
in order to improve segmentation performance, it has been 
proposed to use both spectral and spatial data while segmenting 
a particular data point [6]. Spatial information improves the 
segmentation accuracy because further discriminating 
information could be found in the texture and shape of 
geological structures. To illustrate this point, we have trained 
two classifiers on Indian Pines dataset. The results have been 
given in Table II. 
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a    b 

Fig. 1. Segmentation of a hyperspectral image (Indian pines). a) RGB image 

b) pseudocolor representation of segmented regions for 16 classes. 

TABLE I. GROUND TRUTH DATA FOR INDIAN PINES DATASET 

# Class Number of Samples 

1 Alfalfa 46 

2 Corn-notill 1428 

3 Corn-mintill 830 

4 Corn 237 

5 Grass-pasture 483 

6 Grass-trees 730 

7 Grass-pasture-mowed 28 

8 Hay-windrowed 478 

9 Oats 20 

10 Soybean-notill 972 

11 Soybean-mintill 2455 

12 Soybean-clean 593 

13 Wheat 205 

14 Woods 1265 

15 Buildings-Grass-Trees-Drives 386 

16 Stone-Steel-Towers 93 

TABLE II. REFERENCE SEGMENTATION CLASSIFIER ON INDIAN PINES 

DATASET 

Classifier Dimensionality Segmentation Accuracy 

SVM 220 96.0% 

SVM 30 96.1% 

CNN 30 99.6% 

The first classifier is based on a conventional machine 
learning classifier, i.e. Support Vector Machine (SVM) [16]. In 
order to verify the strong redundancy in the spectral bands, two 
different versions have been trained. The first version uses all 
220 hyperspectral bands (including noisy bands) while the 
second reduces the dimensionality of these spectral bands 
through PCA. PCA works by projecting the d dimensional data 
to m dimensional data where m < d. 

    
           

    
           

The projection works by exploiting the eigen values and 
corresponding eigen vectors to build the transform as follows. 

           (1) 

Where S is the normalized covariance matrix of the input 
features,    are the eigen values while    are the 
corresponding eigen vectors. The transformation is then given 
by. 

    
 (

    

 
)   (2) 

As can be noticed from the data given in Table II, the 
segmentation accuracy with and without dimensionality 
reduction is almost identical with the minor difference being 
without any statistical significance. The accuracy results have 
been obtained with the provided ground truth as benchmark. 

Fig. 2 shows the original first twelve bands in the Indian 
Pines data as well as the twelve most significant bands after 
PCA has been applied. It can be clearly seen that the most 
information is contained within the first three bands only. 
Thus, the dimensionality reduction through PCA is merited to 
facilitate the further segmentation task. However, it should be 
noted that PCA does not ensure that the segmentation accuracy 
will remain intact in all the cases. 

 
a 

 
b 

Fig. 2. Application of PCA on HIS data from Indian Pines a) First twelve 

original bands b) Twelve transformed bands after PCA. 
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The second classifier considered in Table II is a CNN [6] 
classifier which also incorporates the spatial information while 
performing segmentation. In order to reduce the computational 
load, CNN has also been fed the same PCA-compressed 
spectral bands as for SVM classifier. It can be seen that this 
classifier almost achieves 100% accurate results. For both 
classifiers, 70% data points have been used for training while 
the remaining have been used for validation. Moreover, for 
CNN classifier, image patch size of 25×25 has been used to 
learn spatial information. 

This approach of reducing the spectral information before 
applying the classifier has been considered by various early 
researchers [17]. The other approach of inferring spatial 
information before incorporating spectral data has also been 
considered in some works [18]. Adaptive Markov Random 
Fields [19] and graph cut [20] algorithms have also been 
considered to regularize the segmentation results in the spatial 
domain. Joint processing of spatial and spectral features has 
been considered by Zhon et al. [21] and Guijarro et al. [22]. 
These efforts to combine spatial and hyperspectral data to 
extract joint features is especially important since latent 
redundancy could be exploited. As noted earlier, HIS data cube 
hold valuable information in the local neighborhoods both with 
respect to spatial and spectral dimensions. However, this also 
presents a challenge in terms of computation complexity. This 
is especially relevant for on-board processing of data on 
battery-powered UAVs. 

In contrast to the conventional machine learning models, 
deep learning or CNN-based approaches have been shown to 
be exceptionally well in exploring the data dependencies and 
discriminating features. Thus, several approaches have been 
proposed by researchers in the recent years related to this 
technique [23-25]. In this regard, U-Net [26-28] is of special 
interest because it has been successfully applied to image 
segmentation tasks other than HSI. However, since like other 
CNN-based segmentation frameworks, the computational load 
is a consideration for these methods, PCA is generally applied 
to reduce the HSI data dimensionality as shown above. 
However, since PCA and the subsequent CNN deep feature 
extraction modules are separate, the joint spatial-spectral 
redundant information [27, 29] may not be captured for 
optimal segmentation. To this end, Ying et al. [6] proposed 
using 3D CNN operations for HSI segmentation. 3D 
convolution kernels can learn the patterns found in both the 
spatial and the spectral dimensions of the HSI cube in local 
neighborhoods. This information has been shown to be of 
crucial value for segmentation. This structure can take the full 
advantage of all structural similarities within the HIS cube. 3D 
CNNs have shown promise in a variety of computer vision 
applications where the input is simple RGB images. Moreover, 
they have been applied to video frames to make the best use of 
temporal information. While using 3D CNNs for HSI 
segmentation, not only the pre-processing (PCA) overhead is 
reduced, but also the spectral and spatial features are learnt 
jointly. However, this presents a computational overhead since 
3D convolutions are even more complicated than their 2D 
counterpart. In this paper, we have proposed an approach to 
circumvent this problem by adding an ‘Encoder’ stage before 
3D CNNs. The ‘Encoder’ stage is inspired by the autoencoders 

[30] which have been shown to infer even non-linear statistical 
dependencies. In contrast PCA can only infer linear 
correlations. The proposed ‘Encoder’ stage compresses the 
spectral features, just like PCA, but in tandem with the 
subsequent segmentation stage based on 3D CNN. In this 
regard, Khan et al. [31, 32] have proposed using a traditional 
Autoencoder for the segmentation of HIS but they do not 
explicitly target the improvement in the inference speed. On 
the other hand, the experimental results demonstrate that the 
proposed architecture works at par with the state of the art 
while being up to 35% faster. 

The remaining paper has been structured as follows. 
Section II describes the proposed architecture in detail with 
respect to the inclusion of encoder section before a 2D CNN. 
Section III has been devoted to the provision of results of the 
proposed architecture on standard datasets followed by a 
discussion. Section IV concludes the discussion by 
summarizing the results and contributions of the current work. 

II. PROPOSED ARCHITECTURE 

Autoencoders have been extensively used in computer 
vision applications to learn the underlying data decencies and 
have been shown to work better than PCA in the presence of 
non-linear structures. Autoencoders are made up of two parts 
i.e. encoder and decoder. The encoder finds a compressed 
representation of the input while the decoder replicates the 
input using the compressed (low dimensional) encoding. 
Inspired by their architecture, we propose adding only the 1D 
encoding stage before a 3D CNN stage for HIS cube 
processing. The idea is to find non-linear data decencies in the 
spectral bands data which is then subsequently processed by 
the 3D CNN architecture to exploit spatial information as well. 
However, since the two modules are part of one learnable 
architecture, both spatial and spectral information are learnt 
jointly. Moreover, it is faster since the early part of the network 
(closer to the input) only processes the spectral dimension. In 
contrast the 3D CNN architecture proposed in [6] processes the 
whole cube starting from the input which leads to a high 
computational load. 

The proposed architecture depicted in Fig. 3 consists of two 
stages as mentioned earlier. The ‘Encoder’ stage reduces the 
spectral dimension in two stages. The first stage uses 3×3 
convolutions with a stride of two to reduce the dimensions 
from 220 to 110. The second stage uses 3×3 convolutions with 
a stride of fourj to reduce the dimensions from 110 to 27. The 
spatial dimensions (25×25) remain the same. Thus, at the end 
of the ‘Encoder’ stage, a 25×25×27 cube is presented the 3D 
CNN stage for further segmentation. This network consists of 
four 3D convolutional layers i.e. 3×3×7, 3×3×5, 3×3×3 and 
3×3×1. There are 8, 16, 32 and 8 filter kernels for these layers 
respectively. A 256 long vector is generated through a fully 
connected layer followed by another fully connected layer 
generating a 128 long vector. The final vector (16 output 
classes) is generated through another fully connected layer. 
Thus, the 25×25×220 HSI input cube is gradually processed 
through convolutions to generate the final segmentations. The 
hallmark of this architecture, as mentioned earlier, is that the 
‘Encoder’ stage is light-weight since it only processes the 
spectral data. However, despite only processing spectral data, it 
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is connected with the subsequent spatial processing layers as 
well through the forward propagation. Thus, the whole network 
learns spectral and spatial information jointly without being 
computationally complex. The proposed architecture has been 
implemented using the Matlab Deep Learning Toolbox and 
trained in the same environment using NVIDIA GeForce 940 
MX GPU on a intel i7 powered CPU (3.48 GHz) with 12 GB 
RAM. For training and testing of the proposed architecture, 
Indian Pine, Salinas, SalinasA, Pavia and PaviaU datasets [7] 
have been used. A sample training session has been shown in 
Fig. 4. It can be clearly seen that the training process quickly 
converges for both training and validation sets. Thus, not only 
is the proposed architecture suitable for the task at hand but 
also does not overfit showing excellent harmony between 
spatial and spectral data points. 

 

Fig. 3. Proposed HSI cube segmentation through Encoder + 3D Convolution 

stages. 

 

Fig. 4. Training of the proposed network in Matlab environment depicting 

fast convergence without overfitting. 

III. RESULTS AND DISCUSSION 

The proposed architecture has been trained and tested on 
Indian Pine, Salinas, SalinasA, Pavia and PaviaU datasets. The 
former three datasets have been captured by AVIRIS sensor 
with 220 bands. The latter two datasets are captured by ROSIS 
sensor and have 102 and 103 bands respectively. To cater for 
the fewer number of bands on ROSIS datasets, the first stage of 
the ‘Encoder’ uses 3×3 convolutions with a stride of two to 
reduce the dimensions from 102/103 to 50. The second stage 
uses 3×3 convolutions with a stride of two to reduce the 
dimensions from 50 to 25. The rest of the architecture remains 
same. 

The test results have been reproduced in Table III. It can be 
seen that the proposed network either performs better or at par 
with the 3D CNN network. Moreover, it is worth mentioning 
that this particular network has been tuned for each dataset 
separately by the authors [6] while we have used the same 
universal architecture for all cases. Thus, the proposed 
architecture is universally applicable to all scenarios. 

It is worth mentioning that the proposed architecture also 
operates faster than the competing 3D CNN architecture due to 
its simpler ‘Encoder’ stage. On average, the proposed network 
processes an HSI cube of size 145×145×220 in 7.14 s while a 
3D CNN without encoder stage processes the same in 9.64 s. 
Thus, the proposed approach is at least 35% faster while being 
equally accurate. 

Fig. 5 shows the reconstruction of spectral data for four 
example data points in Indian Pine dataset. This data has been 
generated by a reference Autoencoder with both ‘Encoder’ 
and’Decoder’ parts for visualization. It can be seen that the 
spectral information can be fairly accurately recovered even 
after being compressed to 27 channels from original 220 
(12%). However, it must be noted that the purpose in the 
application at hand is not reconstruction but use in subsequent 
segmentation where upto 100% accuracy has been achieved on 
SalinasA dataset even with this much compression. Visual 
results using psuedocolors for segmentation results on the 
mentioned datasets have been depicted in Fig. 6, Fig. 7, Fig. 8 
and Fig. 9 respectively. 

TABLE III. SEGMENTATION ACCURACY ON TEST DATASETS 

Architecture 
Indian 

Pine 
Salinas SalinasA Pavia PaviaU 

3D CNN [6] 99.07% - - - 99.4% 

Proposed 99.6% 94.3% 100% 98.0% 98.3% 

 

  

Dimensionality Reduction 
Encoder

Segmentation Network
3D Convolutions
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Fig. 5. Reconstruction of the spectral data for 4 sample spatial points. Original-Blue, Reconstructed-Red. 

 
Input Grayscale    Ground Truth    Proposed Approach 

Fig. 6. Pavia centre segmentation. 

 
Input Grayscale    Ground Truth    Proposed Approach 

Fig. 7. SalinasA Segmentation. 
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Input Grayscale    Ground Truth    Proposed Approach 

Fig. 8. Pavia University segmentation. 

 
Input Grayscale   Ground Truth   Proposed Approach 

Fig. 9. Salinas segmentation. 
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IV. CONCLUSION 

This paper has proposed a 3D convolution-based 
segmentation architecture for hyperspectral images. The 
proposed architecture achieves detection accuracy at-par with 
the state of-the-art with the added benefit that it achieves up to 
35% higher speed due to a feature compressor module at the 
input. Moreover, this module works almost as good as 
conventional PCA in compressing the spectral information 
while being trained in tandem with the spatial data. Thus, the 
network has the ability to jointly learn spatial and spectral 
information. In conclusion, the proposed architecture provides 
a better alternative than both PCA-CNN and 3D-CNN 
architectures, combining the best of both approaches in terms 
of computational speed, learning flexibility and segmentation 
accuracy. For future work, the proposed technique could be 
applied to HS images from more satellite imagers to test the 
generalization of the approach. 
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Abstract—In order to improve the video quality, reduce the 

number of video jams, and improve the video transcoding rate, a 

new personalized distribution algorithm of VR short video 

content based on artificial neural network is proposed. BP neural 

network is used to compress the original video and determine the 

execution mode and cache location of VR short video cache file; 

Transcoding cached high bit rate VR short video stream to 

generate low bit rate video stream to meet the needs of different 

network bandwidth; Build a video distribution model, and build 

a multicast distribution tree based on this model, that is, add 

some relay servers to minimize the video distribution cost; 

Finally, through the algorithm of minimizing the distribution 

cost of VR short video, the bandwidth loss and response delay are 

effectively reduced to achieve the goal of minimizing the 

distribution cost. The experimental results show that the video 

blocking times of this method are always less than six times, 

which effectively reduces the video blocking times. The PSNR 

value is high, the increase is large, up to 0.5, and the video 

transcoding rate is improved, up to 92%. 

Keywords—Artificial neural network; VR short video; BP 

neural network; video cache; cost optimization 

I. INTRODUCTION 

With the rapid development of network information 
technology, people rely more and more on the Internet and 
smart phones for entertainment. The emergence of various 
short video applications has met the needs of users for 
fragmented reading, social interaction and personalized 
expression, but problems have also arisen [1, 2]. At present, the 
short video industry is still in the rapid development stage. In 
view of the current situation of the industry environment, it is 
necessary to analyze the environment of the short video 
distribution platform to provide a reference solution to the 
problem. Traditional wireless network access and transmission 
modes are single, and usually rely on network infrastructure 
such as base stations and core networks to provide services. 
Once network congestion or force majeure occurs, users will 
not be able to obtain corresponding services [3, 4]. In this 
context, the growing user demand for content services and the 
limited network carrying capacity have become the main 
contradiction restricting the development of video. In order to 
meet the requirements of high quality and low latency for the 
development of short video, and reduce the network load at the 

same time, it is important to study the personalized distribution 
method of short video content. 

II. LITERATURE REVIEW 

Literature [5] proposed an online short video content 
distribution method based on federated learning. First, based 
on the federated learning method, the user group interest vector 
prediction algorithm is proposed by training the interest 
prediction model using the user group's local album data, and 
the user group interest vector representation is obtained; Then, 
with the user group's interest vector as the input, the 
corresponding short video content distribution strategy is 
designed in real time based on the combined confidence upper 
bound algorithm. The experimental results show that the short 
video content distribution strategy can effectively improve the 
accuracy of short video distribution, and help to improve the 
profits of video content providers. Literature [6] proposed a 
video distribution method based on QoE awareness. According 
to the characteristics of optical wireless fusion network 
structure, considering link state information and scalable video 
coding structure, a QoE evaluation model was established. 
Particle swarm optimization algorithm is used to select the 
optimal video transmission rate, and then analyze the node 
transmission capacity and node matching degree, so as to select 
the transmission path for the service and ensure the reliable 
transmission of the service. The experimental results show that 
this method can effectively improve the utilization of network 
resources and reduce network congestion while enhancing the 
quality of user experience. Literature [7] proposed a video 
distribution method based on random linear network coding. 
The source node uses RLNC to segment the video files to be 
distributed, and the encoded data pieces are distributed to 
mobile devices on the road. After receiving the data slice, each 
mobile device will re encode and distribute it to other devices. 
When the device receives a certain amount of linearly 
independent data, it will decode the data slice to obtain the 
original data. Three strategies are designed: mode switching, 
wireless access point selection, and active re coding to reduce 
the delay of video distribution. Experimental results show that 
this method has higher distribution efficiency. 

From the above analysis, we can see that the existing 
methods improve the video distribution effect to a certain 
extent. In order to further improve the video quality, reduce the 
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number of video blocks, and improve the video transcoding 
rate, this paper proposes a personalized VR short video content 
distribution algorithm based on artificial neural network. The 
main research contents of this method are as follows: 

1) Solve the problem of VR short video cache reuse by 

reasonably deploying and placing VR short video files. 

2) The drift error adaptive fast video transcoder transcodes 

the buffered high bit rate VR short video stream to generate a 

low bit rate video stream to meet the needs of different network 

bandwidth. 

3) Improve the video distribution model, generate a 

multicast distribution tree, and conduct personalized 

distribution of VR short video content to effectively reduce 

bandwidth loss and response delay, so as to minimize the 

distribution cost. 

III. VR SHORT VIDEO PREPROCESSING 

A. Video Compression 

In recent years, with the development of artificial neural 
network theory and technology, its application in video 
compression has gradually attracted people's attention. 
Compared with some traditional compression methods, the 
artificial neural network technology [8, 9] has good fault 
tolerance, self-organization and adaptability. Therefore, it is 
not necessary to use some predetermined data coding algorithm 
in the video compression process, but can independently 
complete the video compression completely according to the 
information characteristics of the video itself. BP neural 
network [10] is a typical and commonly used network structure 
in artificial neural network. This paper mainly introduces a 
video compression method based on BP neural network. 

BP neural network refers to a multilayer feedforward 
network using BP algorithm. Fig. 1 is a simple feedforward 
network, which consists of an input layer, an output layer and a 

hidden layer (middle layer). Where, zhw
 and vhw

 are the 
weighted values between the input layer and the intermediate 
layer (hidden layer), hidden layer and output layer respectively. 
The neurons in the hidden layer and the output layer first sum 
the input signals of the previous layer by weighting, and then 
perform the pre specified transformation to generate the output 
signals. The output of the hidden layer neurons is also 
connected to the output layer neurons by weighting. 

Let the input vector of the network be 
 1 2, ,..., nZ z z z

, 

where n  represents the number of neurons in the input layer. 
The transformation function adopted by neurons is: 
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Fig. 1. Multilayer forward network. 

The output vector corresponding to Z  is 

 1 2, ,..., mV v v v
, where m  represents the number of 

neurons in the output layer. If the expected output of the 

network is required to be 
 1 2, ,..., mF f f f

, the error 
function can be defined as: 

   
2

, 1

m

ij ij

i j

E n f v


 
  (2) 

In the formula, ijf
 represents the network training speed; 

ijv
 represents the network convergence rate. 

The BP algorithm uses the gradient descent method to 
adjust the network weight to reduce the above error function, 
namely: 

   
 

 
1

E n
n n  

 
  

 (3) 

In the formula, 
 n

 represents the approximation error 

of the neural network; 
 E n

 represents the difference 
function between the actual output and the expected output; 

  
 represents generalization capability of neural network; 

  represents the weight adjustment rate, usually

0.01 1  . 

The general weight adjustment formula is: 

1

m

ij ij v

i

E G H


  
  (4) 
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In the formula, ijG
 represents the weight correction from 

the i -th node of a layer to the 
j

-th node of the next layer; 

vH
 represents the output of the node; ijE

 represents the 

endpoint equivalent error of node i  and node 
j

, which is 
equivalent back transmitted from the error of the output layer: 

 v i iv f   
  (5) 

In the formula, iv
 represents that node i  is located in the 

output layer; if  represents that node i  is in hidden layer. 

For a VR short video with N  frame, when BP neural 
network is used for compression, the number of neurons in the 

input and output layers of the network is required to be 
2n , 

while the number of neurons in the hidden layer is much less 
than that in the input layer. When VR short video is transmitted 
in the network, the state of each neuron in the hidden layer, as 
some transformation result of the input information, must 
contain some information of the original VR short video. 
Therefore, when the output unit can reproduce the original VR 
short video, it can be considered that the output of hidden layer 
neurons is the compression result of the original input VR short 
video. Fig. 2 describes the VR short video compression process 
[11].

 
B. Video Cache 

This section will focus on solving the problem of VR short 
video, and solve the problem of VR short video cache reuse by 
reasonably deploying and placing VR short video files. After 
the VR short video compression is completed in Section 2.1, 
determine the execution mode of the VR short video cache file 
and whether the cache location is appropriate [12]. 

Suppose user videos are stored in K  clusters, 

 1 1 1

1 2 1 2, ,..., ,..., , ,...,r r r

L LK k k k k k k
, where 

i

lk
 represents 

the VR short video file l  stored in user cache 
ik . Update VR 

short video files and store them in each blank cache. Among 

them, cluster member 
i

lk
 only stores some files in the VR 

short video library. Due to storage restrictions, these files 
cannot contain all VR short video files. Therefore, it is 

expected to deploy more file contents in 
i

lk
 and cache and 

reuse them. 

For each cluster, selecting the video file to update is also an 

important issue. In each cluster, cluster file library pL
 

represents all video file records in the cluster, and 

1 2 ,...,p lL z z z  
 represents an independent cluster 

popularity distribution. On this basis, collect the VR short 
video file statistics cached by the whole cluster members in the 
cluster, and then update the missing videos. It is not difficult to 
find out which VR short video files are missing in the cluster 
according to the VR short video file statistics [13]. 

At the same time, considering the problem of video storage 
capacity, the storage formula of VR short video files is 
expressed as: 

, 1, 2,...,f mV Z C m M  
 (6) 

Among them, the maximum possibility of updating the 
number of VR short video files is as follows: 

max mM C  
  (7) 

Therefore, to update the VR short video file library pL
, 

assume that each file requested to be updated is equal to: 

 max,
pL pp L M   

 (8) 
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Fig. 2. VR short video compression process. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

17 | P a g e  

www.ijacsa.thesai.org 

In the video cache, the most popular VR short video file 

pL
, which is not in the original cluster, may be selected to 

offset the request. At the same time, a popular VR short video 
file is arranged and stored in the cluster head and the cluster 
center to facilitate user access and make the user's viewing 
experience better and smoother. And through constant iteration 
and change, users can obtain the latest VR short video 
information without requiring additional micro cache or 
auxiliary devices to simplify VR short video cache. 

C. Video Transcoding 

It is one of the most important applications of VR short 
video transcoding to generate low bit rate video streams to 
meet the needs of different network bandwidth [14]. Generally, 
the simplest and most direct way to realize VR short video 
transcoding is to use the so-called full decoding and full 
encoding scheme, that is, first decode the encoded video stream 
to generate a video sequence, and then re encode them to 
generate a new video stream. Because the recoding process 
requires a very complex motion estimation and mode selection 
process, this scheme is difficult to achieve real-time video 
transcoding, which greatly limits the practical application of 
this scheme. 

To solve these problems, researchers have proposed various 
video transcoding structures, among which the most influential 
are the so-called open loop structure and closed loop structure. 
The open loop structure and the closed loop structure 
completely reuse the macroblock mode and motion vector 
information in the original bitstream, so there is no need for 
high complexity motion estimation and mode selection. 
Among them, the open-loop structure can directly transcode in 
the compressed domain (DCT domain) [15]. The transcoding 
speed is very fast, but due to the existence of drift error, the 
transcoded video frames are seriously distorted. The closed-
loop structure introduces a closed loop in the encoding part to 
eliminate drift error, which basically eliminates the impact of 
drift error on the video quality after transcoding. However, the 
introduction of a closed loop also increases the complexity of 
the transcoder, making the speed of the closed-loop structure 
lower than that of the open loop structure. To solve these 
problems, this paper designs a fast video transcoder with drift 
error adaptive. 

The closed loop for eliminating drift error in the closed-
loop video transcoder can be divided into two parts, in which 
the part before the error buffer input completes the 
accumulation of drift error; the part after the error buffer output 

completes the drift error compensation. Suppose Y  is the DCT 
coefficient obtained by decoding in the original code stream, 

and W  is the DCT coefficient obtained by error compensation 

operation. The new quantized DCT coefficient T  obtained by 
quantization operation is obtained as follows: 

 
2

2

Y W
T

Q




   (9) 

In the formula, 
2Q

 represents quantization operation. If 
20 Y W Q  

, then the non-zero error W  does not affect 

the value of T . Therefore, if a threshold   is given in 
advance, the error compensation operation can be determined 

according to the size of error W  and threshold  . Based on 
this idea, this paper proposes the working principle of the drift 
error adaptive fast video transcoder as shown in Fig. 3 [16]. 
For VR short video stream, there are three different types of 

coded video frames ( A  frame, B  frame and C  frame). The 
transcoder of this structure operates as follows: 

1) The current transcoding video is A  frame: no error 

compensation operation is required, but error accumulation 

operation is required. 

2) The current transcoding video is a B  frame: error 

compensation and error accumulation operations are required, 

but error compensation for B  frame is performed in blocks. 

3) The current transcoding video is C  frame: in order to 

speed up the transcoder, C  frame requires neither error 

compensation nor error accumulation. 

Video
Video 

transcoding

  /

Decoder Transcoder

A

B

C

W 

2Q

 
Fig. 3. Working principle diagram of video transcoder. 
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IV. VR SHORT VIDEO DISTRIBUTION ALGORITHM 

CONSIDERING COST OPTIMIZATION 

The development of video applications has put forward 
higher requirements for video distribution in terms of real-time, 
mobility and interactivity. How to efficiently distribute video, 
alleviate the contradiction between bandwidth pressure and 
response delay, and reduce the cost of video distribution has 
become a difficult and hot spot in video distribution application 
research. Based on the above video compression, video 
caching and video transcoding results, this section proposes a 
cost optimized VR short video distribution method. This 
method can effectively reduce the bandwidth loss and response 
delay, thus minimizing the allocation cost. In the process of 
video distribution, a multicast distribution tree is built to realize 
the communication and video distribution between the source 
server and the proxy server. 

A. Video Distribution Model 

In the VR short video distribution framework, it mainly 
includes source server, proxy server and relay server. This 
article assumes that the source server stores all video streaming 
media, and each proxy server manages at least one area. Users 
can request and download videos from proxies that are closer 
to them. In order to meet the needs of users, a VR short video 
distribution method combining active distribution and passive 
distribution is adopted. The VR short video distribution model 
is shown in Fig. 4. 

In Fig. 4: 0 represents the source server, 1 represents the 
relay server, 2 represents the request server, and 3 and 4 
represent the proxy server. The directed bold line segment in 
the figure represents the VR short video distribution process; 
the directed virtual line segment represents the process that the 
proxy server sends a request to the source server when there is 
no video requested by the user; the black directed solid line 
represents the distribution link. 

As shown in Fig. 4, when a user sends a video streaming 
media request to the local proxy server, the source server 
quantifies the video based on the user's interest in the video. 

H  represents the maximum number of requests for video 
streaming media in the streaming media distribution system, 

H  represents the number of requests for video streaming 
media from the proxy server, and the source server quantifies 
the user's interest in video streaming media in the proxy server 

through the 
/H H   ratio. 

In the active video distribution strategy, the source server 
distributes the video streaming media through the multicast 
distribution tree, and caches it to some proxy servers according 
to the quantitative proportion. The user directly obtains the 
video content from the proxy server. The passive video 
distribution strategy aims at sending video access requests to 
the proxy server by users, but when they fail to hit, the proxy 
server sends video requests to the source server. According to 
the received video request, the source server distributes the 
video to the request proxy server through the multicast 
distribution tree, and then forwards it to the requesting user. In 
the process of multicast distribution, some relay proxy servers 

can be added to minimize the cost of video distribution. VR 
short video distribution can effectively reduce user access 
delay and bandwidth loss. 

B. Multicast Distribution Tree 

With the rapid increase of types and quantities of VR short 
videos, users have put forward higher requirements for network 
bandwidth and access delay. In the process of VR short video 
distribution, this paper comprehensively considers the impact 
of personalized demand, link bandwidth and delay on the video 
distribution cost. In the VR short video distribution model, the 
source server distributes the video to the proxy server by 
building a multicast distribution tree. During the construction 
of multicast distribution tree, based on the 4VR short video 
distribution model shown in Fig. 4, some relay servers can be 
added to minimize the video distribution cost. The multicast 
distribution tree model is shown in Fig. 5, where node 0 
represents the source server, node 1, 3, 6, 7, 8 represents the 
proxy server, and node 2, 4, 5 represents the relay proxy server. 
The directed line segment between two points represents the 
communication link between servers. The number on the 
directed line segment represents the link cost when bandwidth 
and delay are considered comprehensively. In this paper, we 
want to find an optimized video distribution path from the 
source server to the proxy servers to minimize the cost of video 
distribution. 

C. VR Short Video Distribution Cost Minimization Algorithm 

In the process of VR short video distribution, the problem 
of cost minimization is proposed for satisfying users' best 
experience of video requests and minimizing distribution costs. 
The performance of the video distribution network discussed in 
this paper does not calculate the delay and bandwidth cost 
between the proxy server and the end user. Since users request 
video from proxy servers in their regions, access time and 
bandwidth costs will not be affected by video copy allocation. 

1 Relay server

0 Source server

3 Proxy server

4 Proxy server

2 Request server

User
 

Fig. 4. VR short video distribution model. 
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Fig. 5. Schematic diagram of multicast distribution tree model. 
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The video in the source server is divided into 


 different 
video streaming objects. Each video streaming media object is 

represented by the symbol U , so the video streaming media 

object set is 
 1 2, ,...,U u u u

. The storage limit of each 

proxy server is aI
, and a  represents the number of video 

streaming media objects requested by proxy server a . During 

the active distribution of VR short videos, a  represents the 

degree of interest of users in proxy server a  in video 

streaming media objects, and a  represents whether proxy 

server a  caches video streaming media objects: 

1,

0,
a

a U

a U



 

    (10) 

In the formula, 1 shows that the video object is actively 
distributed to the proxy server; 0 that the video object is 
passively distributed to the proxy server. 

The cost function of VR short video distribution delay is as 
follows: 

 
1 1

1
n m

i

a a t

a i

C k d
 

  
 (11) 

In the formula, td
 represents the unit retrieval delay of the 

proxy server for video streaming media objects. 

The bandwidth cost function of VR short video distribution 
is as follows: 

 
2

2

1 1

n m

a ai aj

a i

C  
 

 
  (12) 

In the formula, ai
 represents the size of the video 

streaming media object; aj
 represents the unit bandwidth of 

the video streaming media object requested by the proxy server. 

When bandwidth and delay are considered at the same time, 

coefficients 1  and 2  are used to balance the delay and 
bandwidth costs to meet the needs of multiple applications and 
systems. Therefore, the cost minimization function of VR short 
video distribution is as follows: 

' 2

min 1 2a aC C C  
  (13) 

The constraints of formula (13) are as follows: 

, 1

n
i

a i

a i

k 



   (14) 

maxaj 
   (15) 

1 20.1 1;0.1 1    
  (16) 

1 2 1  
   (17) 

Formula (14) is the storage capacity limit of the proxy 
server. Formula (15) indicates that the link bandwidth between 
the proxy server and the video streaming media object cannot 
exceed the maximum bandwidth between two points. Formulas 

(16) and (17) are the constraints of balance coefficients 1  and 

2 . 

This paper summarizes the problem of minimizing the 
distribution cost of VR short video, that is, giving the size of 
different video streaming media objects and the number of 
video streams requested, whether there is an allocation strategy 
to minimize the total cost in formula (13), and whether the 
video capacity stored in the proxy server is full of formula (14), 
the size of the link bandwidth meets formula (15), and the 
relationship between the balance coefficients meets the 
restrictions of formulas (16) and (17). 

V. EXPERIMENTAL VERIFICATION 

In order to verify the application effect of personalized VR 
short video content distribution algorithm based on artificial 
neural network, experimental analysis is carried out. The 
methods in literature [5] and literature [6] are used as 
comparison methods and compared with the proposed methods. 

A. Experimental Samples and Indicators 

In the simulation experiment, the experimental hardware 
platform is Pentium IV 2.4GHz CPU with 8GB of memory. 
The experimental data comes from the COIN (Comprehensive 
Interactive Video Analysis), an open-source tutorial video 
dataset, which contains 11827 tutorial videos involving 180 
tasks in 12 fields of daily life. Video test sequences are selected 
from this dataset, all of which are standard test sequences. 
When analyzing the performance of simulation results, this 
paper uses Matlab software to convert the experimental data 
comparison into specific images, which provides strong 
evidence for the conclusions of this paper. 

When comparing the proposed method with traditional 
methods, the following three performance indicators are 
mainly considered: 

1) Stuck times: the number of times a video stream is stuck 

during transmission and playback. 

2) PSNR: A function of the square difference of pixels 

between the original video file and the received video file, 

which is a standard objective indicator to measure the video 

picture quality. 

3) Transcoding rate: it can directly reflect the complexity 

of video transcoding and indirectly reflect the rate of video 

distribution. 

B. Analysis of Experimental Results 

1) Stuck times: The comparison results of the stuck times 

of the methods in literature [5], literature [6] and the proposed 

method in the video distribution process are shown in Fig. 6. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

20 | P a g e  

www.ijacsa.thesai.org 

2 4 6 8 10 12 14 16

3

0

9

15

24

6

18

12

21

Iterations/time

S
tu

c
k

 t
im

e
s/

ti
m

e
Proposed method

Literature [5] method

Literature [6] method

 
Fig. 6. Comparison results of stuck times. 

2) PSNR: The PSNR comparison results of literature [5] 

method, literature [6] method and the proposed method are 

shown in Fig. 7. 
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Fig. 7. Comparison results of PSNR. 

3) Transcoding rate: Fig. 8 shows the video transcoding 

rate comparison results of three different methods. 
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Fig. 8. Transcoding rate comparison results. 

VI. DISCUSSION 

Through the above experiments, conclusions can be drawn 
as follows: 

1) As shown in Fig. 6, the number of video clicks of the 

proposed method is always less than six times, while the 

maximum number of clicks of the method in literature [5] 

reaches 20 times, and the maximum number of clicks of the 

method in literature [6] reaches 19 times. Compared with 

traditional methods, the proposed method can provide users 

with a higher quality user experience during video distribution, 

that is, improve the video quality level of users when the video 

is played smoothly. This is because the design method can 

select the most popular VR short video files not in the original 

cluster in the video cache to offset the request. At the same 

time, the copies of popular VR short video files are stored in 

the cluster header to facilitate user access, thus making the 

user's viewing experience smoother. 

2) It can be seen from Fig. 7 that although the PSNR 

values of the three methods have an overall improvement trend, 

the variation range of the methods in literature [5] and 

literature [6] is small. The PSNR value of this method is high, 

with a large increase, up to 0.5, indicating that the average 

video quality level obtained by users is high, indicating that the 

video distribution quality is high. The reason for this result is 

that the design method uses BP neural network to compress the 

original video and determine the implementation mode and 

cache location of VR short video cache files; Convert and 

cache high bit rate VR short video streams to generate low bit 

rate video streams, which not only meets the needs of different 

network bandwidth, but also improves the PSNR value. 

3) It can be seen from Fig. 8 that the video transcoding 

speed of this method is significantly higher than that of [5] and 

[6], and the maximum can reach 92%. There are two main 

reasons for this result: on the one hand, the new coding 

coefficients and drift errors in the conversion encoder structure 

are calculated mainly through look-up tables rather than 

complex multiplication and division operations, which greatly 

reduces the overhead of the converter and improves the speed 

of the converter; On the other hand, the improvement of the 

speed of fast transcoding structure also comes from the 

selective error compensation operation of video frames. If the 

error compensation operation is performed, the table lookup 

structure cannot be used to calculate new coding coefficients 

and drift errors. Instead, the table lookup structure can be used 

to perform corresponding operations. It can be seen that the 

adaptive drift error control method greatly reduces the 

complexity of video frame transcoding, and can also improve 

the speed of video transcoding. 

VII. CONCLUSION 

In order to meet the requirements of high quality and low 
delay in short video development and reduce network load, this 
paper proposes a personalized distribution algorithm of VR 
short video content based on artificial neural network. Firstly, 
the original video is compressed by BP neural network, and the 
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implementation method and cache location of VR short video 
cache file are determined; Secondly, the cached high bit rate 
VR short video streams are converted to generate low bit rate 
video streams to meet the needs of different network 
bandwidth; Third, establish a video distribution model, and 
build a multicast distribution tree based on this model, that is, 
add some relay servers; Finally, the minimum allocation cost 
of VR short video is realized through the algorithm of 
minimizing the allocation cost of VR short video. The 
experimental results show that the video blocking times of this 
method are always less than six times, which effectively 
reduces the video blocking times. The PSNR value is high, the 
increase is large, up to 0.5, and the video transcoding rate is 
improved, up to 92%. The application effect of this method is 
fully verified, which shows that it has certain application value. 
However, in the process of experimental analysis, the design 
method has not been compared with other more methods, and 
there are still some deficiencies. In the next research process, 
supplementary research will be carried out to further improve 
the application effect of this method. 
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Abstract—The classical blockchain developed for the Bitcoin 

cryptocurrency has evolved since its introduction more than a 

decade ago. Blockchain exists in different forms for different 

purposes and operational contexts. There has been a significant 

growth in the business use cases of blockchain which is based on 

the unique attributes of the distributed ledger technology. 

Blockchain provides peer-to-peer distribution of data in a 

traceable and decentralized architecture that attains data 

authentication using consensus protocols. Blockchain as a 

distributed ledger is the fusion of cryptography, peer-to-peer 

networking technology, distributed system technology, and 

consensus mechanism to assure information security and digital 

asset management. Consensus mechanisms are applied to the 

distributed ledger that operates in a peer-to-peer network where 

message transmission between peers is validated and stored 

across all active peers. Reaching an agreement to validate 

message transmission and maintaining the correctness of the 

state of data in a network for critical wireless sensor networks 

have become a necessary requirement for networks that span 

several subsystems covering a large operational area. Due to the 

resource constrained nature of the active actors of wireless sensor 

networks, any cryptographic solution to be adopted must be 

lightweight and efficient as well. This paper proposes a 

blockchain-based decentralized mechanism for authentication of 

node data for storage onto a distributed ledger. The coloured 

Petri net was used to model and simulate by detailing the critical 

attributes of the workings of the system that is based on cyber-

physical IoT architecture. 

Keywords—Blockchain consensus; ripple consensus algorithm; 

coloured petri net; cyber-physical system; IoT architecture; node 

data security 

I. INTRODUCTION 

Reaching agreements to validate the authenticity of node 
data and subsequent transmission and storage of such network 
resources for cyber-physical systems have been a challenging 
and interesting domain for academia and information security 
industry players in recent times. Distributed ledgers use 
consensus algorithms to reach agreement among all connected 
active nodes to validate message transmission in a peer-to-peer 
approach. Recent advancements in connectivity, artificial 
intelligence, machine learning approaches although have 
provided an advantage for the expansion of network coverage 
and prediction and visualization of network resource sharing 
for enterprises and institutions, these available passive 

technologies in the hands of bad actors and hackers could 
render sophisticated cyber-attack exploitations to networks and 
user accounts resulting in breaching data, corrupting data, and 
compromising the security of such network systems [1]. 

Reaching an agreement to validate messages as well as 
authenticate the state of a distributed ledger have been the 
requirement for networks whose major components are 
resource constrained. 

Distributed consensus research has become popular since 
the Nakamoto Satoshi introduced the Bitcoin blockchain 
cryptocurrency more than a decade ago. Internet of things have 
provided a platform for expanding the network resources to 
secure a new value proposition for scaling the scope of an 
enterprise‟s network. Available reports support that the 
technological and cybersecurity budgets for business and 
institutions have increased allocations and are making efforts to 
include internet-of-things integration, expansion, and 
management [2]. 

Cybersecurity investments and the annual budgetary 
allocations across most enterprises have increased largely due 
to the increasing number of cyber-attack incidences on 
enterprise systems which have resulted in data corruption, data 
theft and huge revenue losses in some cases [3]. 

During the COVID-19 lockdown period, most businesses 
and institutions adopted telecommuting as a measure to 
regulate and manage people in observing physical distancing to 
avoid possible person-to-person infection. There were reported 
cases of cyber-attacks during this period where personal and 
enterprise data were breached as a result [4]. 

Cascading effect of cyber-attacks on heterogeneous 
systems for wireless sensor networks like the internet of things 
has a wide and costly impact due to the critical messages that 
the resource-constrained devices in such networks transmit [5]. 

The effect of cyber-attacks on heterogeneous wireless 
sensor networks resulting in the compromise of critical data in 
enterprise networks have taken an alarming trajectory due to 
the complexity of the interconnectedness of the components of 
the subsystems that make up the internet of things architecture 
[6]. 
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Availability of pervasive applications and their integration 
in enterprise networks that have most of its component relying 
on internet of things architecture could make the security 
management of such wireless sensor systems a complex 
challenge to undertake. 

A consensus algorithm for decentralized authentication and 
distributed ledgers for an IoT with heterogeneous system 
architecture requires a blockchain-based agreement mechanism 
that operates with relatively less energy, fully scalable and 
most importantly byzantine fault-tolerant [7]. 

Wireless sensor networks achieve privacy and integrity for 
message transmissions using either third-party trust 
enforcement systems that adopt a centralized entity to 
authenticate devices and validate messages or a decentralized 
mechanism for authentication of devices and validating 
messages. The centralized authentication mechanism is prone 
to several attacks including single point of failure attacks. In a 
distributed system that rely on decentralized authentication 
mechanism, agreement is reached by all active nodes on the 
network using consensus. Since the introduction of Bitcoin 
cryptocurrency, several consensus algorithms have been 
developed. The Bitcoin cryptocurrency uses a distributed 
consensus mechanism that is based on proof of work [8]. 

The Coloured Petri Net (CPN) is a modeling and 
simulation tool for modeling and simulating systems, and 
verifying their properties (real-time, behavioral, security 
properties …). 

The CPN modeling, simulation, and validation of critical 
security properties of an efficient blockchain-based consensus 
mechanism that does not compromise the security requirements 
of a cryptographic solution and offers low latency with 
improved resistance to the Byzantine fault tolerance is 
presented by this paper. 

The rest of the paper is structured in sections and 
represented as follows. In Section II, related work describing 
the state of the art for CPN in modeling and simulating security 
protocols for networks, node data security and critical security 
challenges in cyber-physical systems is presented. In Section 
III, the Ripple consensus algorithm is described. Section IV 
outlines the implementation of the consensus algorithm in 
establishing agreements for storing messages on the distributed 
ledger. Section V concludes the paper. 

II. RELATED WORK 

A. Consensus Algorithm 

In a stand-alone system, validating transmitted message or 
any transaction is vested in a dedicated centralized node. 
Consensus algorithms are useful in networks that do not have a 
dedicated node to singularly authenticate users, processes and 
transmitted messages or transactions. A consensus algorithm 
was employed by the system to agree on a single data among 
multiple processes and agents. To ensure that situations of 
some multi-agents failing to agree or be unreliable by not being 
available for consensus to actively reach agreement, a 
consensus protocol must adopt mechanisms to make them 
flexible and fault-tolerant [9]. 

In [10] a decentralized multi-agent system achieved 
consensus using consensus problem to control these multi-
agents. More than half of all the multi-agents and processes 
agreed by voting on the state and integrity of a process. 

B. Blockchain Consensus Algorithm 

Blockchain as a cryptocurrency framework for Bitcoin has 
evolved since its introduction. Blockchains are uniquely 
categorized based on the type of consensus algorithm in use. In 
a Proof-of-Work (PoW) consensus, agreement on the validity 
of a process was achieved using the computing power 
challenge. The node that had more computing power achieved 
consensus through a completely decentralized approach. There 
is Proof-of-Stake (PoS) consensus that is based on financial 
power competition where the node that controls more than a 
third of all the resources within the network gets to validate 
processes within the blockchain. PoS operates by selecting 
validators to authenticate transactions within the blockchain 
based on the quantity of the cryptocurrency holdings forming a 
stake by a node. The more stake a node possesses the higher 
the chance of being selected to validate transactions. In a PoS, 
less computational power is involved since it takes shorter time 
to reach consensus than in PoW. In Delegated Proof-of-Stake 
(DPoS), consensus is reached based on election and voting 
process to guard malicious usage and centralization of 
blockchain. In DPoS, less computing power and time are 
involved in achieving consensus [11]. 

A consensus mechanism must provide a trade-off between 
performance, fairness, and security. There is Proof-of-Activity 
(PoA) that is a fusion of PoW and PoS. The PoA operated on 
an economic phenomenon with the assumption of “Tragedy of 
the Commons” which described a situation where a limited 
resource for several agents could be ruined in situations where 
there is uncontrolled use [12]. 

C. Ripple Consensus Algorithm 

The Ripple consensus algorithm is a permissioned 
blockchain consensus algorithm that requires access 
permission for nodes in the network because it is not publicly 
accessible, and operates in rounds using active nodes as 
servers. It adopts an approach of closing an active ledger 
updating session once a consensus is reached to store and 
maintain an identical state of the ledger on all active nodes. For 
each round within the ripple protocol consensus algorithm 
(RPCA) [13]; 

 End users of the server forwards all new transactions to 
each server. These valid transactions are compiled and 
made public in the form of a list to constitute the 
“candidate set”.  

 All the candidate sets from several servers are merged 
on every server‟s unique node list (UNL), to 
authenticate these transactions.  

 The transactions that do not pass the authentication 
minimal percentage of “Yes” votes are either discarded 
or included in the candidate set at the commencement 
of the consensus process for the next ledger. 
Conversely, transactions that obtain the minimal 
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percentage of “yes” votes are passed onto the next 
round of consensus. 

The minimum percentage of 80% of a server‟s UNL is a 
requirement for agreeing on a transaction and that constitutes 
the final round of consensus. The final round of transaction 
closes the ledger after appending the authenticated transactions 
onto the ledger. 

1) Composition of the ripple consensus protocol: The 

Ripple Consensus Protocol consists of several components: 

Server, Ledger, Last-closed ledger, Open-ledger, Unique node 

list (UNL), Proposer. 
The server is an entity that runs the Ripple server software. 

Ledger is an append only record of the amount of currency 
in each user‟s account and represents the ground truth of the 
network. The ledger grows with updating transactions using the 
consensus protocol. 

The last-closed ledger describes the most recent state of the 
ledger after the consensus protocol has validated transactions 
and appended the validated transaction onto the ledger. 

The Open ledger is used to represent the current operating 
status of a ledger on a node. 

2) Correctness of the consensus: There is the likelihood of 

a validating node being compromised to form a cartel of 

corrupt validating nodes to comprise the byzantine-fault-

tolerance integrity of the consensus. The ripple consensus 

protocol maintains correctness for agreements and resistive to 

Byzantine failures by adopting a mechanism where a 

transaction is approved only when 80% of the validating 

nodes agree using the consensus algorithm. Dishonest 

agreement to validate a message transmission is possible only 

after the number of faulty validating nodes exceed 80% of the 

unique node list. The consensus protocol with honest nodes in 

the UNL will maintain correctness if the unique node list UNL 

of   nodes in the network meets this condition: 

  (   )    

Where   is the number of Byzantine failures. In situations 
of (   )      Byzantine failures, the correctness of the 
consensus is maintained. The consensus will only confirm a 
fraudulent transaction when there are (    )   failures or 
more. The probability of occurrence    hereafter, points to the 
likelihood of growing the size of the nefarious cartel below the 
maximal threshold of Byzantine failures. 

   ∑ (
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Where     denotes the probability of any node colluding 
with other nefarious cartel. 

In Fig. 1, the process for the Ripple consensus is outlined. 

The validation nodes are IoT sink nodes from several local 
IoT networks. 

 
Fig. 1. Ripple consensus data flow diagram 

 
Fig. 2. Smart contract dataflow diagram 

In Fig. 2, the smart contract data flow is presented. The 
smart contract operates between the sink node and the cloud 
network. The IoT gateway runs the blockchain smart contract. 
The smart contract ensures that users, devices, and data are 
verified and validated for data storage operations on the 
distributed ledger. Data from the sink node get stored onto the 
distributed ledger through the IoT gateway. The sink node 
registers itself on the blockchain in step 3a. The IoT gateway 
always verifies the state of the blockchain using the internal 
storage distributed ledger as input to validate the integrity of 
the blockchain using the cloud or remote. Connected sink 
nodes constitute the consensus nodes for performing user, 
device and data integrity checking before either writing onto 
the blockchain or access data from the blockchain. Data 
writing operations on the blockchain are done by the sink 
nodes, to append data onto the blockchain. They are referred to 
as data write operations in step 2a. The hash and encrypted 
data from the sink node are used in the next phase. The 
writedata function in the smart contract is used to append the 
hash of the sink node data onto the blockchain. The encrypted 
data is then written to the gateway internal memory in steps 4a-
8a. The Ecall/Ocall wrapper communicates with the gateway 
internal memory as illustrated in the step 5a. The hash of the 
data from the sink node is verified by recalculating the hash-
based message authentication code (HMAC) based on the 
encrypted and comparing the given hash with the derived hash. 
The Integrity Checker verifies and validates IoT data by 
ensuring that the given hash and the derived hash are the same, 
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the encrypted data is sealed and written to disk in step 7a. If the 
report from the Integrity Checker shows a difference in the 
string structure of the derived hash from the given hash, that 
will result in discarding the data including the hash from the 
sink node. Step 7a and Step 8a are used in validating the hash 
and proceeding to either write the encrypted data to disk or 
disproving the hash and discarding the data from the sink node. 

Data accessing activities from the blockchain is done using 
the data read module. A user module first registers third-party 
users using the allowAccess method with the smart contract. 
The user calls the revokeAccess function to revoke access for a 
user. Step 1b outlines the interaction of the third-party user 
with the smart contract in obtaining the hash of the data 
generated by the sink node after providing the device ID of the 
sink node. The smart contract checks if the third-party user 
device ID and the address have the validation necessary to 
access the data after doing integrity checking for the third-party 
user ID and address. The hash of the sink node data is only 
returned from the cloud storage after the integrity checker 
grants the access permission to the third-party user to enable it 
to access the data from the IoT gateway persistent storage (IoT 
gateway internal memory) that represents local storage of the 
data. The smart contract uses the READDATA API as 
illustrated in step 4b, to confirm if the third-party user has the 
access permission to read the data hash identifier supplied by 
the third-party request. In step 5b, it illustrates how data is 
retrieved from the secured internal gateway storage once data 
access permission is granted. The data is unsealed in step 6b, 
and the integrity of the data is checked in step 7b, after 
recalculating and verifying the digital signature by comparing 
the given and the derived digital signatures. The sensor data 
stored in the gateway internal memory is read and returned by 
the user only after the digital signature verification is 
completed. Steps 9 and 10 illustrate the data flow for this 
operation [14]. 

In Table I, the pseudo-code for the smart contract is 
presented. 

Where: 

OwnerAddress: Sink node identity (SNId) 

Device: Sensor 

DeviceID: SensorID (SsId) 

In [15] five main blockchain consensus protocols were 
examined using the unique properties of type (probabilistic or 
absolute finality), level of fault-tolerance, power consumption, 
scalability, and application. The five consensus protocols are: 
Proof-of-Work (PoW), Proof-of-Stake (PoS), Delegated Proof-
of-Stake (DPoS), Practical Byzantine Fault Tolerance (PBFT) 
and Ripple. 

The ripple consensus proved to have a good scalability, 
involved negligible power consumption, low fault tolerance 
and operated using permissioned application. In ripple 
consensus, the entire network will continue to function to 
support correct consensus even if 20% of the nodes are 
attacked by Byzantine generals problem [16]. 

TABLE I.  SMART CONTRACT PSEUDOCODE 

Algorithm: Smart Contract Pseudo-code 

1: HashMap deviceRegistry(key:ownerAddress, value:List[deviceIDs]) 

2: HashMap deviceData(key:(ownerAddress, deviceID), 

value:List[DataHash]) 

3: HashMap DataAccessRegistry(key:(ownerAddress,  thirdpartyAddress, 

deviceID), value: bool isAllowed) 

4: function REGISTERDEVICE(ownerAddress, deviceID) 

5:   InsertToHashMap(key:ownerAddress, value:List[deviceIDs]) 

6: end function 

7: function WRITEDATA(ownerAddress, deviceID, Data) 

8:    if owner == ownerAddress 

9:    deviceData([owner, deviceID], List.InsertData(hash(Data))) 

10: end function 

11: function READDATA(ownerAddress, thirdPartyAddress, deviceID) 

12: if DataAccessRegistry(thirdPartyAddress) == true 

13:    return deviceData[hash(ownerAddress, deviceID]) 

14: end function 

15: function GRANTACCESS(ownerAddress, thirdPartyAddress, 

deviceID) 

16:    if owner == ownerAddress 

17:    DataAccessRegistry[hash(ownerAddress, thirdPartyAddress, 

deviceID)] = true 

18: end function 

19:    function REVOKEACCESS(ownerAddress, thirdPartyAddress, 

deviceID) 

20:    if owner == owner Address 

21:    DataAccessRegistry[hash(ownerAddress, thirdPartyAddress, 

deviceID)] = false 

22: end function 

D. Modeling Languages for Verification Systems 

Modeling systems exist to provide opportunity for 
designing, developing, and implementing critical systems. 
Although there are several kinds of tools and platforms for 
modeling, simulation, and verification of systems, the coloured 
petri nets (CPN) is distinguishable in the following aspects: 
CPN offers several functions and provides a flexible 
manipulation of the functions in developing a model. The CPN 
tool has been improved and tested to support the modeling of 
complex systems [17]. 

Study [18] surveyed several modeling tools for checking, 
validating, and some cases improving the design requirements 
of systems. Notable modeling systems mentioned included the 
Practical Robust Implementation and Sustainability Model 
(PRISM), Numeric Symbolic Model Verifier (NuSMV), 
UPPAAL, Symbolic Analysis Laboratory (SAL), SPIN, Beryl, 
D-Finder. 

The related works showed available research on IoT 
solutions that is based on blockchain. It however confirmed the 
absence of an implementation for a blockchain-based solution 
to authenticate and protect IoT data transmitted between 
actively connected network elements of the IoT gateway and 
the cloud. 
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Additionally, there is an implementation gap for a formal 
model for IoT systems that directly involved the sensor, sink 
node, IoT gateway, and the cloud elements in a blockchain-
based IoT architecture. 

In the next section, the methodology for the paper is 
presented. 

III. METHODOLOGY 

The target and design principles that formed the basis for 
the chosen methodology to support a blockchain-based 
consensus mechanism for authentication of node data for IoT 
systems are hinged on a security solution appropriate for an 
environment where the devices are resource-constrained. 

The design principles for the methodology are the usage of 
decentralized authentication, smart contract for consensus 
among sink nodes, lightweight cryptographic solution, digital 
signature, smart contract with lightweight cryptographic 
function, a formal modeling tool that allows for dynamic 
behavior modeling, and the provision of a visual simulation 
tool. 

The design goals on the other hand involved the 
elimination of a single point of failure, stronger security, 
extending data protection with a lightweight cryptographic 
solution, enforcing authentication with smart contract, the 
proposal of a formal model for a generic blockchain-based IoT 
solution, and the validation of a blockchain-based IoT solution 
through simulation. 

A. Heterogeneous IoT Architecture 

An architecture consisting of several subsystems was 
adopted for the implementation of the blockchain-based 
authentication mechanism. 

 
Fig. 3. An IoT architecture 

In Fig. 3, an IoT architecture with components for a 
heterogeneous cyber-physical network is displayed. The 
architecture has three components involving a local IoT 
network which consisted of sensor end devices and sink nodes, 
an overlay network that employs blockchain-based distributed 
ledger, and a cloud network (remote storage) to receive and 
store the hash values of the sensor data. The local IoT networks 
amalgamate validated sink nodes with their validated data and 

transmit them through an IoT gateway to be stored on the 
distributed ledger [19]. 

The local IoT sub model is composed of elements that 
consist of security management, devices and sensors, internet 
connectivity things, Application Programming Interface (API) 
libraries, System Development Kits - SDK. Distributed 
systems that operate based on a decentralized authentication 
mechanism is prone to attacks such as the double spending 
instances where validated messages that represent independent 
transactions have the possibility of getting used in 
simultaneous transfers without considering the output of each 
transfer in the simultaneous transactions [20]. 

B. Coloured Petri Net 

The coloured Petri Net (CPN) is a graphical mathematical 
modeling language. It is used to describe and check system 
properties, security requirements and synchronization 
characteristics for real-time distributed systems, and more 
generally event-driven systems. CPN comprises essential tools 
for analyzing boundedness, reachability, resource conflicts, 
deadlock as well as the structural properties of a real-time 
system [21]. 

The formalization of CPN is composed of nine tuples. 

    (                 ) 
Where: 

P = {P1, P2, …, Pm} represents a finite set of places. 

T = {T1, T2, …, Tn} denotes a finite set of transitions. 

A: Directed arc set 

∑: A finite set of colour set types 

V: Denotes a finite set of variables whose type   . 

C: It represents the colour set function from P to ∑. 

G: Denotes the set of guard functions of transitions. 

E: It represents a function that associates an arc expression 
to each transition. 

I: denotes the function that gives the initial marking of each 
place. 

The graphical representation of Petri net comprises of rings 
representing Places, rectangles denoting Transitions, arrows 
symbolizing Arcs. 

A coloured Petri net is composed of variables, values, and 
expressions. CPN objects are described using colour domain 
that comprises variables, data values, operators, a syntax for 
expressions, and typing rules. An abstract colour domain 
consists of : Data values    Variables   and Expressions ( ) 
[22]. 

                              These data values 
include integer values, Boolean values (True and 
False), and special undefined value  ; 

                          that are represented using 
single letters         or as subscribed letters         
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                              that are composed of 
values, variables, and suitable operators. 

Variables or values may form a basic expression. Thus, 
     . For example, let      the expression     ( ) 
denotes the set of variables from   involved in  . 

A         is a restricted function      . Let     
and   be a binding.  ( ) represents the evaluation of   under 
   if the domain of   does not include     ( ) then  ( )    . 

Both sets and multisets of expressions are subjected to 
binding evaluations. 

For example, if   *       +  we have   (  
 )     With   *      2+  according to the colour 
domain, we may have  (   )     (no coercion), or 
 (   )       (coercion of integer 1 to string “1”), or 
 (   )    (coercion of string “2” to integer 2), or even 
other values as defined by the concrete colour domain. 

Two expressions          are said to be equivalent which 
is represented as        if for all possible binding  , the 
binding for both expressions are the same  (  )   (  ). For 
example,                   are pairwaise equivalent 
expressions for the usual integer arithmetic. 

Definition 1 (Petri nets). A Petri net is a tuple with several 
elements such as (      ) where: 

                                S is also represented as 
P 

                                                      

                                      

             ( )  
                                                 is allowed 
to carry, 

              ( )                            a 
condition for its execution, 

        (   )  
(    )  (   )  (   )                      and defines 
the     from           . 

Definition 2 (Markings and Sequential Semantics) Let 
  (     )                

A marking M and N is a 
                                     to a 
                     
 ( )                                    

                 is enabled at 
                                                
 ,   ⟩                                    

                                    
   ( (   ))     

                              ( ( ))    True 

                                          
   ( (   ))                     ( ). 

                                                  

                     a marking                     
       ( )   ( )   ( (   ))    ( (   ))  

                    ,   ⟩     

The marking graph 
                                               

                such that: 

                  

                           ,   ⟩                   

                                   

                      (   )  

The definition of marking graphs allows the addition of 
infinitely many arcs between two markings. If  ,   ⟩  there 
might exist infinitely many other enabling bindings that differ 
from   only on variables not involved in    Finally only firings 
 ,   ⟩ such that the domain of          ( )      ( ( ))  
⋃ (    ( (   ))      ( (   ))   ) is considered. 

In the next section, the results and discussion for the 
proposed methodology is presented. 

IV. RESULTS AND DISCUSSION 

The use of the mathematical and visualization features of 
CPN provided the set of mathematical foundations necessary 
for representing and describing the elements and security 
properties of the proposed solution that is based on the IoT 
architecture. 

In this section, the simulation results for the blockchain 
consensus using CPN tools  are presented and discussed. 

 
Fig. 4. CPN modeling of the blockchain consensus protocol 

In Fig. 4, the CPN modeling of the blockchain consensus 
mechanism with validators is presented. The validators are an 
amalgamation of the current sink node which presents the data 
to be validated as well as other external sink nodes within the 
hierarchical IoT network. The external sink nodes form the 
external validators. The sink node whose data is to be validated 
through the consensus assumes the local validator status. The 
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validators (local and external) reach agreement to validate data 
if and only if the number of the positive feedbacks are more 
than half of all the total decisions from the validation voting by 
all the validators. Once a message does not get at least more 
than half of the total decisions to be positive feedbacks, that 
message is discarded. A session for the consensus by the 
validators is considered closed once the decision on a message 
has been made in accordance with the consensus correctness 
criterion of the adopted blockchain consensus. The correctness 
criterion of the consensus is critical to make the algorithm 
byzantine fault tolerant. 

 
Fig. 5. Local validator feedback decision 

In Fig. 5, the consensus commencement for validators is 
illustrated. The blockchain consensus starting with the local 
validator to decide by voting by on the feedback of the data 
under validation is presented. There are two feedback options 
(0, 1) to be selected by a validator. Option 1 symbolizes 
positive feedback whereas option 0 denotes non-positive 
feedback. The “start validation transition” has not been fired 
yet. Selecting a choice for the feedback will fire the transition. 
The token (1`1) on the local validator symbolizes a single node 
data and the specific data to be validated is 1. The update on 
the number of proposals “nbprop” of 1`(0, 0) shows that voting 
on the decision feedback on the data under validation has not 
started (0, 0). 

 
Fig. 6. Local validator feedback decision proposal update 

In Fig. 6, a feedback decision of „1‟ on the data under 
validation is presented. The feedback from the local validator 
confirms that the “start validation transition” has been fired. 
The update on the number of proposals “nbprop” of 1`(1, 1) 
shows that voting has started on the decision feedback on the 
data under validation. That only 1 validator has voted on the 
decision feedback. That decision is a positive decision (1 – 
„Number of decisions‟,1-„number of positive decisions‟). 

 
Fig. 7. External validator1 feedback decision 

In Fig. 7, the feedback decision from external validator1 on 
the data under validation is illustrated. 

The update on the nbprop place 1`(2,2) shows that there 
have been two voting decisions and all the decision are positive 
decisions. 

 
Fig. 8. External validator2 feedback decision proposal update 

In Fig. 8, the feedback decision from external validator2 on 
the data under validation is shown. 

The decision feedback voting update on the number of 
proposals “nbprop” – 1`(3,3) shows that there have been three 
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feedback decisions with all three being positive feedback 
decisions. 

 
Fig. 9. External validator3 feedback decision proposal update 

In Fig. 9, the feedback decision from external validator3 on 
the data under validation is illustrated. The local validator, 
external validators 1, 2, 3 have all voted on the decision and 
have the feedback updated and stored on the nbprop place. The 
token value has been updated to 1`(4,3) to show that there have 
been four votes (local validator, external validators 1,2,3). And 
that three out of the four votes are positive feedback decisions. 

 
Fig. 10. External validator4 feedback decision proposal update 

In Fig. 10, the feedback decision from external validator4 
on the data under validation is depicted. Additionally, it 
provides the update as illustrated in the place for the number of 
proposals “nbprop” for a total of five decisions, with three 
positive feedback decisions. The EndValProcess transition is 
highlighted to show that it is the next action or step to be taken 
for the simulation. 

 
Fig. 11. Decision result after the proposals 

In Fig. 11, the data flow CPN simulation on the decision 
feedback results at the end of the decision voting process is 
represented. The token value on the nbprop 1`(5,3) and the 
summary information on the transition confirm that there was 
one data identity that represented 1 data element to be validated 
and that there were 3 positive decision feedbacks. 

 
Fig. 12. Consensus decision 

In Fig. 12, the decision on the data at the end of the 
consensus process is shown. The initial token element 1`1 on 
the local validator place has been moved to the place for the 
ValidatedData. Additionally, the consensus session is closed 
and the nbprop token element is reset to 1`(0,0). 

The firing of the EndValProcess transition ends and session 
for the consensus activity. The data is then validated and the 
colour token 1`1 on the ValidatedData place finalizes the 
consensus. 
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TABLE II.  DESCRIPTION OF CPN MODELING FEATURES FOR THE 

BLOCKCHAIN CONSENSUS MECHANISM 

Abbreviation Description  CPN 

Component 

LocalValidator It represents an internal 

sink node. The container 

for keeping a sink node 

data prior to a validation 

operation 

Places 

ExValidators It denotes external sink 

nodes that form the 

external validators. These 

are all the other sink nodes 

within the hierarchical IoT 

network. They join the 

internal validator to reach 

an agreement on a message 

through a blockchain 

consensus. 

nbprop A container for keeping all 

the decisions resulting 

from validators using the 

consensus rule to vote on a 

data under validation. 

ValidatedData It represents the results 

after the voting decisions 

undertaken by all the 

validators have ended. 

When the number of 

positive feedbacks where 

at least 60% of the total 

decisions by the validators, 

the data will be moved to a 

new state of 

ValidatedData. 

DataUnderValidation It denotes a place that 

specifies the current data 

being validated is kept. It 

is represented by the 

identity of the data which 

is captured as (`cpt) on the 

arc inscription. 

StartValProcess It is an event that signifies 

the start of the consensus 

session. The local validator 

is an input to this event. It 

fires the data from the 

local validator to the 

external validators as well 

as updates the 

DataUnderValidation and 

the “nbprop” places.  

Transitions 

EVDecision It is a transition label for 

the CPN event that fires 

the decision of each 

external validator as 

feedback on a data. The 

input of the transition is 

the external validator and 

the data to be validated 

based on the consensus 

rules. The output for this 

transition is the number of 

decision feedbacks and the 

number of positive 

decision feedbacks. 

EndValProcess It is a transition to signify 

the close of a consensus 

session. It has 

DataUnderValidation, and 

Abbreviation Description  CPN 

Component 

nbprop as input. The 

output of this transition is 

the ValidatedData. 

cpt A token for describing the 

identity of data under 

validation. The data under 

validation is submitted by 

the local validator to the 

validators where the 

consensus mechanism is 

applied on the data using 

other established rules in 

the consensus to vote on 

the data in validating it.  

 

 

 

 

 

 

 

 

 

 

Variables 

EVi (i = 1 .. 4) The token identifying  the 

external validator i. 

data A data element 

representing the data under 

validation by the external 

validator. 

nboffeedbacks It is a counter that records 

the decisions of voting 

activities by providing an 

update on the total number 

of feedback decisions  

nbofposfeedbacks It is a counter that records 

the total number of 

positive feedback 

decisions. Both the number 

of feedbacks and the 

number of positive 

feedback decisions are 

stored as a token in the 

“nbprop” place and are 

updated each time an 

external validator decision 

is taken.  

In Table II, the CPN simulation components for the 
consensus mechanism for the system are presented. The 
components for the simulation consisted of CPN places, 
transitions, arc expressions, and initial marking of places using 
coloured tokens. The various components used in the 
simulation of the consensus mechanism were described in the 
table. 

The use of the proposed IoT architecture is an improvement 
on a related work that used blockchain mechanisms for IoT 
data security. In [19] the blockchain solution did not indicate 
how the node data from the sensor was protected as well as an 
approach to maintain the integrity of the data communicated 
between the sensor and the sink node. The proposed 
blockchain-based IoT architecture used a centralized approach 
with a lightweight-cryptographic mechanism to protect the 
content of data between the sensor and the sink node. 
Additionally, the use of a non-monetary-based blockchain 
consensus mechanism where only the IoT gateway and other 
sink node clusters formed the consensus nodes is used to 
implement a smart contract with a lightweight cryptographic 
function for decentralized authentication of node data. 

The use of the decentralized consensus ensured the 
elimination of a single point of failure situation for the IoT 
network and supported a distributed ledger that guaranteed the 
availability of validated node data on the IoT internal storage 
and the cloud for authorized users in the IoT system. 
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In the next section, the general conclusion of the work is 
presented. 

V. CONCLUSION 

Distributed systems that rely on decentralized processing 
for authentication and validation of processes like the 
blockchain system use agreements through consensus 
mechanisms to assure and maintain the correctness of 
decisions, and to guarantee stable systems. For a blockchain 
mechanism to be deployed in an IoT network where the 
devices are resource-constrained, an architecture was designed 
that factored in the challenges regarding memory, 
computational processing, and energy limitations of sensors 
and sink nodes. The distinctive security features in the 
proposed consensus mechanism enabled the core elements of 
the IoT architecture to reach an agreement among the sparsely 
fragmented network elements in the IoT architecture. The use 
of the IoT gateway, PKI, and cloud network in the architecture 
supported a security solution that provided a trade-off between 
performance, fairness in load balance, and security. 

Additionally, the ripple consensus mechanism provided a 
byzantine fault-tolerant approach with good scalability to 
support a large network consisting of several subsystems. 

The modeling and simulation of the blockchain-based 
authentication mechanism provided the possibility of 
validating the security properties of an IoT security solution 
that is based on a decentralized authentication approach. The 
CPN features including places, transitions, arcs, expressions, 
and initial markings of places with tokens were used to 
represent the entities or physical attributes of the system as 
well as the design decisions of the system. The design 
decisions and the dynamic nature expectations of the 
distributed ledger system were represented using places, 
transitions, arc expressions, and tokens. 
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Abstract—This paper describes the design of a programming
framework for microcontrollers specially the ones with low
program and data memory, using as a base a programming
language with modern features. The proposed programming
framework is named Aixt Project and took inspiration from
other similar projects such as Arduino, Micropython and TinyGo
among others. The project’s name is inspired on the weasel pet
of the V programming language and at the same time it is a
tribute to Ticuna people who live in the Amazon rain-forest, just
between Colombia, Perú and Brasil. Aixt comes from Aixtü or
Aitü rü which means otter in Ticuna language. The proposed
programming framework has three main components: the Aixt
language based on the V syntax, a transpiler that turns the
defined V-like source code into C, and a generic cross-platform
Application Programming Interface (API). The target of this
project is obtaining a cross-platform programming framework
over the same language modern language an the same API, for
programming different microcontrollers especially the ones with
low memory resources. Aixt language is based on the syntax
of V programming language but it uses mutable variables by
default. V language was selected to be used as base of this
project due to it is a new compiled programming language with
interesting modern features. In order to turn the Aixt source
code into C, a transpiler is implemented using Python and the
some specialized libraries to design each part of its translation
process. The transpiled code is compiled by the native C compiler
of each microcontroller to obtain the final binary file, that is
why the API has to be adapted for each native C compiler.
The complete project is released as a free and open source
project. Finally, different application test were done over the XC8
and XC16 compilers for the PIC16, PIC18, PIC24 and dsPIC33
microcontrollers families, demonstrating the correct working of
the overall framework. Those tests show that the use modern
language framework to program any microcontrollers is perfectly
feasible using the proposed programming framework.

Keywords—Microcontroller; transpiler; API; programming lan-
guage; V; V-lang; Aixt project

I. INTRODUCTION

The different processor architectures used by the com-
mercial microcontrollers, make the programming process de-
pendent on those architectures and thus not universal. Even,
when the microcontrollers are programmed on high level
languages, tasks such as peripherals, timers, setup registers,
and others, keep depending on the programmer’s knowledge of
the processor’s architecture [1], [2]. There are some different
projects which pretends to generate cross-platform program-
ming frameworks [3], using different programming languages
like JavaScript [4], and other implementations using virtual
machines [5], [6], [7]. An example of those programming
frameworks (and one of the most popular) is Arduino[8], [9],

[10], which is based on C language in addition to an API
which makes the programming process easier. That API works
on a predefined hardware setup to reduce the setup process
by the programmer. Another popular programming framework
for microcontrollers is Micropython which implements on
several devices a subset of Python language. Micropython has
specific relatively high memory requirements which makes
it impossible to run on small microcontrollers, but it has
been ported to a large number of different architectures [11]
mainly in internet of things IoT implementations. Arduino
is compiled but its C syntax lacks modern features, on the
other hand Micropython is interpreted and therefore non time
optimized as compiled language, but there is an intermediate
framework named Tinygo which implements Go language on
Microcontrollers, offering modern features like Python and the
advantage of being compiled [12] like Arduino (C). However,
most of the microcontroller with limited memory features does
not fit to the memory requirements of the projects previously
described, so for those ones it is necessary to use their native
C compiler.

In order to obtain the best execution times and the best code
optimization level [13], [3] it is necessary to use the native C
compiler of each architecture. Then, if there is a programming
framework with an upper modern language layer, a transpiler
to C and the native C compiler as a part of the framework, this
could have high level language features along with optimiza-
tion levels similar to the ones reached with only the native
compilers. The described programming framework needs to
have a transpiler [14], which is a translator from the upper layer
language to the native C [15]. Transpilers are highly utilized
nowadays [16], [17], in several languages both compiled and
interpreted [18], [19], [20], and even in languages based on
virtual machines [21]. Those transpilers are mainly used in
order to reuse source code that comes from another different
language [18], or improve the execution times or another
performance feature of the program [22], [23] changing the
platform or language (for instance turn Python (interpreted)
into Rust (compiled) [19]), even translating source code to
gate-based hardware [24] like FPGAs or other processor-less
devices.

Several new programming languages have emerged nowa-
days, mainly to solve some of the issues of the traditional ones
such as safety, memory management among others. Among
these new languages are Go, Swift, Dart, F# and Rust, being
this last is one of the most preferred ones[25], having even
implementations on microcontrollers [26], [27], [28]. There are
some other other languages such as Peregrine which is based
on the Python’s syntax and the V programming language [29]

www.ijacsa.thesai.org 32 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

wish is inspired on Rust and other languages. V is an statically-
typed programming language with several modern features that
make the development easy, and a better learning curve than
other modern languages like Rust.

This paper proposed a programming framework for micro-
controllers that is composed by a high level language based
on V as the main language, a transpiler from this V-like
language named Aixt to C, and the microcontrollers’ native C
compiler which finally generates output binary file. In order to
generalized the programs across the different microcontrollers,
a general API is designed, which is implemented on each
C compiler of the supported devices (in this first stage for
XC8 and XC16 compilers). For the transpiler implementation
Python and the module SLY were used, to write the lexer
analyzer and the Parser. This project is based on a previous
one named Sokae [30] developed by the same authors.

The paper is organized as follows: Section II presents
the methodology for implementing the overall proposed pro-
gramming framework, including the Aixt language definition
(Section II - A), the Python implementation of the Aixt-to-C
transpiler (Section II - B), and the API implementation for the
XC16 compiler and PIC24 microcontrollers family (Section
II - C). Section III shows the Aixt language functionality
by implementing several examples, as well as it presents the
results of implementing the proposed programming framework
by several test source codes. Finally, Section IV shows the
conclusions about this research’s main ideas, including possi-
ble future jobs.

II. METHODOLOGY

With the name Aixt Project, a microcontroller programming
framework is implemented. This framework uses an homonym
language which is based on the V programming language. A
transpiler from Aixt language to C is the most important block
of this framework, as well as an Application Programming
Interface (API) written in both languages. As part of the
proposed structure, the native C compiler of the specific micro-
controller finally generates the output binary file, as shown in
Fig. 1. Using the proposed framework, the users will be able to
write the source code in Aixt language using a standard API
and obtains the binary file for a specific microcontroller or
board without having further knowledge of the programming
architecture. This framework pretends to be highly modular
and relatively easy to include other microcontrollers or boards.
The Fig. 1 shows the general structure of the programming
framework indicating that for each new microcontroller to be
supported it is necessary to adapt the API (Fig. 1 right) to this
and invoke its specific native C compiler (Fig. 1 left down).
The specific test done for this paper were implemented on
some different Microchip® microcontroller families such as
PIC16, PIC18, PIC24 and dsPIC33 using the XC8 and XC16
compilers, these microcontrollers were selected because their
limited amount of implemented memory.

A. Aixt Language

Aixt is the name given to the proposed language and the
overall programming framework. This language is based on the
V programming language [29] and shares most of its syntax.
Due to its relatively short learning curve, V language was

Fig. 1. General programming framework diagram

selected for this implementation instead other new languages
like Rust [30]. The framework and language name is inspired
in the Weasel pet of V Language, and at the same time is a
tribute to Ticuna people who live in the Amazon rain-forest in
the borders between Colombia, Brasil and Perú. Weasels are
mustelids just like otters, so the name Aixt comes from Aixtü
or Aitü rü which is a way to say otter in Ticuna language.

Aixt is a compiled and statically typed programming lan-
guage based on the V syntax. This is designed to be used
on a wide range of microcontrollers no matter their memory
limitations. Aixt syntax shares some feature with languages
such as Rust and Go, therefore also it shares syntax features
with C, which makes Aixt easy to understand and transpile.

Listing 1 shows an example code using Aixt language and
API, which makes blinking a LED for a specific microcon-
troller’s pin. Likewise, the Listing 2 shows the C equivalent
of the same Aixt source code.

Some of the basic features of Aixt language are listed as
follows:

• the := operator is used for declaring variables.

• Unlike V, variables are mutable by default in Aixt.

• ix, ux and fx variable types for regular integers,
unsigned integers and floating point variables.

• isize and usize for integers with same size of the
processor.

• rune type for character variables.

• Default type inference in declaring.

• Underscore character in literals for improving its read-
ability.
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• The main function is the first entry of a V program. In
case of having only one source code, the main function
definition can be ommited.

• All instructions end with a new line character, whit a
semicolon or with a curly bracket close.

• The semicolon is optional. It has to be used when
having two simple instructions in the same code line.

• All the code blocks are delimited by curly braces.

• All function declarations start with the reserved word
fn.

• The names for all the identifiers (variables, constants,
functions, etc.) prefer to use snake case as in V, for
instance the function pin_low(). This feature is
implemented in order to keep a standard format for
all the V source code.

• There is only a loop instruction which is used for
implementing all the supported loops, changing only
its input parameters syntax.

• The reserved word import is used for including
different complete modules or libraries.

• In order to reduce the C obtained code, it is possi-
ble to include individual components from a global
module using the curly braces following the syntax:
import module { comp1, comp2, ...}

Listing 1: Blinking LED example in Aixt

import machine { p i n }
import t ime { s l eep ms }

p i n ( A6 ,OUT)
f o r {

p i n h i g h ( A6 )
s l eep ms ( 5 0 0 )
p in low ( A6 )
s l eep ms ( 5 0 0 )

}

Listing 2: Resultant C code for the Blinking LED example

# i n c l u d e ” . / s e t t i n g s . h ”
# i n c l u d e ” . / machine / p i n . h ”
# i n c l u d e ” . / t ime / s l eep ms . h ”

i n t main ( void ) {
p i n ( A6 ,OUT ) ;
whi le ( t r u e ) {

p i n h i g h ( A6 ) ;
s l eep ms ( 5 0 0 ) ;
p in low ( A6 ) ;
s l eep ms ( 5 0 0 ) ;

}
re turn 0 ;

}

B. Transpiler

A transpiler is a program that translates source code
between programming languages with the same abstraction
levels, by contrast a compiler translate source code generally
to another low level language. The proposed programming
framework does not compile directly the Aixt source code
but transpile it to C. The Transpiler from Aixt language to
C is implemented with Python and using the PLY module
in order to implement the lexer analyzer and parser for the
input source code. The complete working diagram of the
implemented transpiler is shown in Fig. 2, where and input file
with .v extension get in to the transpiler and it generates the
output .c file. The transpiler implementation is based on part
of the V language grammar, the Listing 3 shows and extract
of that grammar in Backus-Naur form (BNF). This part of the
grammar shows the definition of the four different ways to do
loops in Aixt using the reserved word for, including infinite
loops.

Fig. 2. Transpiler diagram

Listing 3: Aixt language BNF definition (extract)

. . .
f o r S t m t : : = f o r b l o c k

| f o r exp r b l o c k
| f o r f o r C l a u s e b l o c k
| f o r i n C l a u s e b l o c k

f o r C l a u s e : : = s impStmt ; exp r ; s impStmt

i n C l a u s e : : = e x p r L i s t in IDENTIFIER
. . .

For the implementation of the lexer analyzer, all of the to-
kens of V language are supported, such as keywords, operands
and other punctuation symbols, as shown in the code extract
of Listing 4.

Listing 4: Aixt Lexer implementation (extract)

. . .
t o k e n s = {

I8 , I16 , I32 , I64 , ISIZE ,
. . .
F32 , F64 , BOOL, RUNE,
IMPORT , IN , MAP, MATCH, RETURN,
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. . .
}

BOOL = r ’ boo l ’ # Types
RUNE = r ’ rune ’
. . .
IDENTIFIER = r ’ [ a−zA−Z ] [ a−zA−Z0−9 ]* ’
. . .

BINARY LIT = r ’ 0b [01 ]+ ’
. . .
l i t e r a l s = { ’ ( ’ , ’ ) ’ , ’{ ’ , ’} ’ , ’ [ ’ ,

’ ] ’ , ’ ; ’ , ’ , ’ , ’ . ’ ,
}

. . .

Once the Lexer analyzer reduced the character flux of the
source code to an token flux, the parser analyzes the syntactic
rules of language in order to find possible syntactic error and
transpile it to C. The most of the syntactic rules of V are
implemented in Aixt using the SLY module as shown in the
extract source code of Listing 5, which matches with the BNF
definition shown in Listing 6.

Listing 5: Aixt Parser implementation (extract)

. . .
@ ( ’ i d e n t L i s t DECL ASGN e x p r L i s t ’ ,

)
def v a r D e c l ( s e l f , p ) :
. . .

re turn r e t v a l u e

@ ( ’ IDENTIFIER ’ ,
’ i d e n t L i s t ” , ” IDENTIFIER ’
)

def i d e n t L i s t ( s e l f , p ) :
. . .

re turn p [ 0 ]
. . .

Listing 6: Aixt BNF rules (extract)

v a r D e c l : : = i d e n t L i s t DECL ASGN e x p r L i s t

i d e n t L i s t := IDENTIFIER
| i d e n t L i s t ” , ” IDENTIFIER

SLY library uses Python’s function decorators to implement
the syntactic rules of the language to be compiled or transpiled,
applying them to each syntactic production, for example the
production varDecl is the implementation of variable declara-
tions in Aixt language.

As previously said, the transpiler reads the source code
written in Aixt, which for compatibility with standard source
code editors, the .v file extension.

C. Application Programming Interface

One of the main goals of the proposed framework is
designing a cross-platform API, which includes the basic
features and peripherals of most microcontrollers. In order

to make the microcontroller’s programming process easier, a
general Application Programming Interface is implemented in
both the Aixt programming language and C for the specific
native compiler. This API includes the peripherals and features
shown in Tables from I to IV.

TABLE I. GENERAL PURPOSE INPUT/OUTPUT

Description Function name
pin type declaration pin()
setting high and low pin_low() pin_high()

setting specific binary value pin_value()
reading an input value pin_value()

TABLE II. ANALOG TO DIGITAL CONVERTER (ADC)

Description Function name
ADC setting up adc()

ADC reading value adc_read()

TABLE III. UNIVERSAL ASYNCHRONOUS RECEIVER TRANSMITTER
(UART)

Description Function name
UART setting up uartx()

single byte transmitting uartx_put()
single byte receiving uartx_get()

TABLE IV. TIMING FEATURES

Description Function name
delays in microseconds sleep_us()
delays in millisecond sleep_ms()

delays in second sleep()

Table I shows the pin and GPIO functions like setup,
input capture and output set. Some devices even could support
exchange state functions (pin_toggle). The rest of API
functions follow the same rules:

• The setup function has the same name of the module.

• The rest of name functions of the same module follow
the syntax: module_function(). For instance:
adc_read() function of machine { adc }
module (Table II).

• Devices with more than one peripheral of the
same time follow this name function syntax:
modulex_function() where the x refers to the
number that identify each peripheral. For instance:
uart2_get() as shown in Table III.

• Some API modules refers to a inner features of the
device different to hardware peripherals, for instance
software delays (Table IV).

The Fig. 3 shows the folder structure designed for the
overall API, this structure has to be followed for each of the
supported microcontrollers and boards to maintain the com-
patibility across all the hardware devices. Following strictly
this folder structure allow the transpiler to correctly redirect
the module including tasks when it is necessary to include to
the project isolated components of a module.

As previously mentioned, the module including
follows the next syntax in Aixt: import module
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for complete modules, which will be transpiled as
#include \./module.h". Likewise, the sub-modules
or module components including follows the syntax:
import module { sub1, sub2, ...}, which will
be transpiled to #include \./module/sub1.h" etc.
That is very important to optimize the resultant binary file.
On the other hand, when a complete module is included, the
./module.h header file has to include all of the .h files in
the correspondent folder on the folder’s API structure.

Fig. 3. General API structure

III. RESULTS

The overall project including the Aixt language defini-
tion, the transpiler from Aixt to C and the API, is pub-
lished by the authors as a free software project at the URL
https://gitlab.com/fermarsan/aixt-project. The authors hope this
project works as a starting point of a great free programming
framework for microcontrollers or as seed for other similar
projects.

The complete programming framework was successfully
tested using some of the 8-bit and 16-bit PIC microcontroller
families from Microchip ®. Those devices were selected due to
their low amount of implemented data and program memories.

Several different working tests have been performed to
check the correctness of most Aixt features. Listings 7 and
8 show a comparison of the variable declarations in Aixt
and the corresponding transpiled C code for XC8 and XC16
compilers. In Aixt the variable declaration is always along with
an assignment. The declaration and assignment process uses
the operator := to differentiate with only assignment =. At
the same time it is necessary to use the conversion predefined
functions such as i8(), u32() and f64() among others,
in order to specify the number of bits and the type of integer
and floating point variables. One of the benefits of using the
conversion functions of V for the variable definitions is that
each variable is bit-width explicit, independent of hardware
device. Listing 7 shows too the use of the underscore symbol
"_" for improving the large numbers readability. Also the
special notations for hexadecimal, octal, and binary literals,

are shown. The only difference with C is the octal literals
beginning with the sequence "0o" (zero + o), instead of only
0 as in C.

Listing 7: Aixt variable declaring and assignment example.

va r2 := i 8 ( 1 2 9 )
va r3 := i 6 4 ( −6 835 292 )
va r4 := u8 (0 b0011 0101 )
va r5 := u16 (0 o073452 )
va r7 := u64 (0 xAAFF 7625 )
va r8 := f32 (1 342 . 5 6 )
va r9 := f64 ( −34 .035 440 )

Listing 8: C resultant variable declaring and assignment ex-
ample.

i n t 8 t va r2 = 129 ;
i n t 6 4 t va r3 = −6835292;
u i n t 8 t va r4 = 0 b00110101 ;
u i n t 1 6 t va r5 = 0073452;
u i n t 6 4 t va r7 = 0xAAFF7625 ;
f l o a t va r8 = 1 3 4 2 . 5 6 ;
long double va r9 = −34 .035440;

Modern programming languages like V has some useful
features such as the type inference, which simplifies program-
ming in most cases. Type inference gives programmers peace
of mind about variable types when they are not needed, thereby
reducing development time. The implementation of this feature
in Aixt is reached by using the standard types for integer
and floating point variables. In the case of XC8 compiler
the standard integer type is int8_t and for XC16 compiler
int16_t. For the floating point variables the default type
is float. Listings 9 and 10 show the transpiling result for
some variable declarations by inference, including Boolean,
character (named runes), integer and floating point literals, for
the XC8 compiler.

Listing 9: Aixt variable declaring and assignment by inference
example.

va r0 := t r u e
va r1 := f a l s e
va r2 := 1345
va r3 := 7 1 . 4
va r4 := −457
va r5 := −10.445
va r6 := ‘d ‘

Listing 10: C resultant variable declaring and assignment by
inference example.

bool va r0 = t rue ;
bool va r1 = f a l s e ;
i n t 8 t va r2 = 1345 ;
f l o a t va r3 = 7 1 . 4 ;
i n t 8 t va r4 = −457;
f l o a t va r5 = −10 .445 ;
char va r6 = ’ d ’ ;
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On the other hand, Aixt language syntax provides support
for some of V’s looping statements, such as: condition for
(while in C), bare for or infinite loop (while(true) in C),
infinite loops, regular for loop and C-like for loop. Listing 10
shows an example of the loop statements currently supported
by the Aixt syntax and Listing 11 shows the C equivalent of
each one. The Aixt-like for loop includes and integer range
notation with the syntax: i..f, where i is the initial value
and f is the final value.

Listing 11: Aixt available loops.

/ / c o n d i t i o n f o r
f o r a < 10 {

a += 1
}
/ / b a r e f o r
f o r {

a += 1
}
/ / range f o r
f o r i in 0 . . 1 0 {

a r r [ i ] = 0
}
/ / c f o r
f o r i : = 0 ; i <=10; i ++ {

a r r [ i ] = 0
}

Listing 12: C equivalent loops.

whi le ( a < 10){
a += 1 ;

}
whi le ( t rue ){

a += 1 ;
}
f o r ( i n t i =0 , i <10 , i ++){

a r r [ i ] = 0 ;
}
f o r ( i n t i =0 , i <=10 , i ++){

a r r [ i ] = 0 ;
}

A. Microcontrollers Setting Up

In order to setup a specific new microcontroller or board
added to the Aixt programming framework, a configuration
file has to be written. The chosen format for this configuration
file is YAML which means Yet Another Markup Language,
and is a very simple format to implement setup file for
software projects. In that configuration file the designer can
setup features such as: type equivalences between Aixt and the
native C compiler, the microcontroller fuses or configuration
bytes, the part or device number, the default header files among
others. This configuration file is expected to be modified once
by the designer and not to be modified by a regular user. The
Listing 12 shows an extract of the configuration file for a
PIC24FJ device.

Listing 13: YAML microcontroller or board configuration file
(extract).

i 8 : i n t 8 t
. . .
u16 : u i n t 1 6 t
. . .
d e f a u l t i n t : i n t 1 6 t
. . .
d e v i c e : p24FJ128GA010
. . .
h e a d e r s :

− <xc . h>
− < s t d i n t . h>

. . .
c o n f i g u r a t i o n :

− ”POSCMOD = XT”
− ”OSCIOFNC = ON”

. . .

On the other hand, a batch file has to be included for each
new device. This file works as a Makefile, following the steps
and invoking the different component of the framework, in
order to obtain the final binary file starting from the Aixt source
code. The batch file has to be provided in .ps1 (PowerShell)
format for Windows and in .sh format for Linux.

IV. CONCLUSION

Using the proposed programming framework, the micro-
controllers programmer can utilize a modern high level lan-
guage programming environment, using a compiled language
with its benefits and at the same time taking advantage of the
modern features of the language. Aixt Language pretends to
be a highly level programming language for microcontrollers
with a short learning curve due to its simplicity compared with
other modern languages. Aixt utilizes modern V-based features
such as type inference but at the exact same time obtains
binary files with similar optimization degrees of standard
compiled languages such as C and similar execution times. Aixt
Language and the proposed programming framework could
enable programming microcontrollers with ease, as long as
they have a native C compilers. At the same time Aixt does not
need a fixed amount of memory to work, the finally binary file
depends only the source code. So it has not the problem of the
memory needed to run a program written with an interpreted
language such as MicroPython or Javascript.

The transcompilation process between Aixt and C is suc-
cessful because both languages are similar, mainly due to all
variables in Aixt are mutable by default like in C, and some
other similar features like curly braces and others. Transpile
another language such Python to C for instance, would be
a little bit difficult because the differences between both
languages.

Aixt Language and programming framework could allow
individuals with little electronics know how to program easily
embedded systems, just like Arduino, mbed, and MicroPy-
thon among other frameworks. Likewise, Aixt could enable
experienced embedded system programmers only learning one
programming language and API, to program a wide variety of
microcontrollers no matter their memory sizes.

All of the features in the proposed programming framework
was completely tested, however not all the modern features of
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the V programming language were implemented. That means
this project can highly improve implementing more features
and adapting it to other microcontrollers and boards. It is
perfectly able to use Aixt language and this framework in the
classroom in Basic courses of microcontroller and embedded
systems, due to currently this project is highly functional.

In spite of the short learning curve of V and therefore Aixt
languages, it is possible to explore another simple languages
to improve the proposed programming scheme, or even giving
support to another main languages maintaining the same API.
One of the candidates is the Peregrine Language who is based
on the Python syntax.

As future work, the development of other useful features
of V language are proposed. For example, the array definition,
direct array indexing using the array for loop, array inter-
polation, matching statements among others. Likewise, it is
important to keep giving support to other MCUs and board
especially those with low program and data memories, which
are the motivation for this project. For instance Atmel ® AT
mega and AT tiny will be included to the project soon due
to they use also the XC8 compiler. Finally, it is possible
to combine PC graphical application developed in V with
embedded application developed in Aixt, taking the advantage
of learning only one programming basis to develop a complete
embedded-based graphical application.
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Abstract—Digital Transformation (DT) is a vital change in the 

way an organization utilizes processes, people, and technology to 

provide value to its ever changing customer expectations over 

products and services. Researchers developed models and 

frameworks to tackle concerns in this area, and existing 

literature improved our understanding of digital transformation. 

However, there are not enough comprehensive systematic 

literature reviews to picture a clear portrait of the advantages of 

related works and point out the major gaps for future studies. 

This study aims to evaluate how these models and frameworks 

affect business while highlighting their advantages and pointing 

out their gaps for future improvements and studies. A Systematic 

Literature Review (SLR) applied and collected and reviewed 

seven models and nine frameworks over five years between 2017 

and 2021 from four databases of IEEE, Web of Science, Scopus, 

and Science Direct. These models and frameworks were reviewed 

and their advantages for researchers and practitioners were 

pointed out while picturing a clear vision of what is done in the 

Digital Transformation development of models and frameworks. 

The findings in this SLR indicated that the rising trend of DT 

studies has increased by 275% solely from 2020 to 2021 with 

62% of those studies conducted in Europe. 

Keywords—Digital transformation; digitalization; model; 

framework; business; SMEs 

I. INTRODUCTION 

Digital Transformation (DT) is a vital change in the way 
an organization utilizes processes, people, and technology to 
provide value to its ever changing customer expectations of 
products and services [1]. Corporations that effectively use 
DT appreciate enhanced yields of resources and therefore 
received higher profits [2]. The DT concept was announced in 
the year 2000 [3], as the DT can be characterized in a broad 
sense as the adoption or modification of business models or 
frameworks as an outcome of the fast quotient of 
technological progress and innovation, which triggers 
alterations in customer and social behavior. It is necessary to 
point out that a framework, also called a model in the 
literature, is a graphical depiction of an occurrence comprising 
its main factors, variables, and the interactions among them 
[4]. Today‟s DT trends are transforming the business 
landscape, over the past decade, researchers have focused 
more on designing DT models and frameworks and provided 
guidelines on how these models and frameworks can function 
in various businesses [4], mainly the previous studies in this 
area were to develop or modify DT modes and frameworks to 

address business needs while explaining the implementation 
process of DT as a whole or a part of the business model. This 
study was focused on a novel perspective and hoped to fill the 
gap between prior studies by gathering the latest DT models 
and frameworks and identifying their advantages for 
businesses by tending to the business needs while examining 
the offered value and applicability of DT models or 
frameworks in today‟s business ecosystem. The literature 
showed that there are numerous DT models and frameworks 
and it is important to choose the most suitable among all the 
proposed models, however, this SLR can be a guideline for the 
leaders and decision-makers in the organization who are 
responsible for approaching the DT to select the most suitable 
DT model or framework for their organization based on their 
DT strategy. As society is leaning toward digitizing countless 
aspects, businesses feel the rising significance of DT. Small 
Medium Enterprises (SMEs) may approach DT for numerous 
causes, DT has the power to enhance customer experience by 
bringing extra data-based insights for business decision-
making. Another reason for taking on DT is the superior 
collaboration that it brings to the business by offering noble 
opportunities, agility, and alignment throughout the body of 
the firm, however, this study approached an unsolved gap in 
this area, and gathered the most recent DT models and 
frameworks developed by the researchers [4], [9-23] for 
businesses and analyzed them to bring their advantages to the 
surface, this approach helps the practitioners to address related 
concerns more swiftly, also it will provide the researchers with 
a more clear vision for their future studies in this area. 

The purpose of this systematic literature review (SLR) is 
to collect and review the proposed models and frameworks for 
DT and encapsulate their approaches toward businesses, 
additionally offering a better understanding of the DT for 
future studies. The significance of improving the DT lies 
within the modifications of business models or frameworks for 
responding to technological, digital, and social changes [5], as 
it can be viewed as a revolution to a fresh organizational 
arrangement that matches better performance in the digital 
economy with the rapid growth of digital properties. On the 
other hand, the scope of this study is to find the answers to the 
following research questions. 

RQ1: What is the distribution of publications over time? 

RQ2: What is the geographical distribution of the studies? 
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RQ3: What are the latest developed models and 
frameworks for business? 

RQ4: What advantages are embodied in each model and 
framework? 

RQ5: How future studies can improve the DT models and 
frameworks? 

II. LITERATURE REVIEW 

A considerable amount of literature has been published on 
Digitalization in SMEs and Industry 4.0 (I 4.0) to determine 
the salient recommendations for their adoption [27], [30], 
They made use of the Technology Organization Environment 
(TOE) framework and determined that SMEs must place a 
high priority on integration IT systems along the entire value 
chain and human capital with a focus on proficiency in data 
analysis and knowledge exploration. A comparative literature 
review by [28] looked into the DT for transportation with 
regard to the product-service system lifecycle. Another study 
[29] only focused on the links between digitalization, 
company culture, and sustainability in SMEs, researchers were 
able to identify ten such interdependencies and develop a new 
analytical framework in the process. The researchers derived 
six key propositions to aid SMEs in their quest for sustainable 
digital development via corporate culture development, such 
as having managers raise awareness and positively shape 
employee perceptions of the prospect of DT, practicing 
leadership, culture, and digitalization for sustainability, and 
prioritizing the integration of DT into the SMEs culture by 
having the organization‟s mission and vision statements 
reflect DT commitments. Another existing study [30] 
explained the requirements necessary to implement DT in the 
Smart Manufacturing assessment models. The study [31] 
undertook a literature review of 204 articles to determine how 
Big Data and the Internet of Things affect businesses and how 
they carry out DT. They noted that the growing prevalence of 
Big Data and IoT increased the amount of disorganized 
knowledge available to businesses and companies seeking to 
implement them should learn how to make sense of this noise. 

However, these researches do not take into account the 
advantages of the most recently developed and redefined DT 
models and frameworks for businesses, also they did not point 
out the presence of the numerous existing DT models and 
frameworks waiting to be tested and improved by the 
practitioners and the enthusiast researchers in this area, this 
systematic literature review aims to fill this gap. 

III. METHODOLOGY 

The research made use of a systematic literature review to 
find and choose relevant articles while simultaneously 
minimizing the chances of conducting the review process [6]. 
The study consisted of a systematic search undertaken in April 
2022. Table I showed a keyword search was employed with 
the selected keywords being relevant to the subject matter of 
the study. The keywords used were “digital transformation” 
OR “digitalization” AND “framework” AND “business” OR 
“enterprise” in tandem with the synonyms listed in the 
following table. These keywords were then used to search 
through four high-quality databases, namely ScienceDirect, 
Web of Science, Scopus, and IEEE. These were selected as 

they adequately covered the fields of digitalization, 
management, and entrepreneurship. 

TABLE I. KEYWORDS SEARCH QUERY 

 Keyword Synonyms 

MAIN “digital transformation” OR “digitalization” 

AND “model” OR. “framework” 

AND “business” OR “enterprise” 

Table II portrayed inclusion and exclusion criteria used as 
part of the selection process to identify articles that were 
relevant to the research‟s aims. The inclusion criteria stated 
that only documents published within the last five years were 
to be utilized in the study. As it was merely after 2014 that the 
DT expression was rapidly nurtured in recognition both by 
experts and researchers [7]. The business world concentration 
has reformed significantly for facing the businesses DT from 
2017 to 2021 [4]. In order to narrow down the search results to 
the most recent and cutting-edge research in the field of DT, 
the inclusion criteria are set to be restricted to only journal 
articles that were published in English and open access type. 
Records that did not meet these criteria were excluded from 
the review. 

TABLE II. INCLUSION AND EXCLUSION CRITERIA OF THE STUDY 

Inclusion Criteria 

Documents published within the last 5 years from 2017 to 2021. 

Journal articles published in the English language. 

Documents that are related to the “Business” and “Management” subject areas. 

Full-text studies that are accessible and downloadable (open access). 

Studies that present models or frameworks for digital transformation. 

Studies that include matching keywords with our research. 

Exclusion criteria 

Any records published before the year 2017 and after 2021. 

Only published journal articles and review articles. 

Journal articles published in any language other than the English language. 

Relevant studies in which the focus areas are business or management. 

“Digital transformation” OR “Digitalization” OR “Digitalisation” don‟t exist in 

the title, abstract, or keywords of the studies. 

The PRISMA statement was used to screen records for the 
primary study selection process. The acronym PRISMA is an 
abbreviation of, the “Preferred Reporting Items for Systematic 
Review and Meta-Analyses” [6]. In [8]author  stated that it is 
capable of exclusion of duplicated studies between databases. 
It also enabled the researcher to remove studies without 
clearly defined aims, studies that are not relevant to the 
research questions, and studies that only focused on one 
keyword as opposed to all of them, e.g. digitalization, model, 
and business. In this SLR the updated version of PRISMA, 
PRISMA 2020 is utilized. 

A total of nine thousand, eight hundred and ninety-six 
(n=9896) articles were retrieved from a preliminary search of 
the four databases, with the individual databases contributing 
records as follows: Scopus (n=3921), IEEE (n=5888), 
ScienceDirect (n=71) and Web of Science (n=16). No 
duplicate records were found via automation tools, although 
two duplicate records (n=2) were removed manually by the 
researchers. Out of these results, records published before 
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2017 and after 2021 summed four thousand seven hundred 
and forty-seven (n=4747) were removed. Records other than 
journal articles were also removed, and these totaled three 
thousand four hundred and forty-two (n=3442). Records 
whose full text was not accessible on the Internet totaled eight 
hundred and forty-three (n=843) and these were excluded as 
well. Records were excluded as they did not have the main 
keywords in the abstract or title or keywords section of them 
were ninety in number (n=90). Records not in the English 
language totaled nine (n=9), and these were removed in the 
process. A combined master list of the remaining retrieved 
articles summed 238 which three (n=3) could not be retrieved 
over the internet, this left us with 235 studies in number that 
were consolidated on a Microsoft Excel report after the 
articles were selected beside the inclusion and exclusion 
criteria. At this stage, the researchers independently assessed 
the articles to make sure that they were relevant to the study 
topic, search terms, and research questions. In order to deal 
with disputes in the selection process, the researchers 
conducted video conference sessions for reviewing critical 
materials and also used a WhatsApp chat discussion to 
supplement this. As the final results of the screening and 
eligibility scan following records were excluded, Records that 
don‟t have main keywords in abstract/title/keywords (n = 47), 
Records that are not in the field of business and management 
(n = 58), Records that do not present a digitalization model or 
framework (n = 114), ultimately a total of sixteen (n=16) 
studies remained as principal studies for examination (Fig. 1). 

Data extraction was carried out on the remaining articles 
that met the selection criteria. This was conducted in 
accordance with a number of parameters as shown in Table 
III. After the data was collected and extracted from the 
articles, it was synthesized through the construction of a 
summary table and subsequently evaluated to better perform a 
literature review. 

 
Fig. 1. PRISMA 2020 flow diagram of the study. 

TABLE III. DATA EXTRACTION 

Data Item Description 

Source Name of the database the article is from 

Author, Year Give the author names, year of publication 

Proposed Model OR 

Framework 

What model or framework was proposed in the 

study 

Aspects and Activities 
What aspects and activities were featured in the 

proposed model or framework 

Key findings Show the main results from the articles 

Advantages 
Show the advantages of each study for business 

maturity 

Recommendations Show research gaps and areas of improvement 

IV. RESULTS 

A. The Distribution of Publications over Time 

Fig. 2 showed the compiled set of selected studies that 
dealt directly with DT and proposed a framework or a model. 
However, in the screening and selection process this SLR 
didn‟t find any paper within the research criteria from “IEEE” 
and “Web of Science”, and all the 16 records that were 
included in the study for further analysis were from “Scopus” 
and “Science Direct”. In the past five years ranging from 2017 
to 2021, the trend identified in Fig 2 depicted that within the 
criteria of this SLR no models or frameworks were proposed 
in 2017 and 2018. On the other hand, an increase in the 
number of publications over time from 2019 to 2021 is 
indicated, with the quantity peaking at 11 total publications in 
2021 alone, this shows the focus of researchers on this topic 
amplified 275 % only over 1 year from 2020 to 2021. Also, 
displayed that DT and its relationship with businesses and 
SMEs was a particularly rich area of study for researchers, and 
deducing this to later years suggests continued interest in the 
topic. Indeed, [4] highlighted that DT has grown to the point 
of becoming critical to the survival of companies, with a 
survey conducted concluding that 84% of such organizations 
regard it as a necessity for their continued operations in the 
coming five-year period. 

 

Fig. 2. Publication distribution over time. 

B. The Geographical Distribution of the Studies 

It is depicted in Fig. 3, the studies included in this SLR 
were a cosmopolitan blend, the 16 proposed frameworks and 
models presented in the findings were from 5 continents, with 
studies being authored in eleven (n=11) different countries. 
Germany was the country with the highest number of articles, 
with a total of three (n=3) published studies, followed by Italy, 
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Austria, and Brazil each producing two (n=2) studies apiece, 
also, Finland, Poland, China, Spain, Vietnam, South Africa, 
and the USA each published one (n=1) study on the subject. 
This SLR noticed a trending focus on the subject more in 
European countries with 62% of them conducted in Europe. 

 

Fig. 3. Geographical distribution of the studies. 

C. The Latest Developed Models and Frameworks 

The results of this SLR showed that various DT models 
and frameworks were developed, and widely the focus was on 
tackling the related issues by proposing a novel model and 
framework, also revising the prior versions to address other 
concerns in this area. However, there were not enough 
comprehensive systematic literature reviews to point out their 
advantages for businesses or organizations or to picture a clear 
portrait that enables the comparison among the existing 
models and frameworks. Table 4 depicted the name of the 
proposed models, and showed the main aspects and activities 
that researchers presented in their studies on DT models [9–
15] Moreover, Table V portrayed the name of the proposed 
frameworks, and displayed the main aspects and activities that 
researchers presented in their studies on DT frameworks [4], 
[16–23]. Aspects and activities in the mentioned tables are 
stages, or phases that the researchers suggested in their 
studies, these are the steps to be taken by the practitioners in 
order to implement the model or framework. 

TABLE IV. DIFFERENT ASPECTS AND ACTIVITIES OF DT MODELS 

Proposed Model Aspects and Activities Ref 

A “Unified” Framework of 

Competing Forces From COVID-19 

“Digitalization, Processes, Cost Reduction, Business Opportunities, Risk and Negative Consequences, 

Surveillance” 
[9] 

Econometric Model to Assess A 

Company‟s Preparedness Levels for 

Digital Transformation. 

“Enterprise Management, Productivity Management, Digital Transformation Platform, Smart 

Manufacturing” 
[14] 

The Refined Model of Organizational 

Competence for Digital 

Transformation 

“Vision and strategy. Digital leadership, Organizational learning process and organizational knowledge, 

Organizational alignment and organizational structure. Digital maturity, Personal competencies. 

Importance of personal characteristics, Technology selection, acceptance and use, Information culture. 

Organizational effectiveness” 

[10] 

A Digital Competence Maturity 

Model (DigiCom) 
“Digital Content, Human-Machine. Human-Human, Personal” [11] 

Model of The Impact of DT on 

Project Management 

“Disruptions: New technologies, Customer expectations, Competitive landscape, Data and analytics, 

Change process, Projectification of activities, Effects: process automation implementation of new 

technologies remote cooperation world sourcing new structures, Virtual project teams Online, constant 

communication Agile methods, Customer orientation and incremental product delivery, Project manager as 

a facilitator, Optimization of processes of project delivery, Constant access to data, IT tools” 

[12] 

Digital Transformation Model “Positioning, Roadmap, Implementation, Current State Review” [13] 

Development Approach Industry 4.0 

Maturity and Realization Model 

“Definition, Maturity model„s scope, structure and design, Research and population with maturity items, 

Development assessment tool and structure of maturity report, Transformation maturity items into 

realization paths, Definition procedure and rules for deriving action-field, Testing and creation of final 

step-by-step realization model” 

[15] 

TABLE V. DIFFERENT ASPECTS AND ACTIVITIES OF DT FRAMEWORKS 

Proposed Model Aspects and Activities Ref 

I 4.0 Emerging countries‟ DT strategy framework (ECDTS) “Digital platforms, Ecosystems” [16] 

Interpretative Framework “Business driver, Supply view, Entrepreneurial model” [17] 

Digitainability Conceptual Framework “Digitalization, Sustainability” [18] 

Multi-Dimensional Framework “Contextual Conditions, Mechanisms, Outcomes” [19] 

Digital transformation patterns “Lean Production, Industry 4.0” [20] 

Conceptual Framework of open innovation to support 

digital transformation. 

“Managerial Strategic and Social Drivers, Digital Technology Enablers, Business 

Partners, Scientific Partners, Facilitating Factors, Limiting or Challenging Factors, 

Contribution of collaboration for Digital Innovation” 

[21] 

The interaction-based digital transformation framework “Digital Technologies, Business, Society” [4] 

Digitalization and public crisis responses theoretical 

framework 
“Digitalization, Dynamic Capabilities, Response Strategies, Response Performance” [22] 

Construct Map Conceptual Framework “Digital Transformation, Digitalization, Business Model Innovation” [23] 
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D.  Advantages that Embodied in each Model and Framework 

One of the main goals of this SLR was to find the 
advantage of the proposed models and frameworks, in order to 
do that this SLR reviewed and summarized the purpose of 
these studies. Since the Covid-19 pandemic began it affected 
all aspects of our environment, and DT is one of these areas. 
One study recognized the disruptive nature of the pandemic 
and seeks to utilize its pressure in a way that benefits 
businesses, i.e. by using it as a catalyst for digital 
transformation, digitalization drivers and barriers are 
identified and the study gives organizations a clear picture of 
the benefits and drawbacks of such a shift, the Conceptual 
Model proposed by this study offers a roadmap that tackles 
digitalization in the field of uncertainty i.e. the state of the 
economic crisis during the Covid-19  pandemic [9]. The 
research [22] examines the correlations between DT, disaster 
management strategies during the Covid-19 pandemic, and 
SMEs' disaster response ability. Using online survey data of 
518 Chinese SMEs, the findings in the research perfectly 
illustrate that, in the long term, digitization may assist SMEs 
in deploying disaster response as well as responding tactically 
to public crises, contributing to an increase in SME‟s 
capability, an advantage the enormous data set of 518 SMEs 
in China was used for structuring the presented theoretical 
framework which is considerable and valuable, especially in 
times of crisis. 

Besides the model and framework development, tool 
development was also an area that received attention from the 
researchers. One study developed a useful tool for gauging the 
preparation of an enterprise for Digital Transformation, 
classifying them as either Newcomer, Learners, or Leaders. 
This model was used in conjunction with operational 
efficiency figures and data on the movement of personnel to 
determine the impact of DT preparation on the sustainability 
of companies. The analysis showed different results across the 
three classifications of companies. overall, businesses benefit 
from tight integration of Digital transformation in the long run 
as this yields the greatest operational efficiencies and 
personnel utilization, the benefit is that this model allows for 
the assessment of a business‟s preparation and readiness for 
Digital Transformation on the sustainability of a company 
[14]. The [10] research led to the creation of an OCDT model 
that may assist SMEs in identifying and developing DT 
strengths in order to progress their enterprise model‟s DT, 
moreover, the model is more appropriate to the needs of SMEs 
than other models that enable digital readiness advancement 
but were intended for large firms, the advantage of this model 
will enable SMEs to assess and create digital skills that are 
now lacking, moreover, it will assist in the digital 
transformation of business models in order to develop 
competencies that will enable SMEs to effectively adjust to 
the changing competitive atmosphere created by digital 
technologies and marked by innovation and rapid change. 

This SLR was able to find solely one research that focused 
on the impact of DT on project management. The author [12] 
developed a model that is known as the “Model of the Impact 
of Digital Transformation on project management” and 
analyzed thoroughly the manifestation of change that was 
formed into a model explaining the model, things like the 

“Change Process” which includes objectification of activities, 
“Disruptions” which includes the following, “Novel 
technologies”, “Competitive landscape”, “Customer 
expectancies”, “Data and analytics”, and “Outcomes” which 
includes procedure automation new technology adoption new 
architecture in the field of distant collaboration, as well as the 
most essential pro and con characteristics of the changes and 
identified the influence of Digital Transformation on Project. 
Moreover, the researchers found that Digital Transformation 
acts as a significant aspect that is an important element 
determining contemporary project management, the model 
that was used in this article has great significance in digital 
transformation in a general social context, there are several 
advantages in this study:  a. Project effectiveness, which 
includes cost savings, time reduction on activities that are not 
useful, proper management and allocation of resources. b. It 
makes it possible to be able to use the time already saved as a 
result of the elimination process that took place on repetitive 
activities and gives more room for more creativity and adding 
value activities. c. Decrease the delivery time of the project. d. 
Automation has enabled the duration of delivery projects to be 
reduced to a minimum through the usage of new automation 
tools. e. Capacity to depletion of a huge number of existing 
data, real-time access, and quick and easy data handling. f. 
Possibility of work and results to remain flexible. 

When it comes to DT a significant aspect to focus on is 
employees, in this regard [23] study has proven that human 
resources as magnitudes of National Intellectual Capital are 
cogent features of Digital Transformation and shall be 
reinforced to enhance Europe‟s capability to survive the 
digital world, also it constructed a map towards more robust 
Business Model Innovation. On the other hand, [11] Construct 
Map Conceptual Framework provides a historical outlook on 
European Union Countries in totality and focuses more on 
working talents as modules of human resource, with more 
focus on employee training and qualitative vocational training. 
Also, in another paper researchers proposed the Digital 
Competency Maturity Model (DigiCom) which consists of 49 
attributes in four dimensions which are Digital Content, 
Human – Machine, Human - Human, and Personal to measure 
the maturity of individual employee levels in industrial 
enterprises with five steps developmental methodology in use.  
The proposed model approach used, makes digital 
competencies more visible, realistic and measurable and 
modify the basis for competence development in employees 
that will enhance the performance of their enterprise. The DT 
DigiCom model focuses deeply on the digital competency of 
employees in industrial enterprises because it‟s essential in the 
manufacturing sector to have digitally equipped clients with 
the knowledge of managing machines. 

Some researchers worked their idea around Industry 4.0, 
for instance, Digital Transformation Patterns Framework, 
pointing out that lean production is a concept that is not 
considered as often as it should be when it comes to digital 
transformation, this study is an important step in this new area 
and shows that I4.0 and LP are related when it comes to 
transformation and that firms committed to lean achieve better 
digitalization outcomes than those that are not, and the 
framework takes into account Lean Production 
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implementation level as a dimension, a novel metric to inform 
companies on digital transformation patterns with regards to 
Lean Production [20]. On the other hand, one study proposed 
an innovative industry 4.0 realization model i.e. industry 
digital transformation model which proposes a ten steps 
method that leads the company in a systemic way from their 
initial interaction by industry 4.0 (transformation model) till 
industry 4.0 (transformation model) the planning is well 
defined by roadmaps, action-field, and realization projects, 
which benefits to the industrial digitalization through its 
model by creating well-defined structure and enabled the 
collection of valuation data from manufacturing businesses to 
amplified precision when benchmarking the company‟s 
maturity among others [15]. The third group of researchers 
focused on digital transformation in emerging countries of 
Brazil,  Russia, India, China, and South Africa, laying out a 
novel framework for firms to follow that yielded strategic 
capabilities to the firm, the I4.0 ECDTS framework was 
backed by a robust analysis of prior research, though its 
newness could benefit from the application of the proposed 
framework in the field, the study also reduces the research 
legwork with regard to policy features in use for strategic 
pivots. The I 4.0 ECDTS framework enables firms to evaluate 
the steps taken toward digital transformation, and the 
framework increased competitive advantage due to flexibility 
brought on by digitalization and enables strategic capabilities 
within the firm [16]. However, [21] examined cooperation 
between scientists and business partners as a key contributor 
to fostering Industry 4.0 and enhancing digital transformation, 
plus drawing attention to the fact that technology collaboration 
drag more benefit on the business success front than 
technologies developed and adopted solely internally by 
practitioners, as a benefit this framework analysis how 
innovation collaborations with different business and scientific 
partners integrate with digital transformation and Industry 4.0. 

In contrast, some researchers followed by another study 
that they did in 2017 and proposed the model for tackling the 
DT and in this study, they focused on the step-by-step 
implementation of the DT model by providing clear 
explanations and tools and procedure for this purpose, the DT 
model is an iterative model and needs to be broken down into 
small pieces of plan and action to be implemented and is not 
expected to be a model for tackling all the DT difficulties all 
at once as they have piloted the DT model in 19 SME's and 
got brilliant results, the presented DT model is a 4 step which 
is iterative and can be divided into small steps to be taken by 
the company, also three tools are provided for better guidance 
and implementation of the DT model, these tools are The 
DigiMaturity tool, which answer the question, what is the 
maturity level of the business, the  DigiSWOT tool that 
provides the questions for analyzing the digitalization 
strengths, weaknesses, opportunities and threats, and The 
DigiTriangle tool to let the company categorize their vision 
priorities [13]. Another study by [17] proposed Interpretative 
Framework investigates the primary legacy from prior 
industrial revolutions with a particular focus on business 
drivers, supply view, and entrepreneurial model. The study 
hopes to act as a guide for international manufacturing SMEs 
as they tackle digital transformation by providing a 
comprehensive framework of prior industrial revolutions from 

them to draw lessons, the features considered crucial were 
those of business drivers, supply view, and entrepreneurial 
model, the Interpretative Framework provides a historical 
outlook on the process of past industrial revolutions and may 
be used to extrapolate lessons for carrying out digital 
transformation in the present. 

Nevertheless, [19] formed a Multi-Dimensional 
Framework that seeks to bring together all the aspects of 
Digital Transformation ranging from contextual conditions, 
mechanisms, and outcomes of the process, the study proposed 
a far-reaching conceptual framework that builds on past 
knowledge of the organizational change, as a result, it 
identified trends in digital transformation and came up with 
perspectives on digital transformation perspectives namely 
holistic co-evolution, systemic shift, technology impact, and 
compartmentalized adaptation, the Multi-Dimensional 
Framework identified trends that allow for greater 
understanding of Digital Transformation, namely, the shift 
towards malleable organizational designs and their integration 
into digital business ecosystems. This SLR found another 
research [4] that proposed a novel framework that works on 
the understated areas by combining the numerous models 
discovered in the literature, plainly incorporating the role of 
society, emphasizing the evolution over time, and 
incorporating the drivers of digital transformation classified in 
23 digital transformation interfaces throughout 6 groups, 
eventually, this study can be the initial stage of a unified 
concept of digital transformation, because the researchers 
looked at the evolution of 41 DT models and found four 
different research possibilities, they pay homage to the DT 
research by organizing their findings into a fresh, all-
encompassing framework that integrates important shifts in 
business, society, and technology, also, they further emphasize 
the processes‟ diversity by categorizing the drivers of DT into 
23 DTI and 6 categories, this research brings a clear 
perspective on DT research, this could aid in a deeper 
understanding of how change happens and where certain 
changes interact with each other, by bridging the gap between 
business and society. 

From a different perspective, [18] acknowledged the dark 
side of digitalization such as increased carbon footprints and 
energy consumption by firms, and seeks to mitigate these 
negative effects through its conceptual framework that lends 
greater weight to sustainability, as an advantage the 
Conceptual Framework gives greater focus to sustainability in 
digitalization, provides new findings for sustainability 
research and regulations and overall offers companies a 
greater chance at achieving sustainable digital transformation. 

E. How Future Studies can improve the DT Models and 

Frameworks 

To answer the last proposed research question, this SLR 
took a deep dive into the literature and reviewed the papers to 
find the most promising areas for future studies. Expansion of 
the studies to other countries and developments for a more 
international organizational environment [14], [16-17]. 
Monitoring and assessment of the applicability of the 
model/framework is a crucial area to look into, due to the 
novel nature of these models/frameworks [9-10]. More 
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corporate studies including extending the research to different 
phases of DT models/frameworks as well as establishing tools, 
procedures, and methodologies, also trying for linking 
different understandings of different perspectives of the DT 
[13], [20]. [10], [12], [21] found another area to conduct 
research for future studies is an expansion of scope through 
more interviews and expanding the research through 
quantitative surveys or consolidation of prior quantitative 
studies, and trying to catch up with technology as AI is 
increasingly advancing. 

V. DISCUSSION 

The results of the SLR found that there are some 
challenges that affect the success of digital transformation 
success in businesses. For example, digital technologies [10], 
the digital skills of employees, the digital transformation 
strategy [32], and leadership. The business and its employees 
should have the necessary innovative devices, and digital 
technologies for the digital transformation process, and of 
course, the digital skills of the employees should be sufficient 
to use new technologies effectively. In addition, the business 
must prepare an effective digital transformation strategy and 
leadership for digital transformation so that digital 
transformation processes can be carried out successfully. 

The digital world globally needs to achieve smart 
sustainable development while creating value and wealth for 
society [24]. Therefore, this SLR took a deep dive into the 
literature and presented a clear picture of what has been done 
in terms of DT model/framework development searched for by 
the researchers. This shortage was one of the reasons why this 
SLR was carried out so as to fill this gap in the literature, it 
helps the researchers understand the status quo of DT and 
enabled them to visualize a clear vision of previous studies in 
this area. This study was able to identify an uptick in the trend 
of research papers published in the field of Digital 
Transformation over the past five years (from 2017 to 2021). 
The papers steadily increase in number, with the total number 
peaking at 11 papers published in 2021, which is more than 
the prior four years combined, which adds up to 5 papers. This 
growth may be attributed to an increased awareness of the 
extent to which DT impacts the organization [4]. Put forward 
the argument that DT is not just a passing trend, but may 
prove to be key to the continued operation of companies, with 
several companies acknowledging the new DT status quo, it 
stands to reason those organizations and researchers alike 
would take an increased interest in the area, resulting in a rise 
in the number of published articles over time. 

Papers originated from a spread of 11 countries. As 62% 
(n=11) of studies came from Europe, which is remarkable, as 
the term Digital Transformation itself was coined in North 
America, one would deduce that the bulk of research would 
stem from their [3]. However, this peculiarity is better framed 
when looked at through an economic lens. Germany alone 
counts for 25% of Europe‟s Gross Domestic Product and 
constitutes the largest market in Europe [25], also, it is the 
third-largest exporter globally, after the United States and 
China. These factors may contribute to its organizations 
swiftly taking up DT so as to survive and thrive in the global 
marketplace. Researchers may also have been drawn to 

publish from the country as it is a hub of small and medium-
sized enterprises, forming an ideal study and testing ground 
for proposed DT frameworks [25-26]. It is worth mentioning 
that the two terms may be used interchangeably when it comes 
to Digital Transformation [4]. This interchangeability of these 
terms caused this SLR target search broader than expected 
which made it harder to find needed results in the literature, 
but this SLR put both terms in the research agenda to 
maximize the efficiency of the study and make the road 
smoother for further studies around the DT area. 

Therefore, one limitation, the researchers faced was to 
conduct this SLR from 4 databases (Scopus, IEEE, Science 
Direct, Web of Science) meaning that there are other 
databases that are not covered yet. Another limitation in this 
SLR was the time boundary, despite the concentration of the 
studies in recent years we suggest further research on a wider 
time boundary to collect more relevant studies from before the 
year 2017. This study focuses on finding the advantages of DT 
models and frameworks to businesses while gathering 
proposed models and frameworks that are developed for DT, 
this can be beneficial to the businesses that are not sure which 
DT strategy is more suitable to take and also the researchers 
will have a more clear vision of the road ahead to conduct 
future studies about DT. We suggest to other researchers who 
will study this topic, to focus on the negative effects of DT 
models /frameworks on SMEs and businesses and to utilize 
this SLR and take additional actions for the development of 
the DT models and frameworks. 

VI. CONCLUSION 

Previous studies in this area mainly focused on the 
development of DT models and provided guidelines and 
procedures for the adoption of their presented model. The aim 
of this SLR was to review and analyze existing DT models 
and frameworks to point out their advantages for businesses to 
help them to approach the most suitable DT model or 
framework for their organization based on their strategy. 
Moreover, the results of this SLR provide a clearer vision for 
future studies in this area. This SLR found 16 studies in a 
period of five years from 2017 to 2021 in four databases of 
IEEE, Web of Science, Scopus, and Science Direct. The 
results showed an incremental trend in the time distribution of 
discovered studies, interestingly only from 2020 to 2021 
number of related studies raised by 275% percent. Also this 
study indicated that 10 out of 16 discovered studies were 
conducted in Europe. However, the DT area is still seeing 
novel models and frameworks that are not deeply tested and 
refined. We hope that the results of this SLR will help 
researchers and practitioners in this field in their future work 
and studies. 
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Abstract—The use of technological speech recognition systems 

with a variety of approaches and techniques has grown 

exponentially in varieties of human-machine interaction 

applications. The assessment for Qur'anic recitation errors based 

on syllables utterance is used to meet the Tajweed rules which 

generally consist of Harakaat (prolonging). The digital 

transformation of Quranic voice signals with identification of 

Tajweed-based recitation errors of Harakaat is the main research 

work in this paper. The study focused on speech processing 

implemented using the representation of Quranic Recitation 

Speech Signals (QRSS) in the best digital format based on Al-

Quran syllables and feature extraction design to reveal 

similarities or differences in recitation (based on Al-Quran 

syllables) between experts and student. The method of Dynamic 

Time Warping (DTW) is used as Short Time Frequency 

Transform (STFT) of QRSS syllable feature for Harakaat 

measurement. Findings from this paper include an approach 

based on human-guidance threshold classification that is used 

specifically to evaluate Harakaat based on the syllables of the 

Qur'an. The threshold classification performance obtained for 

Harakaat is above 80% in the training and testing stages. The 

results of the analysis at the end of the experiment have 

concluded that the threshold classification method for Minimum 

Path Cost (MPC) feature parameters can be used as an 

important feature to evaluate the rules of Tajwid Harakaat 

embedded in syllables. 

Keywords—Speech processing; short time frequency transform; 

dynamic time warping; human-guided threshold classification 

I. INTRODUCTION 

The Tajweed Al-Quran guidelines [1], which outline the 
laws of Makhraj, Sifaat and Harakaat (MSH) scientifically 
have shown the comprehensiveness of rules and requirements 
for the proper pronunciation and articulation [2] of each 
syllable, forming precise recitation for each verse for Al-
Quran recitation. This unique information is often embedded 
inconsistently in the Quranic recitation digital signal, due to 
different signal representation circumstances and recitation of 
the Quran by different readers [3]. The preparation of this 
recitation signal for further analysis, involving Digital Signal 
(Speech) Processing (DSP) up to the classification of Tajweed 
rules digitally, is not an easy task as it involves technical 
solutions, moreover religious opinions and sensitivity need to 
be factored in. 

Difficulties in managing the complexity of recitation 
signals[3], especially in selecting a reasonable DSP method 
for the smooth implementation of every stage involved, are 
among the aspects of the study emphasized in this paper. The 

discovery of the error of Tajweed-based recitation [4] was 
completed by contrasting the comparability properties of the 
discourse signal between the learner and the expert recitation 
signal.  Stochastic reading discourse is a very interesting issue 
for a person to show or evaluate reading errors based on 
technology. The specific model should be able to deal with 
even a relatively miniature form of differences. 

The ability of DSP to reveal important features and 
classification approaches is very promising and becomes an 
important pillar in facing and solving the complexity of 
speech or voice signal analysis. Phoneme duration features 
and speech models are used to recognize some rules of 
reciting the Quran [5]. Therefore, an approach to reveal the 
characteristics and classification of time series to represent 
speech or voice using DSP techniques will be highlighted in 
this paper. 

Harakaat, as one of the Tajweed rules in the recitation of 
the Qur'an [6], is the process of prolonging the pronunciation 
of syllables.  In general, the law of Harakat Tajweed requires 
the prolonging to be performed on the particular syllable 
pronunciation guided by the character of ي (Ya), ا (Alif) and 
(  In addition, the prolongation of the syllable  .(Wau) (وْ 
pronunciation [7] at the end of a sentence also involves 2, 4 or 
6 Harakaat.  The Harakaat rules, known as Madd [8] are 
generally divided into 12 types. 

The structure of this paper begins with Section I which 
explains about the introduction to the complexity in speech or 
the nature of the voice in reciting the Qur'an.  Section II 
explains about the type of reading rate of the Al-Quran that 
specifically involves the law of Tajwid Harakaat. Next, the 
work related to Harakaat analysis is explained in Part III. This 
is followed by a discussion about the Dynamic Time Warping 
(DTW) method for feature vectors in Part IV. Descriptions of 
the extraction design work and a description of the relevant 
experiments that have been carried out are included in Section 
V and VI respectively. Part VII of this paper explains the 
experimental results and the discussion of issues related to the 
results of the analysis. Finally, the conclusions from the 
research results in this paper are summarized in Section VIII. 

II. AL-QURAN RECITATION SPEED RATE 

Islam requires its followers to read the Qur'an in an orderly 
and prudent manner.  Furthermore, reading it with melodious 
and serious appreciation while following Tajweed rules [5] is 
very much demanded. There are four types of recitation speed 
rate which relate to Harakaat Tajweed [9]. 
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A. At-Tahqiq (التحقيق) 

This is a common reading type for beginners who are just 
learning Tajweed. The way it is read is similar to at-Tartil, but 
at-Tahqiq is identified as slower and calmer. The recitation of 
at-Tahqiq is also as practiced and considered as an initial stage 
for a novice reciter before the recitation improves to the next 
level. 

B. At-Tartil (الترتيل) 

In terms of terminology, at-Tartil carries the meaning of 
slow reading. This is in line with the tafsir stated in Tafsir Ibn 
Katsir, where tartil means reading the Qur'an in accordance 
with the law of Tajweed. 

This means each of these readings is given the rights and 
properties of the letters that should be.  Basically, reading with 
the al-Tartil approach allows the reader to understand and 
reflect on the verses of the Qur'an. 

C. At-Tadwir (التدوير) 

At-Tadwir is a type of reading in which the reading rate is 
intermediate between slow reading and fast reading. Usually, 
at-Tadwir recitation is practiced in congregational (Jama’ah) 
prayers, where the reference can be observed easily based on 
the recitation of Harakaat, known as Mad Munfasil which is 
recited not more than 6 Harakat. 

D. Al-Hadar (الحدر) 

Al-Hadar is defined as a way of reading at a relatively fast 
pace within the laws of Tajweed.  In fact, Al-Hadar is the 
fastest level of reading and usually practiced by memorizers of 
the Qur'an who requires repetition in the process of 
memorization. A simple reference can be observed when the 
reading involved in the law of Tajweed namely Mad Munfasil, 
the reading is read with only two Harakat only.  However, 
even though the whole recitation is read quickly, the reader 
adheres to the relevant Tajweed laws in every verse read. 

In this paper, the collection of data is implemented for the 
at-Tadweer category.  This important Harakaat attributes are 
evaluated in the experimental works taking into account the 
differences in recitation speed rate in every category, 
producing different Harakaat duration requirements. 

III. RELATED WORKS 

One of Tajweed rules is the prolongation, which is related 
to rhythm of recitation. There are various types of 
prolongation or Harakaat. The approach of Harakaat analysis 
concerns on sequences of voiced or unvoiced sound because 
of recitation are related to the prosody. The production of 
voice or speech involves the movement of air from the lung to 
vocal tract towards the lips. The combination of voice 
production mechanism produces a variety of vibration and 
spectral-temporal composition that produce different speech 
sound and its prosody. Apparently, the Arabic phonetic sound 
was produced from the specific articulation places or regions 
in the vocal tract. 

MFCC features are widely used to determine the type or 
error for Al-Quran word pronunciation or Tajweed rules [10].  
In addition, there are further discussion on the uses of MFCC 
as features in Harakaat recognition or identification [11], [12] 

and  the prosody characteristics of speech signals associated 
with Harakaat [13]. All this emphasizes that it has a high 
potential to be used to obtain important characteristics. 
Among the successes reported, one of them is encouraging 
results in the assessment of English pronunciation [14]. 
Likewise with the successful use of prosody features in 
identifying the correct recitation of the Qur'an [15]. 

IV. DYNAMIC TIME WARPING 

Speech is a time varying process [16] in which the 
duration of a word and its sub-words varies randomly. Time 
alignment may be applied in recitation which is required to 
find the best alignment and ratio between utterance sequences 
of expert and learner [17].  The recitation feature vectors 
represent the syllable similarly length on time occurrence.  
Dynamic Time Warping (DTW) is used to warp two feature 
vector sequences in time.  DTW is well known in speech 
recognition to cope with different speaking speeds [18].DTW 
is used as feature matching with the deployment of the 
technique of minimum Euclidean distance or another distance-
based approach [19].  DTW measures the similarity between 
the two temporal sequences which may vary in time [17].  
This technique is also been used for finding the optimal 
alignment between the two-times series if one time series may 
be “warped” non-linearly by stretching or shrinking it along 
its time axis [20][21]. The recitation is also re-mapped as if all 
utterances were produced from the same vocal channel. The 
recitation speech signal produced by the learner is warped 
with respect to the Quranic speech signal that belonged to the 
expert by using the DTW algorithm.  As a result, the sequence 
of Quranic speech signal of expert reference, X, with the 
length of |X|, and the learner, Y, with the length of |Y| can be 
expressed as in equation 1. 

Xi xxxxX ,...,,...,, 21
 

and 

Yj yyyyY ,...,,...,, 21
          (1) 

The warp path, W, is then can be constructed as, 

KwwwW ,...,, 21  

where 

YXKYX ),max(
       (2) 

where K is the length. 

And, kth element of the warp path is ),( jiwk   

where i = index of time series of X, and j = index of time 
series of Y. 

The optimal warp path is presented as 'local match' scores 
matrix by getting the lowest-cost distance warp path and the 

first frame optimal warp start at )1,1(1 w   where the 

distance of a warp path is given by, 
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)(WDist  is the cosine distance of warp W , and 

),( kjij wwDist  is the distance between the two data frame 

indexes of X and Y in the kth element of the warp path. 

The lowest-cost path for the first frame is  0)1,1( D and 

can be calculated by, 

)]1,1(),1,(),,1(min[),(),(  jiDjiDjiDjiDistjiD

 (4) 

The minimum-cost alignment is determined from the 

optimal warp path that ends at  ),( YXD  by looking at the 

lowest-cost warp path. The lowest-cost warp path is indicated 
by the ratio of STFT features vector between expert and 
reciter recitation signals. The search grid is used as a one-to-
one monotonic transformation of the time axis in which all the 
movements have equal weight. 

V. FEATURES EXTRACTION DESIGN FOR HARAKAAT 

To represent the parameters of measurement for the 
duration of syllable pronunciation, DTW of minimum path 
cost parameters coefficient is used. DTW calculates the local 
stretch on the time axis for two-series objects to optimally 
map one (query) to the other (reference) by calculating the 
distance between unequal sequences of length [19]. Minimum 
path cost alignment calculation uses the cosine distance [17] 
to determine the optimal warp path from the start point of 
syllable utterance until the end of an utterance. For each of 
syllable’s utterance the search grid is used with one-to-one 
monotonic transformation along the time axis. The lowest-cost 
path is calculated from the optimal warp and known as 
minimum path cost alignment parameters co-efficient (refer to 
equation 4).  The comparison between Quranic syllable-based 
Recitation Speech Signal (QRSS) syllables is done by the 
recitation ratio calculation between the expert and the learner 
recitation based on Short Time Frequency Transform (STFT) 
features. The STFT is given by 

 (   )  ∑  (   ) ( )  
  

   

   

 

Where  k, m = 0. 1. …, N-1 

ω(n) = time shifted window function. 

m = the amount of shift.                (5) 

The value of the sequence distance represents as the 
Minimum Path Cost (MPC) for evaluating the syllable 
characteristics in each period referring to the Harakaat 
Tajweed rule feature. The minimum path cost (MPC) is used 
to obtain the optimal alignment by computing all the possible 
cost path and determine the lowest overall cost from the path 
to achieve high similarity between the two temporal recitation 
speech signals. Fig. 1 shows the minimum path cost (MPC) 

parameters with optimal path. The steps to calculate the 
minimum path cost parameters are given as follows [22]: 

1) Load the QRSS from the expert as a reference template 

and followed by learner waveform of the same syllable. 

2) Calculate the STFT features for both   QRSSs (with 

25% window overlaps). 

3) Construct the 'local match' score matrix as the cosine 

distance between the STFT magnitudes. 

4) Use dynamic programming to find the lowest-cost path 

between the opposite corners of the cost matrix. 

5) Find the cost of minimum path cost parameters of the 

two signals of recitation speech. 

 
Fig. 1. The minimum path cost (MPC) parameters with optimal path. 

The minimum path cost parameters value increases when 
the duration between two QRSSs is increased.  Referring to 
the optimal DTW path in the similarity matrix, it can be 
observed that the darker grey scale shows a high similarity 
between the two QRSS readings.  Thus, at the optimal DTW 
level in the minimum path cost, a lighter grey scale indicates a 
lower cost path (indicated in red) between the two QRSSs. 
The minimum path cost parameter is taken at the last value of 
the lowest cost path. 

VI. EXPERIMENT 

In the context of significant features of QRSS-syllable, the 
motivation of miniature feature creation remains towards the 
enrichment of the property characteristics by prosodic features 
that extracted by DTW. In this section, the Harakaat 
measurement is based on the time length for each syllable 
measured by using the DTW technique.  Firstly, the QRSS-
syllable is segmented into a number of frames and uniquely 
offering the Short Time Frequency Transform (STFT) feature 
[22] to be extracted using DTW technique.  The cosine 
distance value for each frame is then calculated as the STFT 
miniature feature property (power energy). Later, the 
minimum cosine distance is obtained for every frame with the 
application of dynamic programming. 

The minimum cosine distance is finally selected as the 
minimum path and is represented as the Minimum Path Cost 
(MPC) value.  This means that the MPC parameters are 

Darker grey scale 
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selected to measure the Harakaat for QRSS-syllables.   Fig. 2 
shows the different values of MPC for different syllables 
recited by 54 reciters for the Harakaat measurement 
performed. 

 
Fig. 2. Different syllables length based on Minimum Path Cost (MPC). 

For example, the syllables Ham, Lâ, Mîn and Dhâl clearly 
indicate the lengths of time that differ from each other, which 
are one Harakaat (1H), two Harakaat (2H), four Harakaat (4H) 
and six Harakaat (6H) respectively. This is in line with the 
rule of Harakaat Tajweed for each of these syllables, which 
have different length of Harakaat respectively. 

From the graph shown in Fig. 2, the syllable value of 1H 
has the lowest MPC value compared to 6H. As for 4H, the 
MPC values are between 2H and 6H, most of which are in the 
Tadweer category of speed.  The speciality of syllable Min in 
having the multiple choices of Harakaat (2H, 4H and 6H) is 
limited to the two, four or six Harakaat (4H) for the 
measurement simplification. 

The computational engine score threshold process is used 
to evaluate the similarity and the dissimilarity based on 
human-guided threshold process [23]. This successful 
threshold process shows how a conventional Talaqi process 
(experts evaluate the recitation by learners based on how to 
pronounce syllables in the verses of the Quran) are 
transformed to a machine evaluation approach. Computational 
engines must have salient features that can distinguish 
between correct and incorrect readings. Therefore, in 
determining the score, analysis of salient features, and 
matching process is used to obtain reading assessment based 
on the actual assessment by experts called a human-guided or 
Talaqi-like assessment [24]. 

Talaqi-like approach and process have been applied in the 
training and testing phases in the development of 
computational engine. This is to ensure that the assessment 
made by the machine are always guided by the human 
expertise. In this process, MPC parameters are used as 
representations to each syllable recited by the learners. 
Initially, the MPC values from recitations by experts were 
used as primary references in the threshold range assuming 
that all MPCs generated by expert readings were within 
acceptable thresholds by the system. Thereafter, learner’s 
recitations were assessed by comparison based on this 
reference threshold range. 

In the training phase, the recitation results by learners were 
also evaluated by experts to confirm whether learners' 
recitation is acceptable or not, considering that everyone is 
still able to comply with the Law of Tajweed despite recitation 
with different levels of voice. Therefore, the initial value of 
the threshold originally set for the machine will continue to 
change (i.e. not necessarily fixed) as long as the expert 
evaluating the recitation complying with the applicable 
Tajweed Law. 

The training process on this machine with human-guided 
assessment continue to be repeated until all MPC data have 
been evaluated by a leading expert (human). After the training 
process is over, the value of the threshold range has been fully 
obtained and can be used as a benchmark for the recitations 
made by learners, that is, whether it is correct or otherwise 
(within or outside the range). The range for this threshold 
values is then used and tested for accuracy in the testing 
phase. The testing performance of this Talaqi-like approach is 
be measured and justified.  Fig. 3 shows the Talaqi-Like 
assessment flow process. 

For Harakaat validation, there are four types of classes are 
tested, namely as 1H, 2H, 4H and 6H according to their 
prolongation types. 

 
Fig. 3. The Talaqi-like assessment (Human Guided) flow process for 

Harakaat assessment. 
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In this classification approach, cross-validation is used to 
avoid overfitting of the model or class prediction [25]. Cross-
validation is a resampling procedure that used to evaluate 
machine learning models on a limited data sample. It protects 
the overfitting by partitioning the data set into the fold and 
estimating the accuracy of each fold. This classification 
procedure used is k-fold cross-validation which data is divided 
into k-number of groups. The number of k-group that used in 
this classification is 5-fold. 

The performance of classification is shown with the use of 
confusion matrix [26] by finding the True Positive Rate (TPR) 
and False Negative Rate (FNR).  Both TPR and FNR are used 
to indicate the MPC parameters belong to the class or out from 
the class for each syllable Tajweed rules group or type. TPR 
shows that the true parameters of MPCs are included in a 
positive class. While FNR shows that true parameters of 
MPCs are included in a negative class. In other words, TPR 
and FNR indicate that parameters of MPCs are classified in 
the right or wrong classification, respectively. 

Confusion matrix is a relatively popular measurement in 
summarizing the ability or performance of a group of 
algorithms in classification tasks [26]. In fact, in many cases, 
the accuracy of a classification result, can produce confusion 
if it has inconsistencies in the observations that need to be 
implemented for each classification. The main idea of 
employing the confusion matrix remains as commonly 
practice in any machine learning application.  The result of the 
calculation of the confusion matrix is not only able to provide 
a better perspective on the modelling of a classification, but 
also at the same time able to identify the form or type of 
mistakes that have been made. Table I shows the classification 
performances by Linear Discriminant (LD), Support Vector 
Machine (SVM) and K-Nearest Network (KNN) for Harakaat 
measurement using MPC. 

TABLE I. CLASSIFICATION PERFORMANCE OF HARAKAAT USING 

DIFFERENT CLASSIFICATION 

Harakaat LD (%) SVM ((%) KNN(%) 

1H 98 99.4 96.8 

2H 0 1.4 72.6 

4H 7.4 13.5 75.5 

6H 84.6 94.2 92.3 

VII. RESULT AND DISCUSSION 

The acquisition of MPC values can be considered as 
similarity parameters representing MPC the unique significant 
features of STFT features. Therefore, the training and testing 
phase classification are developed to assess the Harakaat Al-
Quran recitation. However, the assessment of this Harakaat is 
limited to recitation from Malay adults because the data used 
in establishing the threshold range involves only Malay 
experts and students. This means that the threshold used is 
limited to the entire voice of Malay adults only. 

In this training phase of the classification stage, the initial 
parameters of MPC are taken from the calculation of 12 Malay 

expert recitations to create an initial threshold range along 
with maximum and minimum values. As a result, the 
Acceptance Threshold (AT) is defined as, 

MinMPC <<y <<MaxMPC (6) 

while y = accepted threshold MPC parameters. 

Each syllable is represented by MPC parameters. These 
parameters are used to determine the pronunciation of the 
syllable is pronounced correctly or not, based on the rules of 
Harakaat Tajweed. These AT values are used based on the 
minimum and maximum value ranges of MPC to evaluate the 
syllables related to Harakaat. The starting point of training 
phase is when the input given to this designed system begins 
to create a change of pattern or minimum and maximum value 
that limits the correctness of a Tajweed in the reading of the 
surah.  This is seemingly caused by the changes of the 
acceptable lowest and highest values of MPCs that 
correspondingly due to the variability demonstrated by various 
reciters but remains accepted (Acceptance Threshold) by the 
expert. 

The process of correcting (or training) the minimum and 
maximum values (threshold range) is firstly performed on the 
group of experts’ MPCs data.   This is the initial threshold 
range and used as reference values to be compared with the 
learner recitations.   Secondly, the MPCs values obtained from 
the recited syllables of 40 learners are matched with the expert 
threshold range.  Besides the setting of minimum and 
maximum values, the indication of True Acceptance (TA), 
False Rejection (FR) and False Acceptance (FA) of the 
calculated MPCs are counted and accumulated. 

Table II tabulates the MPCs values of syllables verse-2 of 
Al-Fatihah recited by 40 learners that have been matched with 
the threshold range of expert’s recitations.  Referring to the 
data shown, performance on Harakaat assessment for each 
syllable are highly accepted for syllable S5. It shows that the 
assessment based on expert and learners MPCs parameters are 
acceptable by using this approached. 

TABLE II. TABULATES THE MPCS VALUES OF SYLLABLES VERSE-2 OF 

AL-FATIHAH 

Range and 

Result 

Indication 

Expert 

Max 

Exper

t Min 
TA FR FA 

Performa

nce (%) 

Syllable

s of 

Verse-2 

S1 68 25 34 6 0 85 

S2 77 39 30 10 0 75 

S3 63 16 36 4 0 90 

S4 53 14 31 8 1 78 

S5 69 25 22 17 1 55 

S6 60 22 33 7 0 83 

S7 36 14 31 9 0 78 

S8 75 17 36 4 0 90 

S9 89 44 31 7 2 78 

S10 61 27 29 11 0 73 

S11 152 30 33 6 1 83 
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In the testing phase, the main objective is to test the 
computational engine (from the training phase) that has been 
designed from the context of reliability of the miniature salient 
feature, extractor and classifier. The trained range of MPC is 
used to assess the performance of test data. Each syllable is 
tested according to the threshold determined based on MPC 
(maximum and minimum value). A total of 40 different 
learners from the training phase took their readings and the 
readings of each syllable in Al-Fatihah were extracted and 
matched with the reference MPC from the training phase. 
Each test data is also evaluated manually by an expert and the 
performance of the reading truth that refers to Tajweed rules is 
calculated in a technical context, namely true and false 
positive (TP and FP), false rejection (FR) and false acceptance 
(FA). 

The comparison of errors was made and analyzed between 
the machine evaluation and human evaluation.  From the 
results, the performance of the machine as an evaluator is then 
compared with respect to human expert performance. 

Table III shows the performance of the parameters of 
MPCs that can be accepted, which consists of true acceptance 
(TA) and false acceptance (FA) in the testing phase. From that 
table, each syllable has been evaluated in terms of good of 
pronunciation (GOP) [25] for the testing data from Al-Fatihah 
verses based on Human Guided Assessment threshold from 
training phase. 

In the test phase, the average performance show that each 
verse in the testing data is lower than training data. However, 
the average performance for testing data is still above 80% for 
each MPCs parameter and still shows good performance of 
Al-Quran recitation assessment. Fig. 4 visualizes the 
comparison between the performance percentages of training 
phase and testing phase where the testing gives a lower 
percentage in performance. 

TABLE III. SHOWS THE PERFORMANCE OF THE PARAMETERS OF MPCS 

TESTING PHASE 

Syllables verse 2 Human Machines Performance (%) 

S1 87 

S2 62 

S3 92 

S4 85 

S5 95 

S6 92 

S7 85 

S8 79 

S9 64 

S10 85 

S11 64 

Overall Score (%) 81 

 
Fig. 4. The performance percentages of training phase and testing phase. 

VIII. CONCLUSION 

The classification performance using the threshold method 
for these MPC parameters can be used to evaluate syllable -
based Al-Quran recitation where Tajweed Harakaat rules are 
embedded in the syllable. These features show good 
performance over 80% in testing phase for representing 
Tajweed Harakaat rules using DTW distance-features.The 
threshold method is very reliable in the training and testing 
phases giving a 90.34% and 80.47% respectively. For future 
work, the range of thresholds from various countries that are 
experts in reciting the Qur'an with the best Tajweed-based 
recitation can be included in experiments to improve 
computerized evaluations that are guided or learned from 
human expertise. In addition to that, the threshold for the 
entire verses of the Qur'an can be expanded. 
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Abstract—Road accidents cause a lot of financial and human 

losses every year. One of the causes of these accidents is human 

error, and the driver ignores traffic signs. Therefore, accurate 

detection of these signs will help to increase the safety of drivers 

and pedestrians and reduce accidents. In recent years, much 

research has been done to increase the accuracy of panel 

recognition, most of which are problems that affect the diagnosis, 

such as adverse weather conditions, light reflection, and complex 

backgrounds. In the present study, considering the diversity of 

traffic signs' geometric shapes, the ngis detection part has been 

done using a torsional neural network. Then, in the feature 

extraction section, we used LBP and HOG techniques, and at the 

end, the section was identified and classified using the ELM 

algorithm. The results obtained on 12569 images, 75% of which 

were used for training and 25% for experimentation, show that 

the accuracy of this research has improved by 95% compared to 

the essential work by 93%. 

Keywords—Traffic sign recognition; torsional neural network; 

HOG Feature; LBP Feature; ELM Algorithm 

I. INTRODUCTION 

One of the most critical issues in car vision and pattern 
recognition, which has attracted the attention of many 
researchers today, is detecting traffic signs through images. 
Ignoring traffic signs is a disservice; many people die in 
accidents or disabilities yearly. With the advancement of 
technology and the competition of car factories, much research 
and work sah been done on smart cars. Traffic signs increase 
traffic safety on roads and streets by giving drivers warnings. 
Therefore, automatic identification of traffic signs is one of the 
important components of a driver assistance system. The next 
generation of vehicles can also be considered an important 
component of automatic reduction vehicles. This system must 
have high speed and accuracy and perform real-time detection 
of symptoms in natural scenes. 

Automatic detection of traffic signs is one of the problems 
of intelligent transportation systems today, which facilitates the 
recognition and interpretation of signs for users. It helps drivers 
identify traffic signs and pedestrians by warning them [1, 2]. 

In recent years, a great deal of research has been done to 
identify signs by intelligent vehicles. Factors such as bad 
weather, unfavorable weather conditions, light reflection and 
misdiagnosis of signs, placement of traffic signs and driving in 
the shade, placement of signs between leaves of trees, and very 

complex backgrounds such as the location of buildings, trees, 
and animals that complicate the background and the 
background is similar to the panel for detecting problematic 
symptoms. Because it takes a long time to separate the images 
from each other and correctly identify the traffic signs, the 
traffic sign recognition system must be prompt. 

The challenge of recognizing traffic signs is their accuracy 
and short detection time. Much works have been done to detect 
traffic signs [1, 2], and due to the noise in the image, camera 
slip, and image quality, all of them have been aimed at 
accurately detecting traffic signs. In the research reviewed [1, 
2], a traffic sign recognition system consists of three main 
identification steps: image reception, pre-processing, and 
detection of the area of traffic signs in the image. Early 
detection of traffic signs and their accuracy can help reduce 
accidents and human mortality [23], so if traffic signs can be 
detected intelligently by vehicles, it can be a great help in 
reducing road accidents. 

The motivation of this study is that with the idea of 
recognizing traffic signs from standard data images. Since 
traffic sign detection is still a challenging task because of 
adverse weather conditions, light reflection, and complex 
backgrounds, it is required to establish a method to provide 
high accuracy in diagnosis by finding different features in 
traffic sign images. 

The main purpose is to increase the accuracy of existing 
methods and to detect traffic signs according to the 
characteristics of color and texture. On the other hand, the use 
of ELM classification has been used to identify the shape of the 
symptoms better as well as to extract and pay attention to 
features such as color, shape, and texture [3]. 

The major contributions of this study are as, a) proposing a 
novel feature representation algorithm using color and texture 
features for finding different features to represent the traffic 
sign images, b) presenting a method for classifying traffic signs 
using color and PHOG features the SVM algorithm, c) 
developing a sign traffic detection method to deal with adverse 
weather conditions, light reflection, and complex backgrounds. 

The rest of this paper is consisted of as, Section II presents 
the related works. The proposed method is described in Section 
III. Experimental results and performance analysis are 
discussed in Section IV. Finally, this paper concludes in 
Section V. 

*Corresponding Author. 
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II. RELATED WORKS 

Zhang et al., [29] proposed a cascaded R-CNN to extract 
the multiscale features in pyramids in order to address 
undetection and erroneous detection. With the exception of the 
first layer, each layer of the cascaded network fuses the output 
bounding box of the preceding layer for joint training. This 
technique aids in the identification of traffic signs. In order to 
highlight the features of traffic signs and increase the accuracy 
of traffic sign detection, a multiscale attention approach is 
presented to extract the weighted multiscale features using dot-
product and softmax. Finally, to reduce the influence from a 
complicated environment and comparable fake traffic signs, we 
increase the amount of challenging negative examples for 
dataset balance and data augmentation in the training. 

Avramović et al., [30] presented a traffic sign detection 
approach based on “You Only Look Once” (YOLO) 
architectures as baseline detectors for improving the speed and 
accuracy of traffic sign identification and recognition in high-
definition photographs.  To meet the real-time performance 
requirement, a number of preprocessing techniques were 
suggested. To evaluate the method, tests on a big dataset of 
traffic signs demonstrate the ability of the method to recognize 
high-definition images in real time with high recognition 
accuracy. 

Cao et al., [31 proposed an algorithm for traffic sign 
detection and dealing with the poor real-time performance of 
deep learning-based traffic sign recognition techniques. In this 
method, spatial threshold segmentation is firstly performed 
using the HSV color space, and traffic signs are successfully 
identified using shape features. Second, utilizing the Gabor 
kernel as the initial convolutional kernel, adding the batch 
normalization processing after the pooling layer, and choosing 
the Adam method. As their results show, the model is much 
improved over the original LeNet-5 convolutional neural 
network model. The German Traffic Sign Recognition 
Benchmark serves as the foundation for the classification and 
recognition experiments on traffic signs. 

III. PROPOSED METHOD 

Initially, after downloading images from the GTSRB 
database [5-8], a torsional neural network is used to detect 
traffic signs. Extraction of shape properties by HOG technique 
which is a shape descriptor, based on histogram and statistical 
information of image spectra as well as its inclination and 
angles, and finally by extracting texture properties along with 
shape properties by LBP technique which can increase the 
sensitivity of HOG, extract light reflections and improve 
cluttered and complex backgrounds. The features are 
categorized using the ELM algorithm by forming a feature 
matrix to detect the panel type and normalizing this matrix, 
which is also the input matrix to the category. Finally, the 
accuracy is checked [9-14]. Fig. 1 shows the steps of the 
proposed method as a flowchart. 

A. Torsional Neural Network 

Twisted neural networks are very similar to artificial neural 
networks. These networks consist of neurons with learnable 

(adjustable) weights and biases [15]. Each neuron receives 
several inputs and then calculates the product of the weights 
multiplied by the inputs and finally presents a result using a 
nonlinear conversion (activation) function [16-22]. The entire 
network also provides a derivative score function, with raw 
input image pixels on one side and points for each category on 
the other. These types of networks still have a fully operational 
cost function (SVM, Softmax) in the last layer, and all the 
points about conventional neural networks are also valid here. 
Given the above, the difference between a torsional neural 
network and an artificial neural network is that torsional neural 
network architectures explicitly assume that their inputs are 
images, assuming certain features can be embedded within the 
architecture. With this action, the forward function can be 
implemented more optimally, and also, by doing so, the 
amount of network parameters is significantly reduced [24-26]. 

Neural networks receive an input (in the form of a vector) 
and then pass it through several hidden layers. Finally, an 
output resulting from hidden processing layers appears in the 
network output layer. Each hidden layer is made up of some 
neurons that are connected to all the neurons in the previous 
layer. The neurons in each layer act independently and have no 
connection. The last layer plays the role of representing the 
score of each class [27, 28]. 

B. Characteristics of Texture and LBP Technique 

The texture is the measurement of changes in the brightness 
of surfaces, which determines the quantity level for properties 
such as smoothness and order. An essential feature of the 
texture is that it is less sensitive to changes in light intensity 
than the color feature. Compared to color, texture requires a 
preprocessing step to produce texture descriptors. There are 
different texture descriptors. Gray Level Cooccurrence Matrix 
is a two-dimensional histogram that expresses simultaneous 
events expressing image intensity values in a given direction 
and distance. 

The local binary pattern (LBP) operator was first proposed 
by Ojala et al. [26]. Experiments have shown that the LBP 
operator has a high ability to represent tissue. The LBP 
algorithm is a local feature extraction algorithm. The LBP 
algorithm is one of the most potent feature extraction 
algorithms in machine vision science, and many developments 
based on this algorithm have been proposed. 

As shown in Eq. (1), the local properties of LBP are usually 
symmetrical circles in a neighborhood, comparing images with 
its neighbors. 

    (   )   ∑  (     ) 
    

    

In Eq. (1), p is the number of neighborhoods, R is the 
neighborhood radius, gi is the brightness of the i-th pixel (i = 
0,…, P-1), gc is the brightness of the central pixel, and u(x) is a 
step function that has the relation (Eq. 2) is defined. 
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Fig. 1. Flowchart steps of the proposed method. 

Suppose eight neighborhoods are used to extract LBP 
patterns. In this case, 56 uniformly significant patterns and two 
patterns for the state where the brightness of the neighborhoods 
is all more or less than the central pixel, and a pattern for the 
other states is considered. In total, image pixels are tagged with 
59 patterns. The normalized histogram of the repetition of 
these patterns constitutes the LBP features. The minimum 
amount of binary pattern produced is used to make the patterns 

more resistant to rotation; therefore, the LBP pattern is resistant 
to the period in the form of Error! Reference source not found 
is defined. 
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In this case, the number of significant patterns will be 
seven. As a result, image pixels are tagged with 10 patterns. 
This paper uses period-resistant LBP patterns. In recognizing 
traffic signs, searching for a way that is easy to identify and has 
good accuracy is of great importance. In this paper, the 
torsional neural network method is used for detection, and then 
using LBP and HOG; the features were extracted after 
normalization of the feature matrix as input to the ELM 
algorithm for classification. 

IV. ANALYSIS AND INTERPRETATION OF EVALUATION 

RESULTS 

This research was implemented with MATLAB software 
version 8.3 and on a system with Intel Core i7 specifications 
with 2.2GH processing power and 6GB of main memory. The 
database used in this article is the GTSRB database [5-8]. 
Considering that the essential work [1] has been implemented 
on 1000 images from this database while implementing on 
1000 images to compare with the essential work on 12569 
images in the GTSRB database [5-8], the proposed method has 
been implemented.  

A. Evaluation Data Set 

The data used in this study compared with the essential 
work of 1000 images, of which 800 are noise-free images and 
200 are noise-free images to implement the proposed method 
on all images. The database contains 12569 images 
downloaded from the GTSRB [5-8], among which 60 are 
related to speed limit data of 20 km / h, and 720 are related to 
traffic signs. The speed limit is 30 km / h, 750 pieces of data 
are related to traffic signs, the speed limit is 50 km / h, 450 
pieces of data are related to traffic signs, the speed limit is 60 
km / h, and 660 pieces are data. Traffic signs are a speed limit 
of 70 km / h, 600 pieces of data are related to traffic signs' 
speed limit of 80 km / h, and 120 data are related to traffic 
signs with a speed limit of 80 km / h, 480. The number of data 
related to traffic signs is 100 km / h, 450 of the data related to 
traffic signs. The speed limit is 120 km / h, 480 pieces of data 
are related to traffic signs, overtaking is prohibited, 660 images 
are related to prohibited truck overtaking, 420 pieces of data 
are related to a two-way intersection, 690 Images of the main 
street, 720 images of a right of way, 240 pieces of data related 
to traffic stop signs, 210 pictures of no entry signs, 120 pieces 
of data related to traffic signs of no-entry trucks, 360 pieces of 
data related to no-entry traffic signs, 390 pieces of data related 
to traffic signs, 60 pieces of data related to traffic signs to the 
left, 120 pieces of data related to traffic signs to the right, 90 
images of left turn on the road, 120 pieces of data Bump traffic 
signs, 150 data slippery road traffic signs, 90 road images 
approaching from the right, 480 data from workers' traffic 
signs working, 180 warning images to traffic lights. As we 
approach the traffic, 60 pieces of data related to traffic signs at 
the crossing Cloud pedestrian, 180 warning pictures of children 
playing, 90 warning pictures of cyclists, 150 pieces of data 
related to frozen road data, 240 pieces of data related to traffic 
signs for animal crossings, 60 stop signs, 209 number of data 
related to right-turn traffic signs, 120 data related to left-turn 
traffic signs, 390 data related to traffic signs for forwarding 
movement, 120 pieces of data related to two-way intersection 
traffic signs, 70 news images of entering the street from the 

right, 690 news images of the one-way road from the right, 90 
images of the one-way road from the left, 120 pieces of data 
related to traffic signs, 60 pieces of data related to traffic signs 
allowed overtaking, 60 images No truck overtaking is 
prohibited. 

B. Analyze and Evaluate the Results 

First, the images are detected using a torsional neural 
network described in detail. As described in the previous 
sections, the torsional neural network is an improved version of 
the artificial neural network. There is a difference in the 
structure and operation of this type of network. Unlike an 
artificial neural network, the input matrix is the intensity of 
image brightness in a torsional neural network. The features 
are extracted by mapping and reducing the dimension of this 
matrix, and classification and detection operations are 
performed. If the feature extraction operation is performed 
separately in the artificial neural network, the classification 
operation will be performed after the feature extraction and 
normalization of the features. In fact, in torsional neural 
networks, the spatial dependence of the data is essential for 
network training and feature extraction from the input matrix. 
Therefore, this type of network can be used in problems where 
neighborhood information and spatial dependence make sense. 
Fig. 2 shows how this detection occurs. After the segmentation 
of images and detection of traffic signs by the torsional neural 
network, features are extracted from the detected areas to 
determine the shape of the traffic sign. Properties are extracted 
using the texture method and LBP technique, and also the 
HOG method is used to extract the properties and form the 
properties matrix. In this paper, we compare the primary article 
method [1], which uses the PHOG method and different color 
channels for extraction and SVM algorithm for classification 
[4], and the proposed method, which uses LBP and HOG for 
feature extraction and ELM for classification. The baseline 
work used 1000 images for evaluation, using 800 images with 
noise or negative images and 200 non-noise images or positive 
images. Table I shows the comparison of the two methods. 

In Table I, as can be seen, four different shapes are 
presented with different proposed methods and different 
categories, and the results show that the proposed method has 
very acceptable accuracy. 

The following matrix, called the perturbation matrix, has 
five rows and five columns of the number of data tested, and 
their results are shown. In this matrix, the horizontal axis of the 
actual output or the class label is given, and the vertical axis of 
the output estimated by the category is shown. 

TABLE I.  COMPARISON OF THE PROPOSED IDEA AND THE BASIC WORK 

Row Shape 

type 

Color channel method and 

PHOG with SVM 

classification [1] 

LBP and HOG 

methods along with 

ELM algorithm 

1 circular 93.52% 100% 

2 Triangle 96.45% 95.8% 

3 Inverted 

triangle 

94.50% 100% 

4 Diamond 95.16% 100% 

5 Average 95.02% 98.95% 
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Fig. 2. Sample GTSRB database images. 

An example of the output of a traffic sign detection algorithm is shown in Fig. 3. 
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Fig. 3. Traffic signs detected by the proposed method. 

 

Fig. 4. The proposed method perturbation matrix is based on the basic paper 

data. 

As shown in Fig. 4, in the first 30 categories of data related 
to circular traffic signs, the category correctly places the data in 
its group, and the classification accuracy for this group is 
100%. In the second group, which is related to rhombus-shaped 
traffic signs, category six has correctly categorized the data 
related to this category. The classification accuracy is 100% for 
this group. In the third group, which is related to triangular 
traffic signs, and vice versa, six data are categorized correctly, 
and the classification accuracy for this group is 100%. In the 
fourth group, related to simple triangular traffic signs, out of 24 
data, one case was incorrectly classified in group five and the 
rest correctly. The classification accuracy for this group is 
95.8% out of which 81% data is related to the background 
model. One case is incorrect in category four. One data is 
incorrectly categorized in category one, the rest of the data is 
categorized correctly, and the classification accuracy for this 
group is 97.5%. The absolute accuracy in this category is 98%. 
Also, in the following Fig. 5, the ROC diagram of the proposed 
method is shown on the data set introduced in [5]. 

Given that in the primary working method [1], the data 
used is selected. In order to prove the suitability of the 
proposed methods of extracting the proposed feature and 
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algorithm, extracting all the images related to the GTSRB site, 
which contains 12569 images, has been used for 
implementation. A base of 1000 images has been used. After 
image detection by the torsional neural network, the properties 
are extracted by LBP and HOG. After normalizing the images 
and forming the feature matrix, the obtained matrix is given as 
input to the ELM classifier for classification and then output in 
43 classes. In this study, 75% of the images were used for 
training, and 25% were used for experiments. Table II shows 
the execution times of the different parts of the proposed 
algorithm. 

As shown in Table II, in addition to the appropriate 
accuracy and high generalizability of the Maximum Learning 
Machine category, the speed of immediate implementation of 
this category has been measured, which has not been 
considered in the essential work. Another criterion used to 
evaluate the algorithm's performance is the classification 
accuracy, which in the proposed method for classifying data 
into 43 accuracy classes is 95.31%. 

For this evaluation, the k-fold approach was used, where 
the value of k was considered equal to 10. At each stage, 90% 
of the data is set aside for training and 10% for testing. This 
process is repeated 10 times to consider all the data for testing 
and training the system which will be averaged on the accuracy 
obtained. The ROC diagram for this category is shown in 
Fig. 6. In this diagram, the larger the area under the curve, the 
higher the classification accuracy. The pivotal components of 
this chart are the Misdiagnosis Rate (FPR) and the True 
Diagnosis Rate (TPR). 

 

Fig. 5. ROC diagram of the proposed method on reference data [1]. 

TABLE II.  EXECUTION SPEED IN SECONDS 

Total data 

testing time by 

ELM 

Total data 

training time 

by ELM 

HOG attribute 

for an image 

Local LBP 

attribute for an 

image 

0.30 13.63 003/0 005/0 

 

Fig. 6. ROC diagram of the proposed method. 

V. CONCLUSION 

In this paper, a novel method for classifying traffic signs is 
presented. The primary work with 1000 images in four classes 
using color and PHOG features using the SVM algorithm has 
reached an average accuracy of 95.03%, while the proposed 
method uses detection. Torsional neural network and feature 
extraction using tissue feature with LBP technique and HOG 
feature with ELM classification in 1000 images reached 
98.95%, considering that the baseline work did not use all the 
data related to GTSRB. In this method, extraction of texture 
properties along with shape properties by the LBP technique 
can improve the sensitivity of HOG to light reflections and 
tangled and complex backgrounds. Therefore, feature of the 
texture is that it is less sensitive to changes in light intensity 
than the color feature. To prove the superiority of the proposed 
method, the proposed method is implemented on all data of the 
GTSRB site, and the results obtained from 12569 images in 43 
classes have achieved 95.3% accuracy. Lastly, this study 
intends to propose a novel feature representation algorithm 
using color and texture features for finding different features to 
represent the traffic sign images, presenting a method for 
classifying traffic signs using color and PHOG features the 
SVM algorithm, and developing a sign traffic detection method 
to deal with adverse weather conditions, light reflection, and 
complex backgrounds. The advantages of this method include 
the appropriateness of the selected features and the appropriate 
classification algorithm. However, the weakness is sensitivity 
in tough light condition and complicated background. For 
future study, the proposed method can be extended to deal with 
the tough variation in complex background and light 
conditions. 
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Abstract—Medicinal Plant species help to cure various 

diseases across the world. The automated identification of 

medicinal plant species to treat disease based on their structure is 

much required in pharmaceutical laboratories. Plant Species 

with a complex background in the field will make the detection 

and classification more difficult. In this paper, optimization of 

bacterial foraging technique has been employed towards 

medicinal plant prediction and classification architecture based 

on feed-forward neural network. It is capable of identifying both 

complex structures of medicinal plants. Feed-forward Neural 

Networks are considered to have good recognition accuracy 

compared to other machine learning approaches. Further 

bacterial foraging has been implemented to minimize the feature 

search space to the classifier and provides optimal features for 

the plant classification. The experimental outcomes of the 

proposed approach has been analysed by employing the medley 

dataset and evaluating the performance of the proposed 

approach with respect to dice similarity coefficient, Specificity 

and sensitivity towards medicinal plant classification. The 

findings are very positive, and further research will focus on 

using a large dataset and increased computing resources to 

examine how well deep-learning neural networks function in 

identifying medicinal plants for use in health care. 

Keywords—Medicinal plant; feed-forward neural networks; 

linear discriminant analysis; bacterial forging 

I. INTRODUCTION 

Most individuals around the world utilise traditional 
medicines made from medicinal herbs. India is known as the 
world's botanical garden as well as the country that produces 
the most medicinal herbs. Due to their natural origins and lack 
of side effects, herbal medicines have experienced an 
exponential surge in popularity during the last several years 
across both developed and developing nations. Plant species 
have medicinal value and it is considered as the essential 
resource for curing various diseases around the world [1]. 
These medications are more widely used since they aim to 
treat illnesses devoid of causing any negative effects. Indian 
traditional medicine is renowned for using Naturopathic 
remedies, Ayurvedic medicine, Unnani, breathing exercises, 

meditation techniques, yoga, homoeopathy and many more. 
There are about 8,000 herbal remedies used in these traditional 
medicines. As per surveyed findings, approximately 75% of 
migrants utilize herbal plants for medicinal reasons [2, 3]. 

Manually identifying medicinal plants is still the most used 
way. Humans gather information about the entire plant or 
certain parts like leaves, flowers, fruits, or bark using their 
eye, nose, fingers, or other human organs [4, 5]. Depending on 
either individual perspectives or referrals, they will decide 
which species of medicinal plants to use. It has been 
demonstrated via practise, nevertheless, that this type of 
identification strategy is time-consuming, inefficient, and 
heavily dependent on the expertise and subjective experience 
of the persons using it. 

Mainly to determine the variety of medicinal plants, 
automated models using image processing approaches [6] has 
been employed to assist botanists in the early identification of 
plant by employing machine learning architectures [7]. 
However, machine learning techniques reveal the structural 
and texture appearance of the plant along with its 
discriminative visual symptoms. Further detection and 
classification of the plant species suffer from the noise and 
illumination effects of the images [8]. In addition, it is 
mandatory to discriminate the different growth stages of the 
plant along the virus and disease involvement which was 
found to be highly complex in identification. 

In order to manage these challenges, various image 
processing steps such as Image segmentation of the seed 
region [9], feature extraction on the segmented region [10] and 
optimal feature selection [11] have to be aggregated to achieve 
high recognition accuracy in prediction and classification of 
the medicinal plants from large sizes of input images. In this 
paper, bacterial foraging optimization has been employed to 
feed forward neural network towards plant classification on 
basis of pathological properties. 

Among numerous machine learning architecture, feed-
forward neural networks produce high recognition accuracy in 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

64 | P a g e  

www.ijacsa.thesai.org 

classifying the image dataset. Initially, region-growing 
segmentation [12] techniques are applied to group the seed 
points having similar pixel values as the segmented region. 
The segmented region is analysed using linear discriminant 
analysis which is considered as a feature extraction technique. 
Shape descriptors and Texture features are extracted. That 
extracted feature is reduced using the bacterial foraging 
technique to generate the optimal features. Finally, feed-
forward neural network classifier is employed to optimise 
features to classify into linear plant classes. 

The balance part of the article is sectioned into the 
following form; Section II provides the review of literature 
containing similar mechanisms of machine learning for plant 
identification. Section III defines the proposed architecture 
containing the Feed Forward Neural Network and bacterial 
foraging based optimization. Section IV highlights the 
experimental solutions of the proposed approach along with 
performance evaluation and at the last, summary of the article 
with conclusion and future work is provided. 

II. BACKGROUND STUDY 

A. Literature Work 

This part of the work describes the problem statement of 
the research, a review of literature related to the current 
problem and various deep learning models applied to plant 
identification using various image datasets has been detailed 
as follows. The medicinal plant identification model which 
performs similarly with respect to the proposed architecture 
has been discussed below. 

 The Artificial Neural Network Model [ANN] segments 
the leaf into subfields on different growth stages of the plant. 
The affinity propagation model computes the variation of the 
leaf on pixel parameters with reference to plant pathologies 
and produces the affinity set containing similar leaf properties. 
Sparse Principle component analysis considered as a feature 
extraction technique is employed to affinity set to gather the 
sparse feature and its associations are represented as 
covariance and correlation matrix [13]. Further Artificial 
Neural Network is projected to produce the class labels for the 
sparse features in the feature set. ANN [14, 15] uses a 
normalization technique to smoothen the edges of the class 
labels in order to separate plant types. 

A Random Forest classifier is implemented to classify the 
plant on basis of the specified medicinal properties. A 
classified plant can be employed for disease treatment 
purposes. Initially, feature extraction methods such as SIFT 
technique have been employed towards shape extraction, color 
extraction and texture feature extraction from the plant 
images. Further genetic algorithm has been applied as a 
feature selection technique to select effective features towards 
classification purposes using a Random forest classifier [16]. 

Convolution Neural Networks (CNN) can be used for the 
classification of medicinal plant species and they contain built 
in feature extraction functionality. The shape and texture 
characteristics are contained in the feature. It classifies the 
features with respect to the activation function and multiple 
layers to obtain the effective classes [17]. CNN is also used in 
various identifications and analysis of images like spatial data, 

eye tracking data, networks attack and many more [18, 19, 20, 
21]. 

B. Problem Statement 

As a critical problem for the preservation, authenticity, and 
production of herbal medicines, the automatic classification of 
medicinal plants needs further study [22]. Owing to the 
difficulties due to illumination effects, shadow effects, 
nonlinear seed points, overfitting issues and accumulation of 
reconstruction error in the processing of medicinal plant 
datasets, the identification and classification of plant leaves 
will face significant challenges in employing machine learning 
algorithms. These necessitate a better approach to be 
developed for identifying and classifying medicinal plants. 

III. PROPOSED MODEL 

This section defines the design procedure towards 
optimization of Feed-Forward Neural Networks using the 
bacterial foraging technique to classify the medicinal plant in 
the Mendeley dataset. In addition, the design procedure of the 
region growing segmentation approach is to segment the 
medical plant and linear discriminant Analysis to feature 
extract is also provided in detail. It is as follows: 

A. Image Pre-processing 

Image preprocessing is used to increase the image pixel 
properties on the normalization approach and contrast 
enhancement approach. A further large number of learning 
parameters of the modelled have been managed for dataset 
processing. Image Normalization is employed using histogram 
stretching. Further to eliminate the image noise and image 
blur, Contrast enhancement [23] is used in addition to the 
image thresholding approach [24] to improve the image details 
which contains an important factor for image classification. 

B. Region Growing Segmentation 

In this part, seed points illustrating the discriminate image 
parts of the medicinal plant have been analysed and it is 
grouped into vectors representing the similar seed points to the 
entire image. Similar points of the medicinal plant are 
computed with respect to the homogeneity pixel. Vector 
represents the segmentation results as a growth process on 
verification of the homogeneity rule among the pixels. The 
growth process for the selected regions at every stage S is 
defined as in (1). 

Gpi(s) where i=1, 2    (1) 

Homogeneity of the pixel is computed for the seed pixel to 
verify the presence of unfermented pixels in the neighborhood 
of the remaining pixel in the particular region. The 
computation rule is as follows in (2). 

If (H (Gpi(s)) for each pixel = True)   (2) 

Then compute the Mean M and Standard deviation of each 
pixel in region Ri is as follows as in (3) and (4). 

Mean M =
 

 
 ∑   
   (i)    (3) 

Standard deviation SD= 
√(   ) ( )

   ( )
     (4) 
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Employ strategy to group two regions Gp(1) and Gp(2) on 

conditions as in (5) and in     (6) 

If ((Mean of region 1- Mean of Region 2) < Standard 

Deviation of Region 1)            (5) 

Verification of the homogeneity of seed points 

Else if (pixel intensity of the region 1 is close to mean value of 

the threshold Ti)               (6) 

Where Threshold is as in (7) 

Ti = {1- 
   

  
}     (7) 

Threshold Ti depends on the variation of the region Rn and 
the pixel intensity Pi. 

Resultant segmentation outcomes are represented as image 
vectors containing the seed points which are further processed 
for feature extraction and classification process. 

C. Linear Discriminant Analysis 

Linear Discriminant Analysis (LDA) has been employed 
to exploit a feature from the image projection using the fisher 
criterion function [25]. The feature extraction projection in a 
specific direction extracts properties of homogeneous seeded 
points in the segmented region vector. Properties of the seed 
points are represented as a feature. Initially, the homogenous 
seed point is transformed into scatter matrix to reduce the 
feature space. Scatter Matrix SM of the vector undergoes the 
following computation. 

Mean of the Vector is as in (8) 

Mi = =
 

 
 ∑     
   I   (8) 

Total Mean of the Vector is as in (9) 

TM =
 

 
 ∑    
       (9) 

Scatter Matrix Sw =∑   
   i

  

 
   (10) 

Scatter Matrix Sb = 
 

 
∑   
   iPj(fvi –fvj) (fvi –fvj)T   (11) 

where (vfi –vfj) is vector feature variation. 

The covariance of Mean is as in (12) 

Si= 
 

 
 ∑ (   

 

   
i) (x-mi)T  (12) 

Aggregate Covariance of Scatter matrixes is to produce an 
optimal feature set is as in (13). 

ST = 
 

 
 ∑ ((fvi –fvj) (fvi –fvj)

T  (13) 

Reducing the Feature space is a vital part of the LDA. It 
can be generated by improving the scatter ratio |Sb| / |Sw|. 
Further, scatter ratio weight will improve on eigenvectors of 
SbSw producing the projection matrix with column matrix W 
as in (14). 

W= [W1,W2………..Wc-1]   (14) 

Where Wi are the Eigen Vector of the Scatter matrix Sb 
and Sw and its value corresponds to reducing Eigen values λi 

The linear discriminant analysis produces the feature of 
processing the scatter matrix of the seed points. It is further 
treated as a reduced feature set on the fusion of two or more 
vectors. However, this reduced feature set has been employed 
for feature selection to obtain the optimal feature for 
classification. 

D. Feed-Forward Neural Networks 

Feed Forward Neural Network (FFNN) is to determine the 
plant classes of the image. FFNN is employed to process the 
spatial and temporal features obtained from the segmented 
region of the image. An FFNN model is composed of many 
processing states. FFNN produces the plant classes by 
representing the feature vector in Direct Acyclic Graph (DAG) 
structure. In FFNN, seed point features of the segmented 
region are contained in each layer of the graph network. Table 
I shows the FFNN parameter components. Extracted spatial 
and temporal features undergo various computations in a 
graph structure. 

TABLE I. HYPER PARAMETER OF FEED-FORWARD NEURAL NETWORKS 

Tuning of Hyper Parameter Values 

Class Batch Size  200 

Feature Learning Rate  0.09 

Attribute Size  85 

Maximum No of pixels to each layer 1000 

Length of the pixel in sublayers  250 

Loss function Cross entropy 

 Abstraction layer 

In this layer, the Abstraction layer is used to collect high-
level features in the plant. Vector structure contains the 
feature. Vector is processed in the activation function. It 
generates a new state from the old state using epoch functions 
and a few parameter functions. Matrix Feature weight and 
Vector feature bias are computed by aggregating the input 
vectors with output vectors extracted hidden layer. The feature 
weight of the matrix is computed as in (15). 

At = Sigmoid (W(c(t))+h(t-1))  (15) 

Where At represents the feature weight of the Input vector 
c(t) and hidden vector h(t-1) of the seed points of the plant 
region. 

 Hidden Layer 

In this layer, hidden feature information is extracted from 
the input layer vector seeded point and it is represented as the 
hidden vector H. The FFNN model uses the hidden layer to 
compute the feature to be represented in the output layer for a 
period of data availability. Stored Seeded region will be 
forgotten in the subsequent process. The FFNN model 
includes the sigmoid function as an activation function to 
compute the feature weight to eliminate the less-weighted 
features. Fig. 1 illustrates the proposed research architecture. 

The FFNN hidden layer is concealed with the output 
information of the output layer illustrated in (16). 
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O(f(t)) = ϭ(Gp [A(t)     + h(t − 1)] + Wf )+∑ ( 
 
)  

 

   
 (16) 

The Hidden layer information of the FFNN is identified as 
an important process to analyse the structural changes and 
temporal changes of the plant on various growths stage and 
disease stages. This information is helpful to classify the 
medicinal plant. The hidden layer of FFNN identifies which 
input accommodating the plant features and its concealing is 
provided by (17). 

Hf = ϭ BV (WmGi(s); Wmdi(s)]+ ϭ BV (WmGi(t); Wmdi(t)]     (17) 

Where Hf represents the model outcome containing 
features of growth stage and disease stages along the matrix 
feature weight Wm and bias of feature vector BV It is further 
interpreted with pathological information. Ϭ is considered as a 
sigmoid activation function to extract the disease and growth 
stages features. 

 Activation function 

 The activation function set the decision point of the 
learning rate of the proposed model to manage and change the 
feature weights of the growth and disease feature of the plant 
of various stages from the hidden layer on employing the 
sigmoid function [26]. FFNN model activation function is 
illustrated in form of a tree structure which has a high ability 
in parsing the feature using the sigmoid function. The 
activation function is optimized using a hyperparameter to 
improve the output layer representing the plant classes. The 
activation function is as follows in (18). 

Af= Sigmoid (Fs)*∑ (     
   

 
      

   

 
)

 

   
 (18) 

Activation functions of the hidden layer process the feature 
set to identify the plant classes on basis of distance measures 
on feature weight. 

 Output Layer 

The output layer generates the plant classes. The output 
layer interprets the feature set of the hidden layer with 
reference to the pathological information to discriminate the 
plant classes with high recognition accuracy. Plant classes of 
the output layer are discriminated using the output function. 
Function Z(t) uses the feature vector on various stages to 
classify effectively with the activation function. Output 
Function is given by (19). 

Output Function Z(T) = Sigmoid ( G(f)* D(f))  (19) 

The output function of the FFNN contains the sigmoid 
function to differentiate the growth and disease stage features 
of the plant. These outcomes are stored as classes with 
reference to the output function. 

 Loss Layer 

The loss layer is employed to assure the classification 
accuracy of plant classes. It is assured on the processing the 
image data with various folds using the cross entropy function. 
On identification of irregularity or reconstruction error on the 
processing layer of the model, hyperparameter tuning is 
carried out on each layer of the network to reduce the error in 
the hidden layer, input layer and output layer. The loss 
function for hidden and output layers are given by (20) and 
(21) respectively. 

Loss function Lf for hidden layer = Softmax (At*Er*Ht) (20) 

Loss function Lf for output layer = Softmax (At*Er*Zt)  (21) 

 

Fig. 1. Proposed architecture. 
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An accurate neural network model for classification is 
obtained with the inclusion of the loss function in the layer. 

Algorithm 1: Plant Identification  

Input: Mendeley Dataset  

Output: Plant class  

Process 

 Image Pre-Process ()  

 Image Thresholding () 

 Contrast Stretching () 

Region Segmentation () 

Identify the seed Point 

 Compute Mean M and Standard deviation SD for Seed point() 

 Homogeneity Rule () 

  ( )    
  

  
 
 (   )  

 (   )
  

 (   )  

 (   )
 

If (Pixel intensity of Region 1 == Pixel Intensity of Neighbour 

Region of Seeded point 2) 

 

 Merge the two pixels into the seed point of the Region as Vector V  

 Linear Discriminant Analysis () 

 

 Compute Scatter matrix Sm[] of seed region= 
 

 
∑   
   iPj(fvi –fvj) (fvi 

–fvj)
T 

 FFNN Learning () 

 Input layer ( ) 

 Determine the Spatial Feature of Seed Points () 

  F(S) =Sm∑  (   )
 

   
 

 Compute Temporal Features of seed points () 

  F(T) =Sm∑  (   )
 

   
 

 Hidden Layer () 

 Identify the hidden feature of the various growth stage  

  O(f(t)) = ϭ(Gp [A(t)     + h(t − 1)] + Wf )+∑ ( 
 
)  

 

   
 

 Activation Layer () 

 Use the Sigmoid Function 

    Output Layer () 

  Cross Entropy Layer () 

  Loss FunctionLf Softmax () 

  Ϭ(z)i= 
   

∑  
   

   

 

Identify and display the Plant Class 

Algorithm Description: 

The classification algorithm initiates with image pre-
processing approaches with histogram normalization and 
contrast stretching for noise removal and image normalization 
in the Medley dataset. Region-growing segmentation is 
employed for the preprocessed image. Linear Discriminant 
Analysis (LDA) has been employed as a Feature extraction 
approach. Obtained features are processed to classify the 
feature into classes using Feed Forward Neural Network on 
the computation of the features in the activation layer of the 
network using the sigmoid function. 

E. Bacterial Foraging Optimization 

In this section, bacterial foraging optimization is employed 
to the hidden layer to obtain the optimal feature space from 
the hidden layer to enhance plant classification accuracy in 
processing the features of various plants. The bacterial 
foraging uses the fitness criteria on the feature space from the 
hidden layer of the FFNN model [27]. Bacterial Optimization 
computes the optimal features to classify the plant into 
categories, especially it is found effective to classify various 
patterns. The optimal feature set has to be determined using 
the following fitness function (22). 

Fitness Function = ∑            (
   

   
𝞭i

j(fk)- 𝞭i
j(fm+1))+O(fn) 

(22) 

Feature set given by fitness function is F(s) 

IV. EXPERIMENTAL RESULTS 

Experimental analysis has been carried out in the 
Mendeley plant dataset [28]. The proposed architecture is 
simulated in Matlab (version 2017). In processing of the 
model, training data and validating data have been partitioned. 
In that, 60% of the image has been utilized for model training 
and 20 % of the image has been fixed for validation and rest 
20% of the image has been fixed for model testing. In 10-fold 
cross-validation of the learning model, the performance of the 
classification and segmentation of the leaf region has been 
enhanced. 

In this work, the proposed neural network model achieves 
high recognition accuracy on the identification of plant 
classes. The model provides excellent outcomes in computing 
the leaf region with different image sizes and image 
characteristics evaluated against conventional methods. Model 
performance has been evaluated with Dice coefficient, 
sensitivity and specificity against the conventional approaches 
for medicinal plant detection with volumetric changes of the 
plant at various stages of the plant growth. 

 Dice similarity Coefficient 

It is accessed on basis of the variation of classified results 
against the pathological classes. This difference computation 
is carried out using a confusion matrix. The confusion matrix 
yields True Positive (TP), False Positive (FP) and False 
Negative (FN) values on the class results. It is denoted as in 
(23). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

68 | P a g e  

www.ijacsa.thesai.org 

Dice Similarity Coefficient 

=
              

                                           
 (23) 

 Sensitivity 

It is considered as the ability of a test to correctly classify 
the plant in terms of various features. It is denoted as in (24). 

Sensitivity = 
             

                            
      (24) 

 Specificity 

It is considered as the ability of a test to correctly classify 
the plant without various features. It is denoted as in (25). 

Specificity = 
             

                              
 (25) 

The Mendeley medicinal plant leaves dataset containing 
image samples has been analysed to determine the medicinal 
plant class using machine learning approaches. The learning 
model has been assessed using the Dice coefficient measure, 
Sensitivity and Specificity measures. Its performance value is 
represented in Table II. 

The proposed model exhibits good performance in 
segmenting the plant regions. Optimization of Feed Forward 
neural Network has been carried out with bacterial foraging 
illustrating the excellent outcomes on relating with 
conventional approaches such as Artificial Neural Networks 

and Convolution Neural Networks. 

The Dice Coefficient generates the best outcomes on 
accessing with a classification accuracy of plant classes, 
generated using the machine learning model has been 
illustrated in Fig 2. 

TABLE II. PERFORMANCE EVALUATION OF MEDICINAL PLANT 

CLASSIFICATION TECHNIQUES 

Samples Technique 
Dice 

Coefficient 
Sensitivity Specificity 

1St Fold 

Validation 

Set 

Bacterial foraging 

optimized Feed-

Forward Neural 

Network– 

Proposed model 

0.9788 0.9485 0.9792 

Artificial Neural 

Network - 

Existing Model 

0.9578 0.9122 0.9689 

2rd Fold 

Validation 

set 

Bacterial foraging 

optimized Feed-

Forward Neural 

Network l – 

Proposed model 

0.9777 0.9194 0.9798 

Artificial Neural 

Network - 

Existing Model 

0.9665 0.9014 0.9271 

3rd Fold 

Validation 

set 

Bacterial foraging 

optimized Feed-

forward Neural 

Network – 

Proposed model 

0.9771 0.9115 0.9785 

Artificial Neural 

Network - 

Existing Model 

0.9656 0.9015 0.9365 

 

Fig. 2. Performance comparison of the learning model with respect to the 

dice coefficient. 

Regarding the measure of sensitivity, it measures the 
excellent results in the optimization of the learning model 
through bacterial foraging to produce optimal features. Fig. 3 
shows the performance outcome of the sensitivity measure on 
the plant classification. 

 

Fig. 3. Performance comparison of the learning model with respect to 

sensitivity. 

The performance of the trained network is adapted to the 
target domain on producing better outcomes. Fig. 4 illustrates 
the performance outcome of the specificity. The proposed 
model is capable of classifying five medicinal plants 
effectively such as Basella Alba (Basale), Carissa Carandas 
(Karanda), Citrus Limon (lemon), Ficus Auriculata (Roxburgh 
Fig) and Rosa-Sinensis (Hibiscus). 

 

Fig. 4. Performance comparison of the proposed model in terms of 

specificity. 
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V. CONCLUSION 

In this work, an optimized framework of Feed Forward 
Neural Network using bacterial foraging has been designed 
and implemented to classify the medicinal plant from the 
medley dataset. The model initiates the segmentation 
operation to the pre-processed image dataset in order to obtain 
the segmented region containing seed points in the image. The 
segment images are further processed using the linear 
discriminant to extract the spatial and temporal features. The 
extracted feature set is applied to the feed-forward neural 
network classifier. The classifier composed of the input layer, 
hidden layer, output layer and loss layer has fine-tuned with 
objective and activation function to discriminate the results 
with high recognition accuracy. The proposed model produces 
excellent outcomes even presence of image artifacts and 
volumetric changes in images. Further it is capable of 
handling the variability in anatomical properties and contrast 
variations of the dataset in analyzing the modalities and 
pathologically changed tissues. Further, different posing and 
structural changes have to be computed to minimize the 
interpretation issues and enhance the classification accuracy 
using Gaussian and quantum models on the features of the 
images to discriminating the medicinal plant classes of leaf 
images. 

The results are very encouraging, and future studies will 
concentrate on using a huge dataset and more computational 
power using Quantum Computing to assess how effectively 
deep learning neural networks work in identifying medicinal 
plants for use in healthcare [29]. Whilst deep learning is a 
paradigm for analysis, linked data can be selected as the 
optimal practice for data representation [30]. The confluence 
of linked data with the proposed work can further take this 
study towards more accuracy. 
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Abstract—Employee turnover in the IT industry is among the 

highest compared to other industries. Knowing factors that 

influence the turnover may help reduce this issue in future. One 

of these factors is job satisfaction, which are composed of two 

important factors, status and seniority. In this study, the 

correlation and chi-square visualization are utilized to determine 

the factors that affect employee turnover. The experiment was 

carried out to predict turnover using a private IT consultant 

dataset comparing three classification algorithms (decision tree, 

Naïve Bayes, and Random Forest). The result shows that job 

duration and positioning are factors that influence employee 

turnover in a software company. 

Keywords—Employee turnover; turnover factors; chi-square; 

classification algorithm 

I. INTRODUCTION 

According to the information and communications 
technology (ICT) workers survey, 43.6% of ICT professionals 
work in IT Industries, with an annual growth rate of 14.7% 
[1]. Given the sharp increase in demand for skilled IT 
professionals, supply of qualified computer specialists, 
especially college graduates, is on the rise [2]. This situation 
has given the IT industry a competitive advantage in hiring an 
ever-growing number of professional software engineers, as 
each company tries to lure the best employees by offering 
them better opportunities in terms of pay, expertise, and 
working atmosphere. The IT industry therefore has one of the 
highest turnover rates in comparison to other industries [1]. 

Poor financial compensation, management style, and 
career opportunities are the main factors contributing to 
dissatisfaction with current employer and their decision to 
leave [3]. Staff turnover is a major disadvantage for the 
company on direct and indirect costs. The direct costs are 
related to the time and resources spent on recruiting, hiring 
and training employees [4]. The indirect costs include the 
decrease in production and services caused by the company 
failing to find replacements. Hiring and training new 
employees is also a large investment because the higher the 
turnover rate, the higher the cost [5]. 

In general, turnover is due to employee dissatisfaction with 
a number of factors, including working conditions, salary, 
support quality, co-workers, nature of work, employment 
security, and career prospects. The factors that affect job 
satisfaction are divided into two factors, namely 

organizational factors - which include company policies and 
work environment - and individual factors [6]. The status and 
seniority are one of these individual factors that affect job 
satisfaction, as a perception that a lack of employment status 
causes many workers seeking another job [6]. In addition, 
attitudes toward human resource management indirectly affect 
turnover, which is fully mediated by job satisfaction [7]. 

In this paper, visualization and feature selection are 
proposed to identify factors that influence employee turnover. 
The paper is organized as follows. In Section II, this paper 
first gives an overview of previous work on this topic. This is 
followed by a presentation of the method used in Section III, 
followed by a discussion of the experimental results in Section 
IV. Finally, the paper is summarized in Section V. 

II. RELATED WORK 

Some turnover studies suggest using machine learning to 
design retention policies [8]. A study was carried out by [9] to 
predict employee turnover in one of Indonesia’s renowned 
telecommunication company, comparing three classification 
algorithm (Naïve Bayes, Decision Tree and Random forest) 
based on 12 attributes. Another study by [10] implemented 
twelve features to predict employee turnover, while other use 
19 attributes [8]. Similar study by [11] evaluate six 
classification algorithm (KNN, SVR, Naïve Bayes, Decision 
Tree, Random forest) to predict employee turnover using a 
dataset from Kaggle. In contrast to the previous study, this 
study will evaluate the individual and seniority factors, which 
are represented by length of service and job level as factor of 
employee turnover in IT consultant firm. 

A. Naïve Bayes 

In supervised machine learning [12][13][14][15], Naïve 
Bayes is a widely used model of classification due to its 
simplicity and efficiency. Naïve Bayes computes the posteriori 
probability for a class by observing the churn problem, i.e., the 
churn and non-churn observation probabilities. The posteriori 
probabilities are computed by using the rule of Bayes and the 
assumption of naive Bayesians with unique employee 
backgrounds for each class. The goal of the Bayesian decision 
rule is to set a record of a new hire to the class with the 
highest probabilities posteriori as [16] suitable model for 
predicting employee turnover. 
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B. Decision Tree 

A decision tree is divided by decision rules into some 
classes [17]. It represents a fluctuating graph resembling a tree 
structure that implies a test in an attribute for each internal 
node (not leaf node). A branch represents a test result, with a 
class label for each leaf node (or end node). The root node is 
the top node in a tree [18]. The C4.5 decision tree classifier is 
employed to build predictive models due to its ability to 
segment dynamic decision processes [19]. 

C. Random Forest 

Random Forest (RF) proposed by Brieman [20], uses 
aggregation and bootstrap ideas to introduce random forests 
based on a decision tree [21]. The trees are constructed 
separately in RF, using bootstrap samples of various data sets. 
The concept of RF is to construct multiple decision trees using 
only a subset of attributes based on sample data [16]. 
Predictions are taken by taking a simple majority decision by 
dividing the individual nodes into a subset of predictors using 
the best distribution. At that node, the predictors are selected 
randomly and this randomness makes it robust against 
overfitting [22][23]. 

III. METHODOLOGY 

In this section, a proposed framework is presented, which 
includes preprocessing, relationship visualization, chi-square 
calculation, correlation, and prediction (Fig. 1). 

A. Sourcing and Pre-processing 

This is the initial phase of the framework. The purpose of 
preprocessing the data is to convert the raw data into an easier 
and more efficient format to use for future processing steps. In 
the first phase, a min-max method is used to normalize the 
data. Normalization can shorten the training time as all the 
data used for training share the same scale. Collecting the 
dataset from private IT consultants between January 1, 2015 
and December 31, 2018, the data consists of gender, entry and 
exit dates, job title, and department, as shown in Table I. 

 

Fig. 1. Framework of predicting employee turnover by identifying the two 

most influence factors in turnover, i.e., work duration and department. 

TABLE I. ATTRIBUTE EMPLOYEE TURNOVER 

No Gender 
Date of 

accession 

Date of 

withdrawal 
... Job title 

1 Male 01/12/2016 05/05/2017 ... 

Head of the 

Finance 

Department 

2 Female 16/08/2017 29/03/2018 ... 
Accounting 

officer 

3 Male 01/03/2016 14/01/2017 ... Driver 

4 Female 19/09/2016 14/07/2017 ... Recruiter 

      

149 Male 01/07/2015 - ... 
Functional 

consultant 

150 Male 01/07/2015 - ... 

Software 

platform 

manager 

B. Visualization of Correlation between Turnover and All 

Factors 

The correlation across pairs of time series indicates the 
degree to which the variance in one time series may be the 
same as the variance in the other. This alone does not imply a 
causal relationship between the two series. However, this is 
generally grounds for further investigation of a possible 
relationship. Relationships of correlation are often expressed 
as values between -1 and 1, figures close to 1 indicating a high 
correlation, figures close to 0 indicating a low relationship, 
and figures close to -1 indicating an inverse relationship. An 
analysis is made of the correlation between turnover and all 
factors. The visualization is selected to analyze the most 
correlated factor with the resignation factors. 

C. Calculation of the Chi-Square between Turnover and All 

Factors 

For classification problems having both categorical input 
and output, a chi-square test ("chi") is useful in determining 
how relevant the input variables are to the output variable. In 
this study, the correlation between turnover and all factors is 
analyzed using chi-square, calculating the p-value to 
determine which factor has the lowest p-value. The formula 
for the chi-square is shown on (1). 

   ∑
      

 
   (1) 

Σ means summarize 

O = any observed (actual) value 

E = any expected value. 

D. Predict Turnover 

In classification, a mean value of grouping data based on a 
label or target class is calculated in the study. The three 
classification algorithms are used to compare the impact of the 
proposed framework on classification performance. Using 
Decision Tree, Naive Bayes, and Random Forest as pilot 
methods, all of them are used to predict turnover based on all 
factors. Next, a forecast of sales based on selected factors is 
also made using these three algorithms. Both results are then 
compared to determine which has the better performance. 
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IV. RESULT AND DISCUSSION 

A. Pre-Processing 

Experiments are conducted using several machine learning 
algorithms with additional tests on the preprocessed data and 
feature selection to achieve better accuracy. The preprocessed 
data for job level, department and gender category are 
converted into numbers as shown in Table II. 

B. Visualize the Correlation between Turnover and All 

Factors 

The correlation between gender, department and degree of 
resignation is visualized in a bar chart (Fig. 2). The correlation 
between duration and turnover factor (resignation) is 
visualized by a boxplot. As shown in Fig. 3, gender does not 
have a significant impact on employee turnover. The trend of 
gender is similar for terminated and non-terminated 
employees. 

TABLE II. DATA SET AFTER PRE-PROCESSING 

No Duration (month) Job level Department Gender 

1 5 5 13 1 

2 7 1 1 0 

3 10 1 8 1 

4 9 1 17 0 

... ... ... ... ... 

149 42 1 14 1 

150 42 5 41 1 

 

Fig. 2. The relationship between gender and the turnover Factor 

(resignation). 

 

Fig. 3. The relationship between the department and the factor of turnover 

(resignation). 

Fig. 3 shows the relation between the department and the 
turnover factor and reveals that department factors have a 
significant impact on employee turnover. The trend of the 
employee leaves and the employee stays are different from 
various departments. 

 Fig. 4 shows the relationship between the workplace level 
and the turnover factor. It indicate that the workplace level has 
no significant influence on employee turnover. Further, the 
trend of the job level is similar for terminated and non-
terminated employees. 

However, the boxplot relationship between duration and 
turnover (resignation) factor from Fig. 5 shows that the length 
of employment (duration) has a significant impact on 
employee turnover. 

 

Fig. 4. The relationship between the workplace level and the turnover factor 

(resignation). 

 

Fig. 5. The relationship between duration and turnover (resignation) factor. 
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C. Calculate the Chi-Square between Turnover and All 

Factors 

The term statistically significant has become synonymous 
with a p-value <= 0.05. The table of p-values shows that the p-
value for duration (length of work) and department is less than 
0.05, as shown in Fig. 6. Table III and Fig. 6 show that 
duration of work (length) and department are factors that 
affect employee turnover. 

D. Turnover Forecast and Result Evaluation 

The dataset is divided by 80% for training data and 20% 
for testing data. The result is shown in Table IV. The result of 
prediction with all factors is shown in the first column (with 
all factors) and the result of prediction with only selected 
factors is shown in the second column (only selected factors). 
Based on the visualization of the correlation between the 
turnover and all factors and the calculation of the chi-square. 
Duration and department factor have high correlation with 
employee turnover. The prediction result shows that the 
prediction using only selected factors has better performance 
compared to the prediction using all factors. 

TABLE III. P-VALUE BETWEEN TURNOVER AND ALL FACTORS 

No Factors p-value 

1 Gender 0.94 

2 Duration <0.01 

3 Level Job 0.36 

4 Department <0.01 

 

Fig. 6. Bar chart of the p-value between turnover (resignation) and all 

factors. 

TABLE IV. THE PREDICTION RESULT OF THE EMPLOYEE TURNOVER  

 With all factors Selected factors only 

Random forest 0.833 0.867 

Naïve Bayes 0.77 0.77 

Decision tree 0.83 0.90 

V. CONCLUSIONS 

In this study, correlation and chi-square visualization are 
applied. Its key idea is based on a two-step process. A 
correlation between pairs of time series is first used for further 
investigation of possible relationships. Secondly, Chi-Square 
is used to determine how relevant the input variables are to the 
output variables. By forecasting employee turnover - 
compared to Decision tree, Naïve Bayes, and Random forest - 
predictions using only selected factors (duration of 
employment and department) indicated a notable improvement 
in various performance parameters compared to predictions 
using all factors. Using a dataset of IT consulting employees 
in Indonesia, the key factors affecting employee turnover were 
identified using the chi-square algorithm; specifically, years in 
the company, job level, department placement, and gender as 
the most important factors. Therefore, duration of employment 
and department are unarguably among the most influential 
factors for retaining employees. 

By predicting upfront, the likely turnover of employees, 
companies are able to prepare plans and initiate measures to 
reduce that likelihood, hire replacements swiftly, and make 
other adjustments aimed at retaining individuals in important 
positions. By using correlation and chi-square visualization 
approaches, HR managers may anticipate employee turnover 
better and take action in a timely manner. Similar applications 
of this algorithm are possible for imbalanced data 
classification problems such as predicting customer attrition, 
preventive cancer care, and anomaly detection. These issues 
share common characteristics, like a focus on minority classes 
and the condition that "it is preferable to test wrong than to 
detect wrong." Future work would be to analyze theoretically 
the characteristics of the data in these areas and to verify and 
optimize the approach further. 

Due to the limitations of the study, the extra process of 
feature selection and weight calculation implies that the cost 
of modeling is higher in time compared to other algorithms. 
Improvements to the operational efficiency and accuracy of 
the entire prediction can be analyzed in future research. 
Furthermore, for industries with high turnover rates, the 
algorithm is based on unbalanced data and therefore may not 
be suitable. Details on increasing the universality of the 
algorithm are yet to be studied. 
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Abstract—Social media sites like Twitter have emerged in 

recent years as a major data source utilized in a variety of 

disciplines, including economics, politics, and scientific study. To 

extract pertinent data for decision-making and behavioral 

analysis, one can use Twitter data. To extract event location 

names and entities from colloquial Arabic texts using deep 

learning techniques, this study proposed Named Entity 

Recognition (NER) and Linking (NEL) models. Google Maps was 

also used to obtain up-to-date details for each extracted site and 

link them to the geographical coordination. Our method was able 

to predict 40% and 48% of the locations of tweets at the regional 

and city levels, respectively, while the F-measure was able to 

reliably identify and detect 63% of the locations of tweets at a 

single Point of Interest. 

Keywords—NER; Named Entity Recognition; NEL; named 

entity linking; event; location; deep learning; Arabic 

I. INTRODUCTION 

In today‘s world, information gathering plays an important 
role in reducing the effects of urgent events, so business 
managers or emergency agents always focus on gathering up-
to-date information to help them make better decisions. So, to 
assure more precise dealing with situations, different resources 
of information must be used such as the data posted on social 
networking sites. The research introduces Twitter as an 
additional information source, but there are some difficulties 
and restrictions when using this Information such as data 
reliability and quality, as tweets may be in different languages 
and may contain hash tags, internet links, images, or even 
videos. Also, the geospatial feature of the information is 
important for disaster response. As for the techniques used to 
gather information such as Keyword monitoring which is 
subject and biased and more likely to contain false data. Many 
models have been developed to extract location-named entities 
from an informal text [1],[5], however, those models are 
applied to English text only, And the Arabic language 
recognition models are not linked to its geographical 
coordinates and are low accuracy compared to English or 
other languages that is because there are no functions or 
converters available to convert the dataset to a format that a 
model can use it for training. In this paper, we propose a 
method to extract event location names from unstructured 
Arabic text documents via NLP methods using the Deep 
Learning technique [6], first by collecting text data from 
Twitter and pre-processing it to fit inside the deep learning 
model and utilizing an Arabic location named-recognition 
model. In addition, each extracted location will be linked with 

geographical coordination by using existing knowledge such 
as Google Maps. 

There are several ways to acquire Twitter data which can 
be divided into two main groups: First way: Purchasing the 
data from third-party or commercial data vendors [7], which 
provides a user-friendly GUI and visual environment for better 
use of the gathered data. Such an option is not recommended 
for the academic context due to the expenses. Also, users 
cannot modify the algorithms used for different operations 
which is a major drawback. Second way: Direct data 
collection through Twitter API which provides a 
straightforward way to query and retrieve publicly available 
tweets. 

There are three main types of APIs provided by Twitter 
which are: REST API [6], Streaming API [9], and Ads API. 
Both REST API and Streaming API are very similar and 
provide access to Twitter data, but the author chose to use 
REST API as it is more useful for this case. 

One of the most used REST endpoints is the search API 
which returns a collection of relevant Tweets matching a 
specific query. It should be noted that the REST API search 
service is focused on relevance and not completeness, which 
means that not all the tweets will be indexed. All interactions 
with the Twitter API require authentication using the OAuth 
protocol [10], which provides access to protected API services 
and server-side resources on behalf of the API owner. For data 
preparation [11], Twitter API returns tweets in JSON format 
[12] which is a human-readable data interchange format. 
Working with JSON tweets requires validation, data cleaning, 
and data transformation procedures before sorting them in a 
database. For data cleaning, it is mostly removing unwanted 
information or redundancy in the raw tweet which can be a 
group of several tasks that are: (Filtering based on the 
language ―Arabic‖, Removing usernames, Removing URLs, 
punctuations, multiple dots, and extra spaces, and Removing 
words containing non-Arabic characters). Mostly, a tweet in 
JSON format is composed of several objects which may be 
more than 70 objects per tweet, some of them are single 
objects and some are embedded within other objects. Not all 
the objects will be used but selected objects during different 
phases for developing and implementing the framework. 

Analyzing the Arabic language is challenging due to its 
complex linguistic structure, also the informal Arabic used in 
tweets is noisy and poorly structured [13] as in the Arabic 
region there are more than 25 dialects of Arabic. Text mining 
is the technique of analyzing mass amounts of text to identify 
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insights and outcomes of new information and it is purely 
based on Artificial Intelligence (AI). This technique is widely 
involved with NLP (Natural Language Processing) which is 
considered an exciting field that enables computers to analyze 
human language. Previous research proposed a supervised 
algorithm that produces a weighted average of word 
embedding [14]. The purpose of the research is to implement 
text mining and NLP techniques to investigate NER for 
Arabic tweets using ML (Machine Learning). Recently DL 
(Deep Learning) has been strongly implemented in NER 
systems. Named Entity Recognition (NER) is a sub-task of 
Information Extraction (IE) that aims to look at and classify 
named entities presented in unstructured tasks and identify 
useful information such as person name, location, etc. Named 
Entity Linking (NEL) is the task of assigning a unique identity 
to the entity. Python supports NER through the library NLTK. 
NER and NEL can automatically scan entire articles and 
reveal organizations, locations, and people's names. Google 
Map API is used for entity analysis as it provides services 
related to map information. 

We propose an approach that is like [15] in that it handles 
two binary classification tasks. We evaluate our models to 
classify Arabic tweets about event detectors and identify the 
heights performance for the training model's accuracy. 
Although their approach successfully detects the target 
messages utilizing complex and skill-required machine 
learning, the results might be further improved by adopting less 
time-consuming and labor-intensive approaches using both 
automated and human data labeling methods. The next part 
provides a summary of the current methodologies and relevant 
research on location inference of Twitter data after discussing 
the methods currently used to identify Twitter events. 

The objectives of this study are as follows: 

 Collect Arabic text data from the Twitter platform 
using Twitter API. 

 Preprocess the collected data in such a way that it is 
well visualized and can fit inside the deep learning 
model using data mining, text mining, rescaling, and 
reshaping techniques. 

 Utilize the deep learning algorithms to build an Arabic 
location named recognition model. 

 Design a named entity link method that links the 
extracted location entities with their geographical 
coordinates. 

 Optimize and retrain the developed models by using 
several data mining, data preprocessing, scaling data, 
and many other data cleaning techniques. 

 Evaluate the developed models‘ performance in terms 
of classification matrix, f1 scores, precision, recall, and 
accuracy. 

 Evaluate performance in real-time to identify issues 
and the accuracy of the model. 

The contents of this paper are organized as follows. In 
Section II, we give a brief description of the existing related 
works. In Section III, we describe the proposed framework. In 

Section IV, the Implementation details of the proposed 
framework are discussed. In Section V, Result and Evaluation 
of the proposed model is discussed. Finally, the conclusion is 
shown in Section VI. 

II. RELATED WORK 

A. Event Detection on Twitter 

An event is often thought of as anything that takes place at 
a certain time and location [16],[17]. A qualitatively 
significant change in anything might also be referred to as an 
event. In the context of this study, the word "event" can refer 
to any condition in the real world that causes an increase in the 
frequency and quantity of tweets that are likely to include 
pertinent information about the circumstance [18]. A critical 
first step in incorporating Twitter as an extra source of 
information for any application is the identification of the 
tweets that were generated in reaction to a real-world 
occurrence. Event detection methods are often divided into 
two categories: open events and events that are specific to a 
certain domain (supervised or unsupervised). As a result, the 
bulk of research done on Twitter event detection may be 
grouped according to these criteria. According to the kind of 
event, the method of detection, and the intended use, (Table I) 
shows a taxonomy of research on Twitter event detection 
based on event type and approach. 

TABLE I. RESEARCH ON TWITTER EVENT DETECTION 

Reference Event Type Approach Application 

Hagras et al. 

(2017)[21] 
Specific Supervised 

Natural Disaster 

tweets detection 

Ragini et al. 

(2018) [22] 
Specific Supervised 

Crisis Mitigation 

using Twitter 

AL-Smadi et 

al.(2016)[19] 
Open Unsupervised 

General Event 

Detection 

Alabbas et 

al.(2017) [20] 
Specific Supervised 

High-risk floods 

Detect 

Wang et al. 

(2015) [23] 
Open Unsupervised 

General Event 

Detection 

Alomari et al. 

(2020)[24] 
Specific Unsupervised 

Traffic-related 

event detection 

Toujani et al. 

(2108)[25] 
Specific Unsupervised 

Natural Disaster 

tweets detection 

Fu et al. (2020) 

[26] 
Open Unsupervised 

General Event 

Detection 

Rezaei et al. 

(2022) [27] 
Open semi-Supervised 

General Event 

Detection 

Hagras et al. (2017) [21] classified and evaluated tweets 
related to the Japan Tsunami using the Latent Dircherilet 
Allocation (LDA) topic analysis approach. Selected 196 
tweets for the test set and 6700 tweets for the training set, 
resulting in 76% accuracy with successful detection. However, 
this approach may be improved by adding more datasets to 
speed up processing in real-time and increase accuracy. 
Emotion analysis and ML algorithms were used in a crisis 
governance technique that [22] presented. They classified the 
information depending on its requirements. After using a 
Support Vector Machine (SVM) to assess the data acquired 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

78 | P a g e  

www.ijacsa.thesai.org 

from Twitter via human attitudes, both positive and negative. 
Although the suggested approach makes it easier for 
emergency crews to identify disastrous situations and take 
appropriate action immediately, it has some limitations when 
using social network data for crisis mitigation, specifically the 
ambiguity in obtaining crisis data from various sources and 
the absence of the proper criterion. However, these issues may 
be resolved by collecting data from several sources to properly 
classify the data and improve precision. 

AL-Smadi et al. (2016) [19] describe a knowledge-based 
approach for fostering event extraction out of Arabic tweets. 
They used an unsupervised rule-based technique for event 
extraction. Results show that the approach has an accuracy of, 
75.9% for event trigger extraction, 87.5% for event time 
extraction, and 97.7% for event type identification. 

Alabbas et al. (2017) [20] suggested a classification model 
trained on 3700 Arabic tweets to identify high-risk floods. 
Several machine learning algorithms were employed, which 
include k-NN, J48, NNET, SVM, and C5.0. With the training 
matrix containing the chosen terms and their related values, 
the classification algorithms were trained. TF-IDF (Term 
Frequency-Inverse Document Frequency) weights. The 
outcomes demonstrated that SVM performed with better 
accuracy. 

Toujani et al. (2018) [25] suggested a novel method that 
uses social networks as the primary source to identify event 
information after a natural disaster. Then, based on the period 
of risk, they group people into tiers. Reporters can benefit 
from this clustering process by streamlining the way they 
obtain information in urgent situations. Additionally, they 
applied fuzzy theory techniques to these incidents to enhance 
clustering performance and get rid of opacity in the data that 
was gathered. 

Alomari et al. (2020) [24] created a lexicon that makes it 
easier to identify traffic occurrences in Saudi Arabia using 
Twitter and the big data methodology. For Arabic and Saudi 
dialect terms, they also applied sentiment analysis based on 
the lexicon method. To improve the indexing and 
categorization of nonspecific events [23] provide unsupervised 
algorithms that create structured lexicon-based event 
information. Additionally, other research has focused on early 
event prediction using the Twitter data stream. 

Fu et al. (2020) [26] perform an open-domain event text 
generation task with an entity chain as its skeleton. To build 
this dataset, a wiki-augmented generator framework 
containing an encoder, a retriever, and a decoder is proposed. 
The encoder encodes the entity chain into hidden 
representations while the decoder decodes from these hidden 
representations and generates related stories. The retriever is 
responsible for collecting reliable information to enhance the 
readability of the generated text. 

Rezaei et al. (2022) [27] proposed a semi-supervised 
framework for the detection of data events on Twitter. Then, 
they used the Hierarchical Attention Network (HAN) method 

to categorize the data events. A virtual backbone was 
employed so that the stream data could be divided into one or 
more classes with various grades. 

To extract location-named entities from informal texts like 
those seen on social media sites, many models have been 
developed [1],[2],[3],[4],[5]. While other languages have 
gotten comparatively less attention, those models were created 
to simply apply to the English text. When evaluated in the 
informal Arabic language, most location-named entity 
identification models or algorithms underperformed because 
they were unable to identify the precise pattern of Arabic 
keywords in the data. Additionally, the retrieved location's 
geographic coordinates on those systems are not connected to 
it. To the best of our knowledge, Arabic text recognition 
models perform poorly when compared to those in English or 
other languages. This is because any machine learning 
algorithm requires mathematical parameters to train. Because 
there are many programming functions for English tweets, we 
can readily transform them into mathematical form; but, for 
Arabic, there are no such converters or functions that can 
quickly transform our dataset into a format that the model can 
effectively train on. 

The globe has been producing data on social media on the 
terabyte scale, and this unused data might be the key to many 
future research projects [8]. Obtaining data on behaviors 
affected by shifting geographies is one promising study area, 
allowing researchers to make focused, well-informed 
judgments [1]. These unstructured Arabic text documents are 
a significant source of such data, and we specifically want to 
extract geographic information from them [2]. However, most 
of this data is not provided in an obvious manner and must be 
retrieved using different NLP techniques [3]. Machine 
learning methods have traditionally been used to do this [4]. 
The technique of employing neural networks to learn a task is 
known as deep learning. Deep learning significantly 
outperforms all other conventional learning techniques and 
aims to replicate how the human brain functions. In this area, 
deep learning has not yet been applied. However, English 
language research makes up most of these studies. Arabic is 
one language that has not received enough attention. The few 
Arabic works that have been created, have problems with 
generalization. They were completed by concentrating on a 
tiny, extremely conservative group, leaving a sizable portion 
unaffected. 

The location extraction and linkage from Arabic-language 
tweets will benefit from the findings of this study. To the best 
of our knowledge, there is no clear study that has tackled 
location extraction and linking from Arabic tweets using deep 
learning approaches, in addition to the scant amount of 
research on location extraction from Arabic text. 

III. FRAMEWORK 

Framework design. which describes the framework‘s 
design proposed by the author to achieve the aim of this 
research which is only limited to tweets in the Arabic 
language. 
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Fig. 1. Framework design. 

1) First part: Data collection and Preparation which focus 

on the collection of Twitter data, the pre-processing, and the 

labeling of the data, which consists of two main components: 

a) The data collection component establishes a 

persistent connection with the Twitter API and collects public 

tweets in real time. 

b) The Data Preparation component focuses on the 

cleaning and pre-processing of the collected tweets. 

Data preparation includes a few steps: 

 Text Processing: a crucial step as the language used by 
Twitter is informal. Tweets contain noise that must be 
removed which may be spelling shortcuts, 
misspellings, new words, URLs, hashtags, tags, 
emoticons, or HTML characters. 

 Data Annotations: an integral part of the ML model 
training process, because the NN learns from the 
pattern that exists in the annotated data and uses such 
patterns in new unseen data. So, we assign various 
entity tags to the text data. 

2) Second part: Location Detection using the NER model 

which is created by the training set of data obtained in the first 

part. The NER model analyses the properties of the human 

Natural Language and the linguistic patterns of the incoming 

tweet and figures out possible words/phrases that indicate the 

location. Geocoding service is applied to convert the input 

location names extracted by the NER to output coordinates and 

a structured address of the location. The research uses the 

outputs of the Geo-coding service to hierarchize the location 

names. 

3) Third part: Develop a Named Entity Linking method 

where the tweet‘s locations are specified and disambiguated. 

The location of the non-geotagged tweets can be a challenge in 

this context, so the Location inference component is designed 

to predict the location of the tweet in the absence of geo-

tagging. The Location inference component uses NEL to 

perform the task of mapping words of interest from the tweet 

text to corresponding unique entities in a target knowledge 

base such as Wikipedia. The location assigned by the location 

inference component is the inferred location of a tweet. 

4) Fourth part: Evaluation Phase in which the results and 

accuracy level are evaluated using a set of metrics for the 

assessment of the accuracy and performance of the system. 

Performance metrics are such as [Recall, precision, and F-

measure] to determine the accuracy of the event-

relatedness. Also, to evaluate the performance of the location 

inference component, Mean and Median distance errors are 

calculated between the inferred and actual locations. The 

timeliness of the processes done by the prototype is evaluated 

using several Twitter datasets of different sizes. 

IV. IMPLEMENTATION 

The system implementation is shown in The 
implementation architecture, delivers the functionalities of the 
proposed framework which are: 

1) Twitter data collection using Twitter REST API which 

can cope with a large number of tweets and handle errors 

automatically. 

2) Data preparation which includes tasks of raw data 

validation, reduction, annotating, and cleaning. 

3) Identification of the event-related tweets and inferring 

their location. 

4) Presentation of the results in an appropriate data format. 
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Fig. 2. The implementation architecture. 

We followed the Ntair technique for implementing the 
proposed framework, which is a classic technique for dividing 
a complex development task into manageable parts (Layered 
Architecture)[28]. The implementation architecture consists of 
three layers: Data Layer, the Process Layer, and the Output 
Layer. The prototype implementation is based on open-source 
tools using R and Python which support rapid development 
and fast prototyping  [30]. Each section will be explained as 
shown in Fig. 2, The Implementation Architecture. 

A. Data Layer 

The data layer performs the tasks of collecting, preparing, 
and sorting Twitter data. A combination of R and Python 
packages and libraries were used for the implementation of 
this layer. 

1) Data collection module: Using the Twitter API, Arabic 

tweets of certain keywords related to different events were 

collected. The Module performs the following procedure: 

 Perform API authentication using Twitter OAuth 
credentials.s. 

 Establish and maintain a persistent connection with the 
API. 

 Infer the approximate location of the event-related 
tweets from the potential sources of location 
information embedded within the Twitter data. 

Data retrieval on Twitter is done using the web scraping 
method which aims to obtain information from a website and 
turn it into a structure that is easy to understand, store and 
analyze in a database. Data retrieval was done using RStudio 
with R programming language with the help of the R package 
―rtweet‖ which provides different functions to extract data 
from Twitter REST APIs. The author extracted tweets with 
Arabic keywords of different events such as (festivals, 
accidents, tornados, etc.) and stored the tweet data in feather 

files which are used to exchange data between Python and R. 
For the authentication process, The OAuth server generates 
the OAuth credentials (Consumer Key, Consumer Secret, 
Access Token and Token Secret) which the user must 
manually paste into the code fields in the OAuth handler of 
the rtweet library, as shown in the following The OAuth 
credentials. 

The API Listener writes the raw JSON tweets to a 
temporary dataset which acts as a data buffer between the data 
collection module and the data collection module. This data 
buffer is nothing but a simple text-based JSON file. The 
collected tweets should be structured in the form of an array 
by the API Listener where each Twitter object is an element of 
this array within this file. 

 

Fig. 3. The OAuth credentials. 

2) Data preparation module: This module which is 

implemented in python comprises the following steps of 

validating and cleaning the collected raw tweets: 

 Reads the temporary dataset of the collected tweets. 

 Handles the JSON validation for each tweet within the 
dataset. 

 Change the annotation file format to fit the SpaCy 
requirements. 

 Performs data cleaning and pre-processing. 

 Writes the cleaned tweets to a structured JSON file. 

The temporary dataset is loaded into the python 
environment, then the module should read JSON tweets and 
check them for JSON schema conformance. For pre-
processing the text as shown in Steps of pre-processing a 
sample tweet, the first step is iterating over the tweets to 
remove all numbers, English alphabets, and punctuations such 
as commas (,), period (.), semi-colons (;), colons (:), question 
marks (?), Arabic question marks, semicolons and so on, to 
reduce the size of the feature set. Further, removing the hash 
(#) and underscore (_) symbols from the hashtags. Also, the 
author removed Arabic diacritic and vowel marks such as 
Shaddah, which is a diacritic shaped like a small written 
"w." After that, the text is divided into words (tokens). The 
tokens are normalized to replace letters that have different 
forms into the basic shape. Finally, the Stop Words are filtered 
using the Arabic stop words list in the Natural Language 
Toolkit (NLTK). The author modified the list to add the 
missing word and normalize the words before using them. 
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Furthermore, checking the result of the pre-processing phase 
before starting the classification. If the remaining number of 
tokens is equal to zero, the tweet is excluded from the 
analysis. The following figure shows the steps of pre-
processing applied to a sample tweet: 

 

Fig. 4. Steps of pre-processing a sample tweet. 

Once the dataset is cleaned, it is stored in a new JSON file 
that will be later accessed by the Process Layer for conducting 
the processes associated with the location extraction using 
NER. 

3) Data annotation: it is an important part of the ML 

training process as the NN will be trained from the patterns that 

exist in the annotated data and tries to identify such patterns for 

unseen data. Data Annotation is carried out using Label Studio 

which is an open-source data annotation tool whether locally or 

on a server using a simple user interface. For NER, we would 

need to assign various entity tags to the text data we have 

which are used later by the NN to identify a generalized 

pattern. The author identified three main entities (Point of 

interest, City, Region) POI, CTY, REG. Then using word 

frequency analysis, evaluated each tweet against term classes 

that are associated with practical locations related to certain 

events to find the tweets are connected to which location. So, 

the author considered random location-related tweets which are 

manually annotated then by applying different entity tags to the 

existing data to perform NER. The model analyses these 

collections of tweets with their entity tags to find a generalized 

pattern. Such a setup is simple for NER tagging, with only the 

names of tags changed on the customization panel. File 

imported in the Label Studio is of the supported formats (.csv, 

.json, .tsv), and after the job is done exporting the annotated 

data in a format of the same previous supported formats. The 

time-consuming process of data annotations is made simpler 

with Label Studio. 

B. Process Layer 

The core implementation layer deals with tasks of location 
extraction of the collected tweets. 

Model Training: 

Data is split into two sets: training and testing sets. The 
annotated tweets are used for the training set to train the 
model. Then the model is used to identify the location entities 
in the testing set. The NER Model development process is 
carried out using the SpaCy library. The training data is 
converted in a form of tuples containing text data and a 
dictionary which is a format supported by SpaCy. The 
following steps are carried out to train the model: 

1) Load the model or create an empty model using spaCy 

blank with the ID of desired language (Arabic in this case). 

2) Add the new entity label to the entity recognizer using 

the add_label method. 

3) Loop over the examples and call the Natural Language 

Processor (NLP) which steps through the words of the input. 

Predict each word. Then consult the annotations, to see 

whether it was right. If it was wrong, it adjusts its weights so 

that the correct action will score higher next time. 

4) Save the trained model. 

5) Test the model to make sure the new entity is 

recognized correctly. 

6) Explore the results of the evaluation. 

Location Named Entity Linking 

Using a Geo-coding service, it takes an input text such as 
an address or the name of a place and returns a 
latitude/longitude location on the Earth‘s surface for that 
place. The locations are decoded using geocoding APIs 
offered by Google Places and OpenStreetMap. The geocoded 
service results in a JSON-formatted list of geocoded addresses 
representing possible matches, including longitude and 
latitude coordinate and well-formatted address with all the 
super regions included. If the extracted location is linked to 
more than a location, The Linker will disambiguate the 
locations by estimating the distance between the geospatial 
location and candidate geospatial locations. 

C. Output Layer 

This layer uses the structured data of the processed tweets 
to display the results by generating statistical results and 
evaluation metrics. Results are output from two main 
operations: 

1) Displacement Computations where the displacement 

between Twitter‘s entity location points and the coordinates 

that result from Google Geocoder API, to assess the Geocoding 

accuracy. 

2) Generating statistical results: the frequency distributions 

of displacement values for SpaCy are computed. Then various 

groupings of SpaCy entities are evaluated to find the entity 

grouping giving the highest accuracy in predicting. 

3) Evaluation metrics: Three metrics are commonly used 

for NER and NEL tasks which are Precision, Recall, and F1. 

V. RESULTS AND EVALUATION 

A. Data Collection and Preparation 

Twitter REST API was used to collect tweets with a 
specific keyword, where the author conducted the experiment 
using ―accident‖ as the initial keyword. 

Data collection continued up to weeks, during which 
11134 unique tweets were collected and stored in different 
feather files. Then the feather files were concatenated to 
construct the initial dataset that is processed by the Data 
preparation module. After the data preparation module, the 
initial dataset was reduced to 9894 unique tweets after pre-
processing and further reduced to 1982 tweets after 
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annotation. A reference dataset of 320 tweets can be defined 
as a representation of the correctly classified sample tweets for 
verifying the model is manually annotated by experts. 

B. Evaluation of the NER Model 

For measuring the performance, each output word was 
compared to the truth file and assigned a value of True 
Positive (TP), False Positive (FP), True Negative (TN), or 
False Negative (FN).TP, FP, TN, and FN counts for all tweets 
were added and Precision, recall, and F1 scores were 
calculated per entity (POI, REG, and CTY as the core entity 
sets for evaluation). The author only relied on F-score to 
measure the optimal performance of the results as it combines 
both precision and recall metrics. The F-measure was able to 
correctly identify and detect 63% of the location of tweets in a 
certain Point of interest while on the region and city level, the 
system was only able to predict 40% and 48% of the location 
of tweets, respectively, as described in Table II. 

TABLE II. RESULTS OF THE NER MODEL 

Entity Precision Recall F1 

POI 77 54 63% 

REG 60 30 40% 

CTY 57 41 48% 

C. Evaluation of the NEL Model 

Second phase in the proposed framework is NEL, this 
phase aims to extract the geolocation for the extracted entities. 
Table III represent the evaluation of the NEL model, where: 

1) The (Label) field represents the corresponding location 

name label (POI, CTY, REG) assigned to each tweet. 

2) (Entity), (lat pred) and (lng pred) fields represent the 

name and the geo-coordinates (latitude and longitude) of the 

extracted location. 

3) (lat act) and (lng act) fields correspond to the geotagged 

coordinates of the tweets that extracted manually (Ground 

truth). 

4) The (Distance_km) field represents the distance error 

(the distance between the actual location and the inferred 

location of a tweet) which is calculated using the Haversine 

formula. This field is used as the evaluation metric to measure 

the accuracy of the proposed solution results. As for the results, 

in 191 out of 320 tweets with a percentage of (61.3%), the 

inferred location was at a distance equal to or smaller than 10 

km from their actual location. And in 88 tweets (27.5%) the 

inferred location was located within 10 to 50 km of their actual 

location. And among the remaining tweets, the locations of 10 

tweets (3.1%) were located within 50 to 100 km. While 26 

tweets (8.1%) have a distance error greater than 100 km. Fig. 5 

below shows the accuracy of the inferred location based on 

distance error. 

TABLE III. RESULTS OF THE NEL MODEL 

 

Lat 

act 

Lng 

act 
label entity 

Lat 

pred 

Ing 

pred 

Distance 

km 

1 30.04 31.23 
['POI, 

'CTY'] 

]القاهرة','طريق 

 رئيسي'[
30.04 31.23 0.17 

2 24.66 46.68 ['POI'] 
طريق الملك ']

 ['سعود
21.81 39.08 838.17 

3 29.30 48.029 ['POI'] 
شوارع ميدان ']

 ['حولي
29.33 48.02 2.84 

4 30.01 31.58 ['POI'] ['الأوسطي'] 0.004 31.58 30.01 

5 30.01 31.58 ['POI'] ['الأوسطي'] 0.004 31.58 30.01 

 

Fig. 5. The accuracy of the inferred location. 

VI. CONCLUSION AND FUTURE WORK 

The framework proposed can assist emergency/event 
managers to locate necessary warnings and monitor situations. 
Also, it can provide information on the type and scope of 
damage that resulted from a certain event. Twitter data 
collection and preparation is considered one of the foremost 
contributions of the research. This study proposes a method to 
process tweets to determine their degree of relatedness to 
accident events and infer their approximate location. First of 
all, getting to know the nature and structure of Twitter data 
together with the identification of the optimum approaches to 
its collection, storage, and preparation by the emergency 
response context, by itself, is an essential knowledge area and 
can be considered as one of the foremost contributions of this 
research. However, this assertion, along with the possibility of 
the adoption of the framework in other types of incidents such 
as bushfires or terrorist attacks, is subject to further research. 
Another point is that the framework only focused on Arabic 
tweets. This could be seen as a major drawback in using the 
framework on a global scale or in countries that speak a 
language other than Arabic, especially languages that use non-
ASCII characters like in our case (e.g., Turkish and Chinese). 
Therefore, exploring possible solutions to this issue could 
form a future research topic. The next section outlines several 
future research directions. 
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For future research, the manual annotation process is time-
consuming and laborious, so an investigation into automation 
methods is much recommended. Also, the research only 
considered the textual part of the tweet excluding any images, 
videos, or links that may likely provide valuable information, 
so providing visualization of the tweet's content may be 
suggested for future work. Also, semantic-based solution for 
accurate assessment of emoticons, acronyms, or slang. As 
mentioned earlier, extending the applicability of the proposed 
framework to other commonly spoken languages can improve 
the performance of the framework. For location accuracy, 
integration of other sources of information such as remote 
sensing data, sensor network data, and crowd-sourced 
mapping repositories can improve the measurement and 
minimize the error. For Geo-coding, using other sources for 
location names and geographical databases other than Google 
Map API such as GeoNames may enhance the applicability of 
the proposed framework at larger geographic scales. 
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Abstract—The laborious, and cost-inefficient biochemical 

methods for identifying thermophilic proteins necessarily require 

a rapid and accurate method for identifying thermophilic 

proteins. Recently, machine learning has become a more effective 

method for identifying specific classes of extremophiles. There is 

still a need for a low-cost method for identifying thermophilic 

proteins, despite the fact that studies employing machine 

learning yielded superior results to conventional methods. Here, 

we avoid the problem of manually crafted features, which 

involves experts defining and extracting a set of features using 

only protein sequences as input for various computational 

methods. This study classifies thermophilic proteins and their 

counterparts using only protein sequences in one-hot encoding 

representation and the bidirectional long short-term memory 

(BiLSTM) model. The model achieved an accuracy of 92.34 

percent, a specificity of 91 percent, and a sensitivity of 93.77 

percent, which is superior to other models reported elsewhere 

that rely on a number of manually crafted features. In addition, 

the more trustworthy and objective data set and the independent 

data set for evaluation make this model competitive with other, 

more accurate models. 

Keywords—Thermophilic; classification; one-hot encoding; 

BiLSTM 

I. INTRODUCTION 

Extremophiles are microorganisms that have adapted to 
inhabit ecological niches deemed "extreme" due to unfavorable 
environmental conditions, such as excessively high or low 
temperatures, extreme pH values, high salt concentrations, or 
high pressure. Proteins isolated from extremophiles are 
biomolecules that possess unusual properties. One exceptional 
property enables proteins to function under extreme conditions. 
Researchers use extremophilic proteins in industrial 
applications since they can resist harsh conditions, which 
presents new opportunities for biocatalysts and 
biotransformation [1]–[4]. Thermophiles, extremophiles that 
thrive at temperatures between 41 and 122 degrees Celsius, 
with optimal growth temperatures between 60 and 108 degrees 
Celsius, are among the most studied. 

Identifying thermophilic proteins' biochemical and 
physicochemical properties is critical because this serves as the 
foundation for designing and engineering proteins and 
enzymes. However, the biochemical identification method for 

thermophilic proteins is time-consuming, labor-intensive, and 
costly. Therefore, a rapid and accurate method for identifying 
thermophilic proteins is urgently required. 

The increasing availability of data on extremophilic 
proteins enables computational methods to predict protein 
classification and identify the key characteristics that define 
that class [5]. These computational methods provide a more 
effective means of identifying specific classes of extremophiles 
than biochemical methods that require wet lab experiments. 
Many researchers have recently attempted to distinguish 
thermophilic organisms from their counterparts using machine 
learning [6]. In general, classifying thermophilic proteins using 
an approach based on machine learning involves six steps: 
dataset collection, data pre-processing, feature extraction, 
feature or dimension reduction, classification, and evaluation. 
Numerous techniques have been developed for researching and 
identifying thermophilic proteins. Kumar et al. (2000) 
identified and categorized thermophilic proteins based on 
structural differences at room temperature [7], whereas 
Gromiha et al. (2001) studied the properties of amino acids and 
the effects of amino acid residues on protein heat resistance 
[8]. These studies rely on expensive and ineffective biological 
techniques from the past. In other studies, Zhou et al. (2008) 
used an amino acid coupling model to identify thermophilic 
proteins [9]. Zhang et al. (2006) utilized dipeptide composition 
and amino acid composition to differentiate between 
mesophilic and thermophilic proteins [10] and achieved an 
accuracy of 86.6% for five-fold cross-validation. Using neural 
network-based amino acid composition [11], Gromiha and 
Suresh (2008) increased the computational complexity of five-
fold cross-validation by 89%. Using decision tree methods, Wu 
et al. classified and identified thermophilic proteins with an 
accuracy of over 80% [12]. The accuracy of the k-nearest 
neighbor classifier used by Zuo et al. (2013) to classify 
thermophilic proteins was 91.02 percent [13]. 

To classify thermophile proteins and their counterparts, 
most previous studies have used hand-picked features 
calculated as input features for various machine learning 
models. During the feature extraction stage, various features 
are extracted using various computational methods based on 
amino acid sequence and transformed into numerical vectors. 
Protein features have been used in previous studies [6], [11]–
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[19]. Even the most recent study [20], [21] still employs this 
type of protein representation. However, their scalability is 
limited because some of these input features are not always 
available and are computationally expensive to generate.  Wu 
et al. (2009) predicted protein thermostability using protein 
structure and sequence characteristics, and suggested that 
although sequence and structural models had slightly higher 
accuracy, sequence-only models can provide sufficient 
accuracy for thermostability prediction [12]. Inspired by Wu's 
claim, we use only protein sequence as input to avoid the 
problem of obtaining handcrafted features, which requires 
experts to define and extract a set of features using various 
computational methods. This study improves accuracy by 

using sequence-only, removing all complexity to calculate 
derived features, and bidirectional long short-term memory 
(BiLSTM). 

II. METHODS 

The core structure of the present research consists of the 
five processes listed below: (1) dataset collecting, (2) feature 
extraction, (3) classification, and (4) performance evaluation. 
The framework's flowchart is presented in Fig. 1. One-hot 
representation is used to encode protein sequence. This 
representation is input to three distinct classifiers: Multi-layer 
Perceptron (MLP), Convolutional Neural Network (CNN), and 
Bidirectional Long Short-Term Memory (BiLSTM). 

 

Fig. 1. Flow chart of a framework for predicting thermophilic proteins 

A. Datasets 

We utilized Ahmed et al. (2022) thermophilic and 
mesophilic benchmark dataset [21]. The dataset originated 
from the Universal Protein Resource (http://www.uniprot.org). 
To provide reliable data, previous studies retained only 
proteins that had been manually reviewed and excluded 
proteins with ambiguous residues, sequences that were 
fragments of other proteins, and proteins inferred from 
prediction or homology. With the CD-HIT algorithm [22] and 
a sequence identity threshold of 30%, redundancy and 
homology bias have been eliminated. There were 1,443 non-
thermophilic proteins and 1,367 thermophilic proteins in the 
final benchmark dataset. The training and testing datasets are 
identical to those used in the study by Ahmed et al [21]. 

B. Feature Extraction 

Here, instead of describing a protein with physical 
attributes, we directly encode its amino acid sequence. This 
approach of vectorizing categorical data is called one-hot 
encoding. An      matrix encodes a protein sequence of 
length  , where   is the number of amino acids.  Each row of 
the matrix consists of       0s and a single 1, with the 

location of the 1 representing the amino acid residue in the 
protein at that position. 

Using the constructed code dictionary, a 1 letter code is 
substituted for an integer value for each unaligned amino acid 
sequence. If the code is not included in the dictionary, the 
value is replaced by 0 and only the 20 most common amino 
acids are considered. This phase will transform the 1 letter 
code sequence data into numerical data. Next, post padding is 
performed with a maximum sequence length of 1024, either 
padding with 0 if the entire sequence length is less than 1024 or 
truncating the sequence to a maximum length of 1024. 

C. Classification 

We examined several classifiers, including MLP, CNN, and 
BiLSTM, to find the best model for classifying thermophilic 
proteins. MLP is a feed-forward neural network having input, 
hidden, and output layers, which are responsible for receiving, 
processing, and final prediction, respectively. The network is 
trained using backpropagation with the supervised learning 
technique. Each trained neuron's output is defined by equation 
(1), where    represents the firing neuron's input values,    
their weights,   the activation function, and   the neuron's 

http://www.uniprot.org/
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activation threshold [23], [24]. In the current study, the hidden 
layer activation function was a rectified linear activation unit 
(ReLU), while the outer layer activation function was sigmoid. 
To train the model, input, hidden, and output layers with one 
neuron, respectively, were used. Table I. shows the 
hyperparameters in detail. 

       ∑            

CNN employs layers with convolving filters applied to 
local features [25]. The use of convolutional neural networks is 
the same as that of picture data. The sole difference is that 1D 
convolutions are applied as opposed to 2D convolutions. The 
convolution network is made of the following: (1) A Conv1D 
with 128 units, with the relu activation function and a kernel 
size of two to extract basic properties, (2) another Conv1D 
with 128 units with relu activation function, kernel size of two, 
and l2 regularizer, (3) a dropout layer that randomly drops 
nodes during training, (4) a MaxPooling1D layer that down-
samples the input by taking max over the steps that are 
constrained to a pool_size in each stride to reduce the spatial 
size of the representation, (5) another dropout layer, (6) a 
Dense layer with 250 units for the fully connected layer, and 
(7) an output layer with the sigmoid activation function 
because this is a binary problem. Table I. shows the 
hyperparameters in detail. 

LSTMs are excellent at maintaining long-term memory 
dependencies. The LSTM architecture accomplishes this 
through the use of input gate, the forget gate, and the output 
gate [26]. The inputs of unidirectional LSTM, as we can see, 
are from the past. Hence, it only retains past knowledge. On 
the other hand, a bidirectional LSTM is able to preserve 
contextual information from both the past and the future at any 
time because it run the inputs in two directions, one from the 
past to the future and one from the future to the past [27]. The 
first layer of the model is the embedding layer which uses the 
256-length vector, and the next layer is the bidirectional LSTM 
layer which has 256 neurons. These will work as the memory 
unit of the model, which has a vocab size of 21 representing 20 
unique amino acids and one padding character. L2 
regularization is added to prevent model over-fitting. After 
bidirectional LSTM, the dense layer is an output layer with 
sigmoid function. The hyperparameter used in this study is 
summarized in Table I. 

D. Classification 

In order to evaluate the overall model performance, the 
following parameters were used 

   
  

     
 

    
  

     
 

     
     

           
 

      
     

  

     
 

    
  

     
 
 

where Sn, Sp, Acc, F1 denote sensitivity (or recall), 
specificity, accuracy, and F1-score. In this study we use the F1-
score to make sure that when the accuracy is high, it correctly 

predicts both classes. Thermophilic proteins classified as 
thermophilic are designated as TP (true positive), non-
thermophilic proteins labeled as non-thermophilic are TN (true 
negative), non-thermophilic proteins classed as thermophilic 
are FP (false positive), and thermophilic proteins regarded as 
non-thermophilic are FN (false negative). 

III. RESULTS AND DISCUSSION 

In this study we solely used protein sequences to classify 
thermophilic proteins. This chain of amino acids was 
represented using one-hot encoding which is the input for the 
classifier. Three machine learning techniques, MLP, CNN, and 
BiLSTM were used to identify thermophilic and non-
thermophilic proteins. Hyperparameters tuning was performed 
to find the optimal model. The best optimized hyperparameters 
for each model are described in Table I. The result of each 
model is shown in Table II. The result of each classifier is 
measured using the following performance metric; accuracy, 
specificity, recall, and F1-score. The macro average values of 
specificity, recall, and F1-score are presented in Table II. 

TABLE I.  BEST HYPERPARAMETER 

Hyperparameter MLP CNN BiLSTM 

Number of Layer 2 4 3 

Number of Neuron 100-1 250-1 256-256-1 

Number of Filter - 128 - 

Activation Function Relu Relu Relu 

Optimizer Adam Adam Adam 

Learning Rate 0.0001 0.001 0.001 

Dropout - 0.6 - 0.8 - 

Regularizer 0.4 0.9 0.1 

Early Stopping True True True 

Batch Size 60 256 256 

Epoch 250 250 500 

TABLE II.  PERFORMANCE RESULT 

Model Sn (%) Sp (%) Acc (%) F1(%) 

MLP 2.19 97.23 51.06 4.18 

CNN 90.10 89.96 90.03 89.76 

BiLSTM 93.77 91.00 92.34 92.25 

a. Note: Sn: sensitivity (or recall), Sp: specificity, Acc: accuracy, and F1: F1-score 

A. Performance Comparison on Different Algorithms 

We compared the performance of three machine learning 
methods: MLP, CNN, and BiLSTM. The same features were 
used to train and test these methods. Based on the result as 
shown in Table II, the highest accuracy, sensitivity, specificity, 
and f-measure were achieved using BiLSTM, at 92.34%, 
93.77%, 91.00%, and 92.25% respectively. The MLP, on the 
other hand, was only capable of achieving an accuracy of 
51.06%. 
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TABLE III.  PERFORMANCE OF CNN ON VARIOUS K-MERS 

k-mers Sn (%) Sp (%) Acc (%) F1(%) 

1 61.53 53.63 57.47 58.43 

2 82.78 89.27 86.12 85.28 

3 90.10 89.96 90.03 89.76 

4 79.85 94.11 87.18 85.82 

5 86.81 89.27 88.07 87.61 

b. Note: Sn: sensitivity (or recall), Sp: specificity, Acc: accuracy, and F1: F1-score 
MLP can theoretically approximate any function to any 

precision. Using the same dataset, MLP architecture in other 
studies which used protein sequence and several other features 
as the input could achieve accuracy of 99.26% [21]. However, 
MLPs were not ideal for processing patterns with sequence. 
Because we rely on the sequence of amino acids in this study, 
MLP strives to remember patterns in sequential data to 

discover reliance on historical data, which is extremely useful 
for prediction. 

CNN learns to recognize spatial patterns. CNN worked 
remarkably well, however, when applied to specific NLP 
issues [28]. When applying CNN to sequential data, the result 
of each convolution will be triggered when a unique pattern is 
identified. By altering the size of the kernels and concatenating 
their outputs, it is possible to identify patterns of numerous 
sizes, such as 2, 3, or 5 adjacent amino acids (k-mers), which 
are analogous to the term n-grams. Therefore, CNN can 
distinguish this k-adjacent amino acid regardless of its position 
in the sequence. The results of our experiments with various k-
mers are summarized in Table III, which reveals that prediction 
using three consecutive residues (amino acid 3-mers) provides 
the highest performance with an accuracy of 90.03 percent, a 
sensitivity of 90.10 percent, a specificity of 89.96 percent, and 
an f-measure of 89.76 percent. 

TABLE IV.  PERFORMANCE COMPARISON 

Studies Featuresc Algorithmsd Sn (%) Sp (%) Acc (%) 

Liu[19] AAC SVM 98.88 1.0 99.44 

Feng [15] AAC, reduced DC, physicochemical SVM 98.2 98.2 98.2 

Ahmed[21] AAC, tPseAAC, aPseAAC, CKSAAP, DC, DDE, CTD MLP 96.34 96.16 96.26 

Guo[29] 
AAC, DC, DDE, CTDC, CTDT, CTriad, CKSAAP, 

GTPC, GDPC, TPC 
SVM 96.22 95.85 96.02 

Wang[17] pseAAC, AAC, PC, CTD SVM 96.17 95.69 95.93 

Sunny and Saleena[30] 
AA frequency, pI, protein binding domain, disorder 

regions, conserved residues, buried exposed regions 
RF 95.53 96.01 95.71 

Tang [31] 5-mers AA SVM 94.8 94.1 94.4 

Charoenkwan [20] 
AAC, DPC, CTDC, CTDD, CTDT, AAI, aPseAAC, 

pseAAC, PSSM_COM, RPM_PSSM, S_FPSSM 

Meta-predictor 

optimization 
95.1 93.3 94.2 

Fan et al.[14] AAC,pseAAC,pKA, PSSM-400 SVM 89.50 95.64 93.53 

Nakariyakul [16] AAC, DC SVM 93.0 93.7 93.3 

Wang [32] 
AAC, PCP, GDC, entropy density, autocorrelation 

coefficient 
SVM 91.68 93.44 92.56 

Zhang and Fang [33] AA Sequence SVM 92.8 92 92.4 

BiLSTM (Our Model) AA sequence BiLSTM 93.77 91.00 92.34 

Albayrak [34] RAAA, N-grams SVM 92.1 91.4 91.796 

Zuo[13] AAC-based similarity distance KNN 88.37 92.24 91.02 

Lin and Chen [35] AAC, GDC SVM 85.40 93.60 90.8 

Gromiha and Suresh [11] AAC NN 83.30 92.00 89 

Zhang and Fang [18] AAC, DC LogitBoost 87.34 90.77 88.94 

Wu[12] secondary and tertiary structural features DT 73.1 88.5 83.6 

c. amino acid composition (AAC), traditional pseudo amino acid composition (tPseAAC), amphiphilic pseudo amino acid composition (aPseAAC), pseudo amino acid composition (PseAAC), the composition of k-spaced 

amino acid pairs (CKSAAP), dipeptide composition (DC), dipeptide deviation from the expected mean (DDE), composition, transition, and distribution (CTD), CTD Composition (CTDC), CTD Transition (CTDT), 

Cojoint Triad (Ctriad), Grouped Dipeptide Composition (GTPC), Grouped Tripeptide Composition  (GDPC), Tripeptide Composition  (TPC) , Physicochemical Properties (PCP), g-gap Dipeptide Composition (GDC), 

Position Specific Scoring Matrices (PSSM), Physic Chemical (PC), Isoelectric Point (pI), Amino Acids (AA), Acid Dissociation Constant (pKa),Reduced Amino Acid Alphabet (RAAA), composition- transition-

distribution -based features containing CTD (CTDC), distribution in CTD (CTDD), transition in CTD (CTDT), physi- cochemical property-based features containing amino acid index (AAI), evolutionary information- 

based features containing position-specific scoring matrix composition (PSSM_COM), PSSM of log-odds score of each amino acid in each posi- tion (RPM_PSSM) and PSSM based on the matrix transformation 

(S_FPSSM)    

d. Support Vector Machine (SVM), Multilayer Perceptron (MLP), Random Forest (RF), Bidirectional Long Short-Term Memory (BiLSTM), K-Nearest Neighbour (KNN), Neural Network (NN), Decision Tree (DT) 
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Convolutions and pooling processes eliminate information 
about the local order of amino acids, making it more difficult to 
implement sequence tagging inside a pure CNN architecture. 
Additionally, pooling minimizes output dimensionality while 
maintaining the most essential information. Each filter 
recognizes a unique characteristic. If this specific feature 
appears somewhere in the sequence, applying the filter to that 
region will result in a large value, while applying the filter to 
other regions will result in a small value. By performing the 
max operation, we retain information regarding whether or not 
the feature existed in the sequence, but we lose information 
regarding where the feature appeared. Although it operates 
wonderfully, it is incapable of interpreting temporal data. In 
natural language processing, the resemblance between proteins 
and sentences explains why CNN performs worse than 
BiLSTM, which can learn from both past and future data in the 
sequence. 

Among all models, the BiLSTM Model produces the best 
results. Because it knows what amino acids follow and precede 
an amino acid in the protein sequence, BiLSTM effectively 
increases the amount of information available to the network, 
improving the context available to the algorithm. BiLSTM 
mines the relationships between contexts in both directions, 
resulting in a better recognition for classifying thermophilic 
proteins. 

B. Comparison to Other Models 

Comparison with previously published methods is required 
to establish the superiority of the new method. It is widely 
known that the prediction results would be exaggerated if the 
suggested technique was trained and evaluated using a 
benchmark dataset containing a large proportion of 
homologous sequences. If two protein sequences possess a 
sequence similarity of greater than 40 percent, they are 
considered homologous. When a model is trained and 
evaluated on such a dataset, the vast majority of predictors 
always attain high levels of accuracy. For instance, previous 
studies [33]  did not eliminate very identical or homologous 
sequences with 40% sequence identity from their datasets. 
Other studies only used a 40% cutoff eliminate the homologous 
sequence [11]. This study's dataset, which uses a 30% cutoff, is 
therefore judged to be more objective and dependable. 

Numerous models have been developed to identify 
thermophilic proteins [6], [11], [14]–[17], [19], [29], [31]. All 
of the proposed models were developed using machine 
learning techniques and assessed using cross-validation. 
Nevertheless, our model was evaluated using independent data. 

While state-of-the-art (SOTA) methods typically use 
various features derived from amino acid sequences as input to 
identify thermophilicity, the method(s) presented here use 
encoded single protein sequences as one-hot encoding, which 
serve as the only input feature for the prediction. One-hot 
encodings are sparse, memory inefficient, and high-
dimensional by definition. In one-hot encoding, there is no 
concept of similarity between sequence or structure pieces; 
they are either identical or dissimilar. In Table IV we 
summarize the comparison with other models. From the 
comparison, we can see that using BiLSTM we can still 
achieve competitive results compared to other models which 

use various additional features as input, such as 
physicochemical properties, amino acid composition, and 
dipeptide compositions. This model even achieved better 
accuracy compared to another model from Wu et al.[12] which 
also consider protein structure in classifying the protein. 

Although this study only uses the amino acid sequence 
without any derived features and combines it with the 
bidirectional sequential model, we can obtain a competitive 
classification result. Some other studies that use various 
handcrafted features provide higher performance. So, including 
the semantics information in the protein representation might 
increase the performance. In natural language processing, we 
can extract features using the Language Model (LM), referred 
to as embeddings. Instead of manually calculating each feature, 
LMs offer a potential alternative to this increasingly time-
consuming database search as they extract features directly 
from single protein sequences [36]. Using embedding that has 
semantic information as input for classification can improve 
classification performance [37]. Use of embedding to represent 
proteins for classification as a downstream task can be an 
exciting topic to explore in the future. 

IV. CONCLUSIONS 

This research demonstrates that models trained using 
simply amino acid sequences perform comparably to and 
frequently exceed models trained using multiple feature 
representations. Comparing different machine learning 
algorithms demonstrates that a sequential model with a 
bidirectional mechanism is applicable to all protein attributes, 
and that the position of amino acids in the protein sequence has 
a significant predictive function. This research facilitates the 
development of predictive models by bypassing many of the 
challenges associated with generating the biological, chemical, 
and physical attributes that describe protein sequences. 
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Abstract—This paper compares the performance of Naive 

Bayes and SVM classifiers classification based on sentiment 

analysis of healthcare companies' stock comments in Bursa 

Malaysia. Differing from other studies which focus on the 

performance of the classifier models, this paper focuses on 

identifying the hyperparameters of the classifier models that are 

significant for sentiment analysis and the optimization potential 

of the models. Grid Search technique is used for the 

hyperparameters tuning process. The performance such as 

precision, recall, f1-score, and accuracy of Naive Bayes and SVM 

before and after hyperparameter tuning are compared. The 

results show that the important hyperparameters for Naive 

Bayes are alpha and fit_prior, while the important 

hyperparameters for SVM are C, kernel, and gamma. After 

performing hyperparameters tuning, SVM gave a better 

performance with an accuracy of 85.65% than Naive Bayes with 

an accuracy of 68.70%. It also proves that hyperparameter 

tuning is able to improve the performance of both models, and 

SVM has a better optimization potential than Naive Bayes. 

Keywords—Machine learning; sentiment analysis; opinion 

mining, Naïve Bayes; SVM Classifier; grid search technique; 

hyperparameter tuning 

I. INTRODUCTION 

Sentiment analysis, often known as opinion mining, is a 
natural language processing (NLP) technique that determines 
the sentiment behind a body of text. This is a common method 
for businesses to determine and categorize customer views 
about a product, service, or idea. Data mining, machine 
learning (ML), and artificial intelligence (AI) are involved in 
analyzing the texts and finding out the sentiment. 

There are too many ways to perform sentiment analysis by 
using different machine learning algorithms such as Naive 
Bayes, Support Vector Machine, K-Nearest Neighbour, and so 
on. This has made it difficult for the researchers to determine 
which classifier should be used as the performance of these 
algorithms is usually dependent on the datasets used. Most 
studies [7][9][3][6][4], concluded that the Naive Bayes and 
SVM classifiers outperform all other algorithms in evaluating 
the sentiment of the text. However, it seems that the 
performance of Naive Bayes and SVM is very similar. 
Depending on the datasets used, the performance of the 
classifiers is affected. In [7] and [9], SVM has a better 

performance than Naive Bayes. The dataset used in [7] is 
Amazon product reviews, and in [9] is Twitter reviews. 
However, in [3], Naive Bayes has a better performance than 
SVM, and the dataset used in [3] is about e-sport education. 
Most importantly, these researches only used default 
hyperparameters for the classification models, and so far the 
best performance of the classifier obtained is from [7], which 
is the SVM with 84% of accuracy. The problem of current 
research is that most of the papers use the default 
hyperparameter for the sentiment classification. The results 
might be good, but there should still be some potential for the 
models to perform better. 

Hence, the purpose of this paper is to compare the 
performance of Naive Bayes and SVM classifiers based on 
sentiment analysis of healthcare companies' stock comments, 
justify which model is best suited for this case, and justify the 
optimization potential of the models by hyperparameter tuning 
using the Grid Search approach. The data is collected from the 
I3investor website and preprocessed by using text 
preprocessing techniques such as removing stopwords, 
lemmatization, tokenization, and so on. After that, the 
preprocessed data will be used to train the Naive Bayes and 
SVM, and the results will be evaluated. Section II will include 
some background studies of several similar works, Section III 
will be the methodology which includes the detailed steps of 
conducting the research, and Section IV will be the evaluation 
results of both classifications. 

II. BACKGROUND STUDY 

Basically, this section of the paper includes the review of 
several research papers with similar works to ours. According 
to these research papers, data preprocessing like stopwords 
removal, stemming, and tokenization are necessary steps 
before performing the classification. First, the comparison 
study of Naive Bayes with SVM is reviewed. It appears that 
the performance of both models is dependent on the datasets 
used. Second, comes the review of the Naive Bayes classifier 
and it seems that Naive Bayes outperforms other classifiers. 
After that, the study about SVM is reviewed, and it shows that 
the performance of SVM is affected by the dataset used, and 
using the Grid Search approach for SVM optimization, the 
performance of SVM can be improved as well. 
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A. Comparison Study of Naive Bayes and SVM using 

Different Datasets 

Firstly, this section will review the comparative study of 
Naive Bayes and SVM. 

Sanjay Dey et al. [7] conducted a comparison study of two 
machine learning algorithms for sentiment analysis of 
Amazon product reviews. Naive Bayes and SVM were used in 
this paper. The preprocessing steps such as tokenization, 
removing stopwords, filling missing values, and feature 
extraction are applied. The result shows that SVM has a 
slightly better performance with 84 % accuracy than Naive 
Bayes with 82.875 % accuracy. 

Abdul Mohaimin Rahat et al. [9] worked on a research 
paper to conduct sentiment analysis on the review from 
Twitter. The dataset collected is preprocessed by stop word 
removal, hashtag removal, POS tagging, and so on. Two 
algorithms, which are Naive Bayes and SVM were applied to 
classify the positive and negative sentiments. As a result, 
SVM gets a better accuracy of 82.48 % than the Naive Bayes 
with an accuracy of 76.56 %. 

Rian Ardianto et al. [3] performed sentiment analysis 
toward e-sport education. The data was collected from 
Twitter. Naive Bayes and SVM are used in this research as a 
comparative study. Synthetic Minority Over-Sampling 
Technique (SMOTE) is used in the evaluation of the two 
algorithms. As a result, Naive Bayes with SMOTE has a better 
performance with an accuracy of 70.32 % as compared to 
SVM with SMOTE with an accuracy of 66.92 %. 

B. Study on Naive Bayes 

Second, this section will review the research on the Naive 
Bayes classifier. 

The research done by Lopamudra Dey et al. [6] focuses on 
the comparison of two supervised machine learning 
approaches which are K-Nearest Neighbour and Naive Bayes 
based on the sentiment analysis of movie reviews as well as 
hotel reviews. The accuracy, precision, and recall of these 
models are evaluated. In short, Naive Bayes has a better 
performance for movie reviews with an accuracy of 82.43 % 
than K-NN with an accuracy of 69.81 %, while having a 
similar performance for hotel reviews with an accuracy of 
55.09 % as compared to K-NN with an accuracy of 52.14 %. 
The researchers concluded that Naive Bayes performs better 
than K-NN in analyzing the movie reviews. 

Achmad Bayhaqy et al. [4] focused on comparing three 
different classification algorithms, which are Decision Tree, 
K-NN, and Naive Bayes, by the sentiment analysis about the 
tweets/reviews of E-commerce in Tokopedia and Bukalapak 
on Twitter. Text preprocessing techniques are applied to the 
data collected. The comparison of the three algorithms is done 
with the assistance of Rapidminer. The results show that the 
accuracy of the Decision Tree is 80%, K-NN is 78%, and 
Naive Bayes is 77%. The results for precision for Decision 
Tree is 79.96%, K-NN is 85.67 %, and Naive Bayes is 88.50 
%. Although the accuracy of Naive Bayes is 77 % which is the 
lowest among others, the researchers concluded the Naive 
Bayes as the most suitable classifiers for use with their 

datasets as it has the highest precision of 88.50 % which 
means it provided more accurate and precise predictions. 

C. Study on Support Vector Machine 

Lastly, this section will review the research on SVM 
classification. 

Munir Ahmad et al. [1] have chosen to use SVM for the 
sentiment analysis with WEKA. There are two datasets 
included which are the tweets about self-driving cars and 
Apple products, and the data are pre-labeled with the 
sentiments. In short, the accuracy for the self-driving cars 
dataset is 59.91 %, and the accuracy for the Apple products 
dataset is 71.2 %. The outcomes are not very good, 
demonstrating the dependency of SVM performance on the 
input dataset. The habits of most Twitter users to use short 
forms or informal language might be the reason for the 
difficulty for the SVM to learn successfully. 

Besides, using the Grid Search approach for SVM 
optimization, Munir Ahmad et al. [2] have achieved better 
results. The precision of SVM is increased from around 70% 
to 80%. With the Twitter data about the topics of Apple, 
Google, Microsoft, and Twitter, the potential of SVM 
optimization is highlighted in this paper. 

III. METHODOLOGY 

I3investor is a popular stock investment platform for 
independent stock traders and investors. Every month, the 
I3investor [5] community creates over 50K comments and 
posts. In order to be trained by the supervised learning 
algorithms, the datasets collected from I3investor needed to be 
preprocessed and labeled. After the preprocessing and 
labeling, a portion of data is selected from the dataset and is 
split into train-set and test-set. The words are vectorized by 
using the TF-IDF vectorizer, and the dataset is used in running 
both Naive Bayes and SVM classifiers. Moreover, the Grid 
Search technique is used for hyperparameter tuning to 
improve the accuracy of both classifiers. The experimental 
results are then evaluated. Fig. 1 shows the workflow of the 
methodology. The details of the process will be explained. 

A. Data Pre-processing 

Every comment may include some words that are neither 
significant nor beneficial for sentiment analysis. Hence, text 
preprocessing is a necessary step to obtain a clean dataset, and 
have better outcomes. The preprocessing steps included: 

1) Removing of URL: The URL in the comments which 

basically links users to other websites is meaningless for 

sentiment analysis and is removed. 

2) Removing of Other Languages: The data collected will 

include the comments from Malaysians which means there 

will be several languages such as Chinese, Malay, and 

English. Hence, the CLD3 package is used in this case to 

detect and remove the Chinese and Malay comments, only 

remain the English comments. Since the classifiers are not 

trained to assess the sentiment of comments in multiple 

different languages, the removal of other languages will then 

have a significant influence on the classification process 

outcomes. 
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3) Removing of Punctuation: Punctuation has no value for 

the sentiment analysis and is removed. It is also a step needed 

for the ease of tokenization. 

4) Removing of Stopwords: Stop words are function words 

that have no sentiment yet are regularly used. If these terms 

are not eliminated, they will have no effect on the analysis's 

efficiency. These words are known as "noise." For example, 

frequently used terms are "a," "of," "the," "I," "it," "you," and 

"and." 

5) Lemmatization: This stage condenses words into their 

stem or root forms. For example, “evaluate” and “evaluation”, 

the root of the word “evaluation” is “evaluate”, and having 

both terms in the data increases the algorithm's effort to 

interpret their sentiment. As a result, lemmatizing the token to 

its root type is required to minimize the complexity of the 

comment and reduce processing time, hence enhancing the 

model's performance. 

6) Lower casing text: All the text in the datasets is 

changed to lower case to have a consistent format.  

7) Tokenization: A method to divide the entire comment 

into many individual words for convenience of analysis. 

 

Fig. 1. Methodology workflow. 

B. Data Labeling 

It is impossible for a human being to manually label the 
data as the datasets consist of a large number of comments. 
Hence, the Opinion Lexicon created by Minqing Hu and Bing 
Liu [8] which contains positive and negative words is being 
prepared. The preprocessed data is next reviewed to see if the 

words match those in the positive or negative Opinion 
Lexicon. The number of positive and negative words for each 
row of data will next be calculated. The score for each row of 
data will be computed by subtracting the number of negative 
words from the number of positive words. As a consequence, 
data with scores more than 0 will be labeled as positive, data 
with scores less than 0 will be labeled as negative, and data 
with scores equal to 0 will be labeled as neutral. 

C. Feature Extraction using TF-IDF  

The term frequency-inverse document frequency (TF-IDF) 
was used to extract the feature of the dataset. When retrieving 
information, the TF-IDF technique weights the frequency of a 
phrase (TF) and the inverse frequency of documents (IDF). 
Each word or phrase is given a TF and IDF score. The TF and 
IDF product results of a word, on the other hand, correspond 
to the phrase's TF-IDF weight. As a result, the TF-IDF score 
(weight) rises in tandem with the phrase's rarity and vice 
versa. As a consequence, the TF of a term denotes its 
frequency, whereas the IDF denotes its importance across the 
corpus. If a term's content TFIDF weight is high, the content 
will always show among the top search results, allowing 
anybody to avoid stopwords while simultaneously finding 
words with higher search traffic and lower competition. 

D. Hyperparameters Tuning using Grid-Search Technique 

Hyperparameters are variables whose values influence the 
learning process and affect the model parameters that a 
learning algorithm learns. Grid Search is a technique for 
optimizing hyperparameters. It prepares the machine learning 
algorithm for every potential combination of hyperparameters. 
Cross-validation is used to guide the training process, ensuring 
that the trained model can extract the majority of the patterns 
from the dataset. The best set of hyperparameter values from 
Grid Search is then used in the real model. In summary, the 
optimal hyperparameters are assured, and the model's 
accuracy can be enhanced. 

IV. EXPERIMENTAL RESULT 

The research is conducted using the Google Colab 
environment. A portion of the preprocessed data which 
consists of 20000 comments is used. There are 6219 positive 
comments, 6196 negative comments, and 7585 neutral 
comments. 

Grid Search approach is used to find out the best 
hyperparameters of the models. Both original and tuned 
versions of Naive Bayes and SVM are trained and tested. The 
precision, recall, f1-score, and accuracy of each model are 
evaluated. 

Table I shows the hyperparameters setting for Naive 
Bayes. There are three parameters which are alpha, fit_prior, 
and class_prior. Parameter alpha refers to the additive 
smoothing parameter, parameter fit_prior control whether to 
learn class prior probabilities or not, and parameter class_prior 
refers to the prior probabilities of the classes. The default 
hyperparameter for alpha is 1.0, and for fit_prior is „True.‟ 
After performing the Grid Search, it appears that the best 
hyperparameter for alpha is 1.4, for fit_prior is „False‟, and the 
parameter for class_prior is „remain unchanged.‟ 
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TABLE I. HYPERPARAMETERS SETTING FOR NAIVE BAYES 

Parameters alpha fit_prior class_prior 

Default 1.0 True None 

Best 1.4 False None 

TABLE II. HYPERPARAMETERS SETTING FOR SVM 

Parameters C kernel gamma 

Default 1.0 rbf scale 

Best 7.0 linear auto 

Table II shows the hyperparameters setting for SVM. 
Basically, SVM has a total of 15 hyperparameters. After 
performing Grid Search, there are only 3 hyperparameters that 
have changed which are C from a value of 1.0 to a value of 
7.0, the kernel of „rbf‟ to kernel of „linear‟, and gamma of 
„scale‟ to gamma of „auto‟ while the other 12 hyperparameters 
showing default is the best option to choose. Parameter C 
refers to the regularization parameter, parameter kernel 
specified the kernel type to be used, and parameter gamma 
refers to the coefficient of the kernel. With the other 
hyperparameters for SVM remaining unchanged, this proves 
that SVM is already a good model for performing sentiment 
analysis without tuning the hyperparameter and can usually 
obtain good performance as in papers [7], [9], [3], and [1]. 

Precision is a metric used to quantify how many correct 
positive predictions have been made. It is derived by dividing 
the number of accurately predicted positive cases by the total 
number of positive examples predicted. The precision shows 
the model's accuracy in classifying samples as positive. 

Table III shows the comparison of precision for each 
model before and after hyperparameters tuning. The precision 
of Naive Bayes has increased from 71.63% to 83.22%, and the 
precision of SVM has increased from 81.64% to 87.60%. In 
short, SVM has higher precision than Naive Bayes before and 
after tuning. Fig. 2 shows the bar chart of precision 
comparison for Naive Bayes and SVM. 

The proportion of valid positive predictions made out of 
all feasible positive predictions is calculated as recall. The 
recall metric evaluates the model's ability to detect positive 
samples. The higher the recall, the more positive samples are 
discovered. 

Table IV shows the comparison of recall for each model 
before and after hyperparameters tuning. The recall of Naive 
Bayes has decreased from 79.85% to 75.36%, and the recall of 
SVM has increased from 86.56% to 88.47%. SVM has a 
higher recall than Naive Bayes after tuning. Fig. 3 shows the 
bar chart of recall comparison for Naive Bayes and SVM. 

TABLE III. PRECISION COMPARISON FOR NAIVE BAYES AND SVM 

Model Without Tuning Tuned 

Naive Bayes 71.63 83.22 

SVM 81.64 87.60 

 

Fig. 2. Bar chart of precision comparison for Naive Bayes and SVM. 

TABLE IV. RECALL COMPARISON FOR NAIVE BAYES AND SVM 

Model Without Tuning Tuned 

Naive Bayes 79.85 75.36 

SVM 86.56 88.47 

 

Fig. 3. Bar chart of recall comparison for Naive Bayes and SVM. 

The f1-score is a method for combining precision and 
recall into a single metric that combines both characteristics. 
We might have good precision with poor recall or vice versa. 
The f1-score allows you to convey both concerns with a single 
score. 

Table V shows the comparison of f1-score for each model 
before and after hyperparameters tuning. The f1-score of 
Naive Bayes has increased from 75.74% to 79.29%, and the 
f1-score of SVM has increased from 83.90% to 88.04%. SVM 
has a higher f1-score than Naive Bayes after tuning. Fig. 4 
shows the bar chart of the f1-score comparison for Naive 
Bayes and SVM. 
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TABLE V. F1-SCORE COMPARISON FOR NAIVE BAYES AND SVM 

Model Without Tuning Tuned 

Naive Bayes 75.74 79.29 

SVM 83.90 88.04 

 

Fig. 4. Bar chart of F1-score comparison for Naive Bayes and SVM. 

A model's accuracy is a metric that assesses how well it 
performs in all classes. This is advantageous when all of the 
classes are equally important. The ratio between the number of 
right predictions and the total number of predictions is used to 
evaluate it. 

TABLE VI. ACCURACY COMPARISON FOR NAIVE BAYES AND SVM 

Model Without Tuning Tuned 

Naive Bayes 67.65 68.70 

SVM 81.73 85.65 

 

Fig. 5. Bar chart of accuracy comparison for Naive Bayes and SVM. 

Table VI shows the comparison of accuracy for each 
model before and after hyperparameters tuning. The accuracy 
of Naive Bayes has increased from 67.65% to 68.70%, and the 
accuracy of SVM has increased from 81.73% to 85.65%. 

SVM has higher accuracy than Naive Bayes after tuning. Fig. 
5 shows the bar chart of accuracy comparison for Naive Bayes 
and SVM. 

In short, the hyperparameters of Naive Bayes that have a 
significant effect on sentiment analysis are “alpha” and 
“fit_prior”, while the hyperparameters of SVM that have a 
significant effect on sentiment analysis are “C”, “kernel”, and 
“gamma”. SVM has a better performance than Naive Bayes 
before and after hyperparameters tuning. It appears that SVM 
has a better potential for optimization with an increase in 
accuracy of about 4% than the Naive Bayes with an increase 
in accuracy of about 1%. 

V. CONCLUSION 

In conclusion, the research has done a comparative study 
for Naive Bayes and SVM and found out that SVM has a 
better performance than Naive Bayes based on sentiment 
analysis of healthcare companies' stock comments. Grid 
Search approach is used for hyperparameter tuning and is able 
to identify the hyperparameters of both models that are 
significant for sentiment analysis. The research is able to 
prove that hyperparameters tuning can increase the model‟s 
accuracy, and SVM has a better potential for optimization as 
compared to Naive Bayes. There are still many things to be 
improved in the future such as adding more datasets, using 
different classifiers, and using different hyperparameter tuning 
techniques. 
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Abstract—Nowadays, various technological advancements in 

Intrusion Detection Systems (IDS) detects the malicious attacks 

and reinstate network security in the cloud platform. Cloud 

based IDS designed with hybrid elements combining Machine 

Learning and Computational Intelligence algorithms have been 

shown to perform better on parameters, such as Detection Rate, 

Accuracy, and the False Positive Rate. Machine Learning 

algorithms provide effective techniques for classification and 

prediction of network attacks, by analyzing existing IDS datasets. 

The main challenge is selection of appropriate data dimensions to 

be used for detection of attacks, out of the high number of data 

dimensions available. For the selected data dimensions, 

Computational Intelligence Algorithms provide effective 

techniques for hyper-parameter tuning, by optimizing on 

reiterative basis. The main challenge is selection of appropriate 

algorithm which offers optimal performance results. In this 

research, Hybrid Meta-heuristic approach, which combines a 

Long Short Term Memory (LSTM) classification model in 

dimension selection, with the application of Artificial Raindrop 

Algorithm- Harmony Search Algorithm (ARA-HSA) for hyper-

parameter tuning, in order to achieve a high performance IDS in 

cloud environment. The performance validation of the hybrid 

LSTM-ARA-HSA algorithm has been carried out using a 

benchmark IDS data set and the comparative results for this 

algorithm along with other recent hybrid approaches has been 

presented. 

Keywords—Artificial raindrop algorithm; cloud computing; 

harmony search algorithm; hybrid meta-heuristic algorithms; 

hyper-parameter tuning; intrusion detection system; long short 

term memory classification model 

I. INTRODUCTION 

The Cloud Computing (CC) platform, which is on-demand 
network access for several pattern of computing asset, such as 
servers, applications, networks, and services. Security is the 
major difficulty for the organizations to accept the cloud 
enabled solutions. Due to cloud infrastructure (open and fully 
distributed), which makes it vulnerable to attacks and threats. 
Thus, it creates incentives for intruders for initiating attack 
focused devices to permit the data stored in cloud. The threats 
are confidentiality, availability, and integrity of cloud 
resources and services. To solve the security challenges, the 
IDS should be integrated within the cloud environment [1]. 

 
Fig. 1. Types of cloud based IDS 

There are several kinds of attacks that could probably arise 
in a network, such as User to Root (U2R), Remote to Local 
(R2L), and the Denial of Service (DoS) attacks. In U2R 
attacks, a local user who is the attacker gets unauthorized 
access to the routing privilege and access control list [2]. In 
R2L attacks, the attacker is not a local user but remotely 
forwarded a set of packets to server or computer over the 
network, to attempt unauthorized access [3].  In DoS attacks, 
the attacker attempts to stops the standard service in the 
network by over-whelming the network with high number of 
request data packets [4]. 

Machine learning (ML) algorithms offer effective 
techniques to improve a efficiency and effectiveness of IDS, 
due to the capability to identify potential attacks through 
sophisticated classification of network states described by data 
dimensions, based on comparison with known network states 
during previous network attacks [5]. Several ML techniques 
[6], such as Extreme Learning Machine, Random Forest 
Classifiers, Multi-layer Perceptron Network etc. have been 
designed and their performance in detecting attacks evaluated 
[7]. Fig. 1 provides an overview of types of IDS, based on the 
different ML algorithms adopted. 
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The main challenges in design of IDS are: 

 Selection of appropriate number data dimensions to be 
used for detection of attacks, out of the high number of 
data dimensions available 

 Hyer-parameter tuning for the selected data dimensions 

 Improving performance in classification 

The challenge of feature selection is sought to be 
overcome by adoption of appropriate ML algorithms. The 
challenge of hyper-parameter tuning is sought to be overcome 
by adoption of appropriate Computational Intelligence 
algorithms. The challenge of improved performance is sought 
to be overcome by adoption of appropriate ML algorithms. 
The proposed solution therefore, consists of a hybrid 
approach, in which both ML and Computational Intelligence 
algorithms incorporated in order to deliver improved 
performance compared to existing approaches in the literature. 

This paper presents a Hybrid Meta-heuristic approach 
which uses ML techniques- ExtraTrees Feature Selection 
Method and LSTM classification model- along with 
Computational Intelligence Algorithms- Artificial Raindrop 
Algorithm and Harmony Search Algorithm. For feature 
selection, ExtraTrees (ET) method is used to choose a proper 
set of data dimensions to be employed for classification [8][9] 
and prediction [10] of network attacks, out of maximal 
number of data dimensions available in the standard IDS data 
set of known attacks from the past. Artificial Raindrop 
Algorithm (ARA) and Harmony Search Algorithm (HSA) are 
used for hyper-parameter tuning (i.e. optimizing the parameter 
values to be used) for the data dimensions selected. Finally, 
classification is achieved using the LSTM classification 
model. 

To estimate the resulting performance of IDS which uses 
hybrid combination of LSTM-ARA-HSA approach, the paper 
presents the results of simulations using the benchmark data 
set. 

In summary, the paper's contributions can be summarized 
as follows. 

 Use an ML technique- ExtraTrees Feature Selection 
method for selecting optimal set of data dimensions for 
classification and prediction of network attacks, out of 
the high number of data dimensions available for 
analysis. 

o Perform min-max based data normalization to 
achieve standardization of the different scales for 
the available data dimensions. 

o Use of ET Feature Selection method for the 
optimum selection of data dimensions, to enhance 
the efficiency of IDS. 

 Adopt combination of ARA-HSA algorithms for 
hyper-parameter optimization of the data dimensions 
selected.  

 Perform final classification using the LSTM 
classification model. 

 Design a Hybrid Meta-heuristic approach for IDS 
using a combination of LSTM-ARA-HSA, as 
described above. 

 Test the performance of Hybrid Meta-heuristic LSTM-
ARA-HSA, using simulations on the benchmark IDS 
data set. 

The paper is organized as follows. Section 2 illustrates a 
brief literature review of some of recent Hybrid Meta-heuristic 
approaches used by IDS. Section 3 provides an overview of 
LSTM-ARA-HSA methodologies. Section 4 discusses an 
overview of the results of testing a performance valuation of 
proposed hybrid approach. Section 5 lists the key findings and 
conclusions of this paper. 

II. LITERATURE REVIEW 

Review of recently developed IDS approaches for cloud 
environments is described below. 

Sethi et al. [11] presented a DRL enabled adoptive cloud 
IDS model that implements fine-grained classification and 
precise detection of complex and new attacks. 

Ji et al. [12] introduced a network IDS by integrating 
asymmetric convolution AE and RF. This method could 
integrate the benefits of Shallow and Deep Learning. 

Singh and Ranga [13] deliberated a robust network driven 
IDS employing ensemble-based ML method with four 
classifications, namely voting scheme, RUSBooted, bagged 
tree, boosted tree, and subspace discriminant. The voting 
method was integrated with architecture for obtaining the final 
prediction. 

Alkadi et al. [14] devised DBF method for offering 
privacy with blockchain and security-based distributed IDS by 
the smart contracts of IoT networks. IDS were utilized using 
BiLSTM-DL technique for managing the consecutive network 
data, which is computed by the datasets of BoT-IoT and 
UNSW-NB15. 

Zhong et al. [15] presented a novel method using features 
of model. The method would gather features in network layer 
through tcpdump packet and a application layer through 
system routine. GRU and Text-CNN approaches are selected 
since they could process consecutive data as a language 
system. 

Samriya and Kumar [16] proposed a hybridization method 
for IDS for improving entire security level of cloud computing 
platforms. Additionally, this technique assists in handling 
different kinds of security problems i.e., detection of fake 
identity and data leakage Phishing attacks to retain the 
security over cloud environment. 

Abusitta et al. [17] presented an ML based IDS that 
effectively uses the previous feedback information to improve 
a capacity for proactive decision making. Especially, 
presented method was depended by Denoising Autoencoder 
(DA) that is employed as an element to create DNN method. 
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III. PROPOSED MODEL 

In this research, use of a hybrid meta-heuristic approach- 
combining Machine Learning techniques, named ExtraTrees 
Feature Selection method and LSTM classification model with 
Computational Intelligence Algorithms named Artificial 
Raindrop Algorithm and Harmony Search Algorithm- is 
proposed for optimal classification and prediction of network 
attacks in the cloud environment. 

The overall model encompasses the following processes: 

1) Pre-processing of all available data dimensions in the 

data-set  

2) Selection of appropriate data dimensions using 

ExtraTrees feature selection method 

3) Hyper-parameter optimization for the selected data 

dimensions using Artificial Raindrop Algorithm and Harmony 

Search Algorithm (ARA-HSA) 

4) Final LSTM based classification by IDS into Attack/ 

Not an Attack, based on above processes 
Fig. 2 illustrates the overall working process of LSTM-

ARA-HSA technique for IDS. The detailed working of each of 
the above processes is elaborated in the succeeding sections. 

 
Fig. 2. Overall process of LSTM-ARA-HSA technique 

A. Pre-Processing of All Available Data Dimensions 

During this process, Min_max normalization was utilized 
to standardize the different scales for all the available data 
dimensions in the benchmark IDS data set. The normalization 
process transforms the data points with reference to the data 
range to which they belong, by implementing linear 
transformation. The value of each data point in a dimension 
was normalized to a standard range between zero and one, 
utilizing Min_max normalization as per the following formula 
[18]: 

  
      

         
(                   )           

 (1) 

where   refers to the transformed value of data value   
from dimension  ,      refers to the existing minimum value 
for the data range for dimension d,      refers to the existing 
maximum value for the data range for dimension d, 
          refers to the standardized minimum value (i.e. 
zero) for the transformed data range for dimension d, and 

          refers to the standardized maximum value (i.e. 
one) for the transformed data range for dimension d  

B. Selection of Appropriate Data Dimensions using 

ExtraTrees Feature Selection Method 

ExtraTrees (ET) is ML type technique that aggregates 
several de-correlated decision trees together in “forest” to 
output it’s classified results, presented by Geurts et al. [19]. 
ET is used during this process for the purpose of feature 
selection, i.e. choosing a sub-set of proper dimensional data 
from the full set of data dimensions. 

Each Decision Tree (DT) in ExtraTrees Forest is created 
from raw training sample, and every node, every tree is given 
by random sample of the number of features to select from full 
set- say “k” features from full features-set where every tree 
must choose optimal feature to divide the data using defined 
mathematical criteria. Thus, this random feature led to the 
generation of several de-correlated decision trees. To fulfil 
the feature selection using process through this forest 
structure, the defined total minimization in the defined 
mathematical factors (such as the Gini coefficient) applied to 
the decision of feature of split is calculated for every feature 
throughout the forest construction [20]. 

The benefits of ET model are reduced variance of the DT 
and computation effectiveness. For each of the available data 
dimensions, the standardized reduction of the Gini coefficient 
utilized for splitting the feature decision is estimated. 
Afterward, the Gini coefficient is ranked in descending order, 
and the first k features can be chosen. In this way, the number 
of the sub-set of data dimensions- specified as k in number- 
can be selected out of the full set of available data dimensions 
in the benchmark IDS data set. 

C. Hyper-Parameter Optimization for the Selected Data 

Dimensions using Artificial Raindrop Algorithm and 

Harmony Search Algorithm (ARA-HSA) 

For the hyper-parameter optimization or tuning process, a 
combination of the ARA-HSA algorithms is proposed to be 
utilized. 

The natural occurrence of rainfall served as the inspiration 
for the ARA, which has been proven to be an effective tool for 
resolving single-objective optimization issues [21]. The 
fundamental premise is to model the altitude of the raindrop 
from where it is initiated to a final state when has minimal 
altitude and hence has its minimal energy state. The state of 
minimal altitude is considered to be an optimal state or 
solution. ARA begins with initiation of the primary population 
of N raindrops as arbitrarily placed   vapors in the search 
space, with all vapors having a vapor place determined as 
follows: 

       (  
( )      

( )      
( ))            (2) 

Where   refers to the population size,   refers to the 
number of dimensions selected for hyper-parameter 

optimization, and   
( )

 refers to the place of     vapor from the 

    dimension. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

98 | P a g e  

www.ijacsa.thesai.org 

Since raindrops are created by constantly absorbing 
ambient water vapor naturally, the place of each raindrop is 
determined as follows: 

           .
 

 
∑   

( ) 
       

 

 
∑   

( ) 
       

 

 
∑   

( ) 
   /

 (3) 

If the effect of external factors is not taken into account, 
each raindrop falls from its initial altitude in the cloud, to the 
ground with free‐fall due to gravity. This can be modeled as 
place of each Raindrop being modified to a new place, 

represented as     Raindrop. Assuming that         (  ) is 
the place of a Raindrop from      dimension, where   (  
       )belongs to the set *        +,            (  ) is 
attained by linear combination of 

        (  )         (  ) and         (  ) , and 
determined as follows: 

{
            

( )           (  )    (        (  )  
        

(  )

)         

            
( )           ( )           

 (4) 

where   refers the arbitrary number from the range -1 and 
1             Once the     Raindrops contact the 
ground, it is split to small raindrops due to speed as well as 
quality. Afterward, these smaller raindrops (      
                    )  may move randomly to any 
direction. For this reason, the place of                 is 
modeled as follows: 

                

                (     )     ( )  (             

      ) (5) 

where refers to the arbitrarily selected index in the set 
*        +   and   refer to two uniformly distributed 
arbitrary numbers from the range zero to one, and the sign ( ) 
refers to the sign function [22]. 

During the act of gravity, the movement of 
               (          ) is from higher altitude to 
lower altitude, and they finally stop at places with minimal 
altitude (i.e., an optimum solution). The Raindrops Pool (RP) 
is modeled to track raindrops to the places of minimal altitude 
as follows: 

1) RP is initiated randomly to initial places in the search 

space; 

2) A better solution for the RP is rationalized at the end of 

every  iteration; 

3) Once the RP size increases the threshold specified 

initially, any less optimal solution is deleted from the RP, to 

maintain the RP’s size stable and lower the computation 

required. 
The movement of raindrop    for                (  

        ) is modeled as dependent upon linear group of 2 
vectors    and    , where        and     are explained as: 

        ( (    )   (               ))  (     

              ) (6) 

        ( (    )   (               ))  (     

               ) (7) 

                               (8) 

where      and      refer to two candidate solutions 

from RP (      *           +)    and    refer to two step 
parameters of                 flowing,        and        
refer to two uniformly distributed arbitrary numbers from the 
range zero to one,   indicates the Fitness Function. Thus the 
outcome,                    (          )  is 
determined as: 

                                       (9) 

For improving the computational efficiency and 
convergence rate of ARA, the  optimum solutions in 
                         were chosen utilizing sort 
technique, as the next vapor population. The flowchart of 
ARA is described in Fig. 3 [22]. 

 
Fig. 3. Flowchart of ARA 
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The performance of the ARA can be improved by updating 
every raindrop by the use of the individual model and 
Harmony Search Algorithm (HAS) based Harmony Search 
Memory (HM) operator. 

HSA attempts several feasible optimal solutions based on 
use of the HM operator, similar to how multiple musicians 
attempt to achieve harmony in music based on their collective 
memory [23]. HSA has been simulated by employing rules of 
harmony improvisation [24]. It involves the steps as described 
below. 

Step 1.  Initializing of HS Memory (HM). 

A primary HM has a particular number of arbitrarily 
created solutions for the optimized solution. For a   
dimensional problem, the HM with size of   is modeled as: 

   

[
 
 
 

  
    

      
 

  
    

      
 

 
  
      

        
   ]

 
 
 
  (10) 

where ,  
    

      
 - (             )  is a solution 

candidate. Here, the HM was generally fixed between [50, 
100]. 

Step 2. Improvising a solution ,  
    

      
 - in HM. 

All the elements in the solution   
  are attained dependent 

upon HM Considering Rate (HMCR). Here, the HMCR is 
determined as the possibility of choosing a module in HM 
member, and the 1-HMCR is, so, the possibility of creating it 

arbitrarily. Once   
  appears into the HM, it can be selected in 

    dimension of arbitrary HM members and is mutated based 
on Pitching Adjust Rate (PAR) that defines the probabilities of 
the candidate in HM is mutated. Moreover, the improvisation 

of ,  
    

      
 - is related to the generation of issues from 

Genetic Algorithms (GA), and mutation as well as crossover 
functions. But, while GA generates novel chromosomes 
utilizing 1 (mutation) or 2 (simple crossover) pre-defined 
ones, the generation of novel solutions from HSA utilizes 
every HM member completely. 

Step 3. Upgrading the HM. In this step, the Step 2 solution 
is estimated. Once it creates an optimum fitness which is 
worse than member from the HM, the existing member will be 
replaced. Else, the new member is discarded. 

Step 4. Repeating Step 2 to Step 3 until a current end 
circumstance, i.e., a high number of iterations are met. The 
HSA is an arbitrary search approach and only employs a 
single search memory for evolving. 

In order to optimize the hyper-parameter values for the 
selected data dimensions, the combination of ARA-HSA is 
used. The ARA-HSA combination computes a fitness function 
to accomplish optimization of the hyper-parameters. The value 
of the fitness function is a positive integer value, which 
represents the effective outcome of the candidate solution. In 
case of intrusion detection, the classifier error rate can be 
treated as the fitness function, as provided in Eq. (11) below. 
The optimal solutions hold minimum value of error rate and 
the non-optimal solutions hold maximum value of error rate. 

       (  )                       (  ) 

                                 

                         
     (11) 

D. LSTM based Classification 

In this final process, the LSTM model can be utilized for 
the purpose of detecting and classifying the intrusions in cloud 
environment. LSTM is a kind of Recurring Neural Network 
(RNN) i.e., used for processing consecutive data and, it 
addressing a long‐term memory problems of vanilla RNN. 
The LSTM expands the structure of RNN by a gating method 
and the standalone memory cell that normalizes the data flow 
in all over the networks. Here, a gating method includes 
output, input, and forget gates [25]. This gate controls the flow 
of data over the network to enables which data needed to 
continue or the period it would persevere afterward sensing it 
from the memory. The LSTM network is able to discard the 
insignificant data and preserves critical data. The memory cell 
provides a recurrent self‐connected unit termed Constant Error 
Carousel (CEC), which offered a state vector to retain long‐
term dependency. Fig. 4 depicts the infrastructure of LSTM. 

 
Fig. 4. LSTM structure 

Then, to differentiate self‐contained cell memory from 
state    in LSTM and, it is represented as   . The forget gate 
   obtains input    and      to define which data requires to 
be preserved in     . Activation function for gates       and    
are sigmoid layer whereas all the values are predicted among 
zero and one in which      provides the data preservation to 
determine the scale. But the above mentioned procedure is 
determined by Eqs. (12) to (16): 

    (                         ) (12) 

    (                         ) (13) 

    (                       ) (14) 

               (                ) (15) 

       (  ) (16) 

Now,                                         and 

    indicates weight matrices for the gate and cell memory 
state, whereas      indicates a preceding hidden state, and    
denotes a cell state. The bias of the gate is denoted by 
        , and    whereas   indicates an element‐wise 

multiplication process. Likewise,   displays the logistic 
sigmoid function and   signifies tangent function. 

 ( )  
 

     
  (17) 
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 ( )  
      

      
 (18) 

IV. EXPERIMENTAL VALIDATION 

The experimental validation of the proposed hybrid meta-
heuristic approach LSTM-ARA-HSA technique was done by 
two benchmark data sets; they are NSL-KDD and 
KDDCup’99 datasets. The NSL-KDD dataset holds 41 
features, in which 2 features are symbolic records and other 39 
features are numeric record. The data set contains Basic 
features: 1–9, Content features: 10–22, Traffic features: 23–
31, and Host features: 32–41. The results were analyzed along 
different aspects. Comparative analysis of the proposed model 
with other recent techniques is also described below. 

A. Results Analysis on NSL-KDD Dataset 

This section elaborates the intrusion detection results of 
the proposed LSTM-ARA-HSA on the test NSL-KDD data 
set. 

Fig. 5 showcases the FS result of the proposed model on 
the test NSL-KDD dataset. The figure displays the set of 
features elected by the proposed model. 

 
Fig. 5. Selected features and its scores of NSL-KDD dataset 

 
Fig. 6. Confusion matrix of NSL-KDD dataset a) LSTM b) FS+LSTM c) 

ARA+HS+FS+LSTM 

Fig. 6 illustrates the confusion matrix in the proposed 
model with LSTM and FS+LSTM model. The figure indicates 
that the LSTM model classified a total of 75613 instances into 
Normal class and 63018 instances into Attack class. In 
addition, the FS+LSTM model classified a set of 75881 
instances into Normal class and 65528 instances into Attack 
class. Lastly, the ARA+HS+FS+LSTM model classified a 
total of 75948 instances into Normal class and 66403 
instances into Attack class. 

The intrusion detection results of the proposed 
ARA+HS+FS+LSTM model on the NSL-KDD dataset are 
offered in Table I. From the table, it is proved that the LSTM 
model achieved an      ,            ,        ,          of 

96.170%, 97.900%, 93.790%, 95.800%, and 96.020% 
respectively. The FS+LSTM model achieved slightly 
enhanced outcomes with the      ,            ,        , 

         of 98.090%, 98.370%, 97.530%, 97.950%, and 
98.060% respectively. Finally, the ARA+HS+FS+LSTM 
model achieved highest performance with the      , 

           ,        ,          of 98.750%, 98.490%, 
98.830%, 98.600%, and 98.750% respectively. 

The ROC analysis of the ARA+HS+FS+LSTM model 
with its earlier versions on the test NSL-KDD dataset is shown 
in Fig. 7. From the figure, it is apparent that LSTM and 
FS+LSTM models provided reasonable ROC values of 0.9682 
and 0.9886. The ARA+HS+FS+LSTM model provided ROC 
of 0.9875. 

TABLE I.  RESULT ANALYSIS OF ARA+HS+FS+LSTM TECHNIQUE ON 

NSL KDD DATASET 

Methods LSTM FS+LSTM ARA+HS+FS+LSTM 

Accuracy 96.170 98.090 98.750 

Precision 97.900 98.370 98.490 

Recall 93.790 97.530 98.830 

F1-Score 95.800 97.950 98.660 

AUC Score 96.020 98.060 98.750 

 
Fig. 7. ROC of NSL-KDD dataset a) LSTM b) FS+LSTM c) 

ARA+HS+FS+LSTM 
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A comprehensive comparative result analysis of the 
ARA+HS+FS+LSTM method with other existing techniques 
is made in Table II and Fig. 8 [26, 27]. The results indicated 
that DNN and DT models achieved the least intrusion 
detection performance. The PCA+DNN and RF models 
achieved moderately better intrusion detection performance. 
The XGBoost and Hybrid KPCA-SVM+GA techniques were 
next in terms of achievement. The Hybrid GA-SVM+PSO 
technique achieved near optimal outcomes. However, the 
ARA+HS+FS+LSTM technique achieved the highest 
performance results compared to other techniques, with the 
           ,      , and         of 98.75%, 98.49%, 

98.83%< and 98.66%, respectively. 

TABLE II.  COMPARATIVE ANALYSIS OF ARA+HS+FS+LSTM 

TECHNIQUE WITH EXISTING APPROACHES ON NSL-KDD DATASET 

Methods Accuracy Precision Recall F1-Score 

ARA+HS+FS+LSTM 98.75 98.49 98.83 98.66 

PCA+DNN 93.80 93.40 91.80 93.70 

DNN Model 91.40 89.10 88.20 90.50 

Random Forest 93.60 90.00 82.00 94.60 

XGBoost 95.50 92.00 98.00 95.55 

Decision Tree 92.89 90.20 85.00 94.50 

Hybrid GA-SVM+PSO   96.38 94.90 97.77 96.11 

Hybrid KPCA-SVM+GA 95.26 94.03 96.39 95.47 

 
Fig. 8. Comparative analysis of proposed method on NSL-KDD dataset 

B. Results Analysis on KDDCup Dataset 

This section elaborates the intrusion detection results of 
the proposed LSTM-ARA-HSA on the test KDDCUP99 data 
set. 

Fig. 9 depicts the FS results of the proposed technique in 
test KDDCUP99 dataset. The figure indicates the set of 
features chosen by the presented method. 

 
Fig. 9. Selected features and its scores of KDDCup99 dataset 

 
Fig. 10. Confusion Matrix of KDDCup 99 dataset a) LSTM b) FS+LSTM c) 

ARA+HS+FS+LSTM 

Fig. 10 demonstrates the confusion matrix of the proposed 
algorithm with LSTM and FS+LSTM method. The figure 
showcased that the LSTM model has identified a total of 
81289 instances into Normal class and 54397 instances into 
Attack class. Also, the FS+LSTM model has categorized a set 
of 83756 instances into normal class and 53804 instances into 
Attack class. At last, the ARA+HS+FS+LSTM model has 
classified a total of 85077 instances into Normal class and 
54654 instances into attack class. 

The intrusion detection outcomes of the proposed 
ARA+HS+FS+LSTM approach on the KDDCUP99 dataset is 
indicated in Table III. From the table, it is apparent that the 
LSTM model achieved      ,            ,        , 

         of 93.200%, 89.260%, 94.190%, 91.660%, and 
93.370% correspondingly. The FS+LSTM method achieved 
slightly improved outcomes with      ,            , 

       ,          of 94.490%, 92.960%, 93.160%, 93.060%, 
and 94.260% correspondingly. Finally, the 
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ARA+HS+FS+LSTM algorithm achieved the highest 
performance with      ,            ,        ,          of 

95.980%, 95.200%, 94.630%, 94.920%, and 95.750%, 
respectively. 

TABLE III.  RESULT ANALYSIS OF ARA+HS+FS+LSTM TECHNIQUE ON 

KDDCUP99 DATASET 

Methods LSTM FS+LSTM ARA+HS+FS+LSTM 

Accuracy 93.200 94.490 95.980 

Precision 89.260 92.960 95.200 

Recall 94.190 93.160 94.630 

F1-Score 91.660 93.060 94.920 

AUC Score 93.370 94.260 95.750 

 
Fig. 11. ROC of KDDCup 99 dataset a) LSTM b) FS+LSTM c) 

ARA+HS+FS+LSTM 

The ROC analysis of the ARA+HS+FS+LSTM technique 
along with other techniques on the test KDDCUP99 dataset is 
exhibited in Fig. 11. 

From the figure, it is evident that the LSTM and 
FS+LSTM methods achieved ROC values of 0.9337 and 
0.9426. The ARA+HS+FS+LSTM technique achieved ROC 
of 0.9575. 

TABLE IV.  COMPARATIVE ANALYSIS OF ARA+HS+FS+LSTM 

TECHNIQUE WITH OTHER EXISTING METHODS ON KDDCUP99 DATASET  

Methods Accuracy Precision Recall F1-Score 

ARA+HS+FS+LSTM 95.98 95.20 94.63 94.92 

PCA+DNN 89.80 88.40 89.80 88.20 

DNN Model 90.90 89.60 90.90 89.40 

Random Forest 93.66 92.46 93.12 94.14 

XGBoost 94.06 92.94 93.53 94.50 

Decision Tree 93.00 91.28 92.48 92.62 

IARADR  94.59 92.90 94.05 94.24 

ML-SHNS 93.91 92.68 93.41 94.22 

 
Fig. 12. Comparative analysis of proposed method on KDDCUP99 dataset 

A detailed comparative result analysis of the 
ARA+HS+FS+LSTM method with other existing algorithms 
is made in Table IV and Fig. 12 [28, 29]. 

The results indicated that DNN and DT techniques 
achieved the least intrusion detection performance. The 
PCA+DNN and RF approaches achieved moderately 
improved intrusion detection performance. The XGBoost and 
IARADR techniques were next in terms of achievement. The 
ML-SHNS approach achieved near optimal outcomes. The 
ARA+HS+FS+LSTM technique achieved the highest 
performance results with            ,      , and         of 

98.98%, 95.20%, 94.63%, and 94.92% correspondingly. 

After evaluating the performance results of the proposed 
LSTM-ARA-HSA model along with other techniques and 
approaches, it is apparent that this approach is a feasible 
hybrid meta-heuristic approach that can be used by cloud-
based IDS. 

V. CONCLUSION 

This paper has proposed a hybrid meta-heuristic approach 
combining ML techniques of ExtraTrees Feature Selection 
method and LSTM classification model with the 
Computational Intelligence Algorithms ARA-HAS, to develop 
the performance of cloud-based Intrusion Detection Systems 
and detect network attacks accurately and efficiently. These 
hybrid methods encompasses different processes such as Pre-
processing of data dimensions, ET based feature selection, 
ARA-HSA based hyperparameter tuning, and LSTM based 
classification. 

The adoption of ARA-HSA enables optimization of hyper-
parameters for the dimensions selected using the ET Feature 
Selection method, in turn enabling more accurate LSTM 
classification. 

The experimental outcome shows that the proposed 
LSTM-ARA-HSA has better performance than other 
techniques in terms of accuracy and efficiency. Therefore, this 
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hybrid approach can be utilized by IDS for detecting and 
classifying the intrusions in the cloud environment. The 
objective of the current paper is to only establish that the 
proposed hybrid approach results in more accurate 
classification of attacks and the scope is limited to 
experimental validation using the two main datasets. As a part 
of future scope of research, the detection efficiency of this 
hybrid approach can be improved through appropriate design 
of clustering and outlier detection techniques. 
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Abstract—Social media users internalise information in a 

multimodal context. Social media functions as a primary 

information source for disaster situational awareness 

encompassing texts, photographs, videos, and other multimodal 

information widely used in emergency management. Applying 

ensemble learning to social media sentiment analysis has 

garnered much scholarly attention, albeit with limited research 

on rescue and its sub-domain, which is characterised as a major 

complexity. A multimodal information categorisation model 

based on hierarchical feature extraction was proposed in this 

study. The information of multiple modes is first mapped to a 

unified text vector space in modelling the semantic content at the 

sentence and multimodal information levels in the multimodal 

information. Multiple deep learning (DL) models were 

subsequently applied to model the semantic content at the 

aforementioned levels. This study offers a BiLSTM-Attention-

CNN-XGBOOST ensemble neural network model to acquire 

extensive multimodal information characteristics. Based on the 

empirical outcomes, this method precisely extracted multimodal 

information features with an accuracy exceeding 85% and 95% 

for Chinese- and English-language datasets, respectively. 

Keywords—Natural language processing; social media 

sentiment analysis; multimodal information processing; ensemble 

neural network; emergency management 

I. INTRODUCTION 

Social media platforms involving Weibo, WeChat, 
Facebook, Instagram, and Twitter have evolved into (1) key 
real-time information acquisition channels in disaster 
management and (2) information communication tools in 
physical and virtual contexts following the advent of the 
mobile Internet [1-3]. A vast amount of rescue and assistance 
information is promptly shared on digital platforms. Users post 
many real-time words, photographs, and videos about 
casualties, facility damage, and emergency assistance on social 
media [4]. In disaster management, efficiently identifying 
complex multimodal information on social media and 
emergency information has garnered much attention during 
emergencies. Such multimodal information proves crucial in 
managing emergencies [5]. Natural language processing (NLP) 
and computer vision technologies based on machine learning 
(ML) and DL significantly improved their performance and 
effect in multimodal data-processing tasks owing to 
breakthroughs in technologies (artificial intelligence and big 

data), which primarily catalysed multimodal information 
analysis in social media [6]. Research on social media 
multimodal information analysis in the context of emergencies 
is a relatively novel study topic that has garnered much 
scholarly interest and developed a theoretical and 
methodological system [7]. Current studies on social media 
multimodal information in emergencies provide theoretical and 
methodological support for social media multimodal 
information analysis for emergency management [8]. 

Before the study model development, specific limitations in 
using Twitter to monitor situational awareness in a disaster 
event were identified in multimodalities and social media 
network types. For example, Twitter users only represented 
some residents, as not everyone uses Twitter. Generally, some 
disadvantaged (low-income, low-education, and elderly) 
groups without the devices or motivation to access social 
media applications are less inclined to publish or receive 
disaster-relevant information [9]. Current works only utilised 
Facebook and Twitter data regarding the perception and 
humanitarian challenges identified on Twitter. Current research 
combining images and text to classify social media emergency 
management information has focused on English datasets and 
Twitter platforms [10], with less research on cross-social media 
platforms and cross-language datasets. In addition, the 
classification accuracy of current research needs to be 
improved [11]. 

This study employed data from WeiBo, WeChat, Facebook, 
and Twitter. The dataset includes English and Chinese. Recent 
Studies highlight the need for a multimodal and complex 
information-processing model that gathers, models, and 
employs feedback information in the social media interaction 
with users and continually iterates and optimises the 
information [12]. Such an approach could passively or actively 
detect errors, implement online learning and dynamic updating 
mechanisms based on the faults, and construct a set of self-
learning frameworks to alleviate information processing issues 
in emergency management. 

The main contribution of this paper is to use the Bi-
LSTSM-Attention-CNN-XGBOOST ensemble neural network 
model to resolve the intricate processing of multimodal 
information in social media. The model uses recurrent neural 
networks to improve the adaptive and migration capabilities of 
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the model. Multimodal information obtained from different 
platforms is first mapped to a unified text vector space to solve 
the cross-platform cross-language problem. Various DL 
models are used to model the semantic content at the sentence 
and multimodal information levels. This model is divided into 
six layers: (1) Embedding layer: maps words into low-
dimensional vectors; (2) BiLSTM layer: generates deeper 
semantic vector to represent each word with BiLSTM network; 
(3) Attention layer: achieves the attention weight for all word; 
(4) Pooling layer: engage k-max pooling to extract the top „k‟ 
words, which are ranked in step 3; (5) CNN layer: input to the 
CNN network in performing convolutional operations and 
extracting features through first k-word vectors; (6) X 
GBOOST layer: the feature vectors extracted by the final CNN 
are classified by the X GBOOST integrated classifier. 

This paper covers six sections. In Section II related work is 
presented. Section III covers the method while Sections IV and 
V explain results and discussions, while Section VI concludes 
the overall contributions and suggested directions for future 
work 

II. RELATED WORK 

Given the advancements in mobile internet, social media 
platforms (WeiBo, WeChat, and Twitter) have gained 
prominence in real-time information acquisition channels for 
disaster management and function as information 
communication tools in physical and virtual worlds. Only 2% 
of the extracted works directly encompassed the term 
„multimodal‟ in the title or abstract. All the studies were 
published in the past five years. Notably, social media data on 
multiple modalities were analysed. A total of 216 articles 
potentially incorporating the idea of multimodal fusion 
accounted for 27% of all the documents. The most common 
publications involved information analysis of text and image 
modalities. 

A study by [13] identified temporal changes in the social 
media sites extensively utilised for disaster recovery, their 
usage patterns by catastrophe type, and the geographic areas 
other studies have emphasised. Empirical outcomes on social 
media use in multiple disaster recovery aspects, such as (1) 
financial support and donations, (2) solidarity and social 
cohesion, (3) infrastructural services and post-disaster 
reconstruction, (4) socioeconomic and physical well-being, (5) 
information support, (6) mental health and emotional support, 
and (7) business and economic activities were also highlighted. 
Twitter users from Australia and beyond have aided bushfire 
victims through positive messaging regarding contributions, 
relief assistance, news updates, and animal welfare. Research 
by [14] examined how Twitter was utilised to publicise blaze 
recovery in Australia. Concerns about climate emergency and 
the perceived lack of political action entailed the primary 
sources of undesirable attitudes. In [15], researchers proposed 
fine-tunned BERT for multimodal analysis. While in [16], 
trustworthy summaries from crisis-related microblogs are 
predicted. 

Modern deep learning methods were recommended by [17] 
to learn an integrated representation of social media data 
involving text and picture modalities. Specifically, a 
multimodal deep learning architecture with a modality-agnostic 

common representation was defined with convolutional neural 
networks. The proposed multimodal architecture outperformed 
the models developed using a single modality (text or image) 
based on studies that employed data from actual disasters. The 
model outperformed the image-only model by approximately 
1% in all the informativeness task metrics and 2% in all 
humanitarian task measurements. Concerns about people‟s 
situational awareness during the occurrence of a natural 
disaster vary based on the stakeholder. 

In regarding perception-, humanitarian-, and action-level 
situational awareness into account, [10] structured a Twitter-
based analytic framework for damage estimation: the most 
prevalent use of Twitter in disaster management. Social media 
platforms could promptly ascertain damage to save people in 
danger, determine evacuation routes, and plan countermeasures 
for potential catastrophes. A study by [18] computed the extent 
to which volunteering content from one crisis is transferrable to 
another through language consistency analysis in volunteer- 
and donation-related social media material across 78 crises. 
Particular techniques were also provided to offer computational 
assistance in this emergency support role and establish semi-
automated models in classifying social media information on 
volunteering and donating in the wake of a new crisis. 
Resultantly, the social media materials associated with 
volunteering and donations were sufficiently comparable 
between disasters and disaster types to justify transferring 
models across the disasters. These models were subsequently 
assessed with direct resampling procedures. 

In comprehending the implications of social media to 
influence the relief and recovery process, the thematic and 
emotional nature of Twitter content discussing the 2019–2020 
Australian bushfire disaster and its associated wildlife damage 
was discussed [19]. Thus, the value of social media (and 
Facebook in particular) has been demonstrated for knowledge 
sharing, volunteer coordination, fundraising, peer motivation, 
and accountability. Social media also makes it more 
challenging to distribute aid and coordinate relief efforts based 
on disinformation and duplication. 

Following [20], past models' categorization of catastrophe 
signals primarily depends on unimodal techniques. Although 
specific approaches utilized multimodality to manage data, 
their accuracy could not be ascertained. A multimodal fusion 
strategy was developed to identify the relevant catastrophe 
photos from social media networks and merged the image and 
text information. The textual characteristics were subsequently 
elicited from social media with a FastText framework after the 
visual data were extracted through a deep learning technique. 
In classifying pertinent catastrophe photographs, a novel data 
fusion model combining linguistic and visual elements were 
structured. Well-executed experiments on the Crisis MMD 
dataset of actual disasters were also conducted. 

An efficient DL algorithm was presented in [21] to 
manipulate multimodal information sources (words and 
photos) and disseminate helpful information during natural 
disasters. The programme divided the tweets into seven crucial 
and actionable groups, including reports of „hurt or dead 
individuals‟ and „infrastructure damage‟. Based on research 
incorporating a benchmark dataset, integrating text and picture 
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data from multiple sources proved more successful than 
employing data from a single source: one of the two in 
extracting pivotal information in crisis circumstances. Using 
visual and linguistic inputs, the recommended multimodal 
architecture in [22] classified damage-related postings using 
ResNet50 and BiLSTM recurrent neural networks using 
attention mechanisms. The MTLTS, the first end-to-end 
method for gathering reliable summaries from a substantial 
number of tweets on disasters, was introduced to supervise 
methodology and improve the applicability of solutions to 
unprecedented situations. This innovative approach involving 
the extractive document summarization technique summarised 
tweets on specified events. By concurrently learning the 
structural properties of information cascades and response 
stances, the credibility verifier is optimized with advanced 
components to detect rumours. 

Information processing is crucial for large-scale data 
visualisation, which could be performed through data 
harmonisation [23] and implies the exact representation as 
multimodal data. Multimodal information-processing methods 
are currently categorised into classical and DL methods. 
Conventional methods primarily include support vector 
machines (SVM), naïve Bayes (NB), KNN, and LDA [24] 
topic model algorithms. Deep learning methods have recently 
undergone rapid development. For example, Mikolov et al. 
[25] suggested the Word2vec model for word quantisation in 
2013, substituting the simple one-hot vectorisation method and 
resolving data sparsity issues. The CBOW and Skip-gram 
models in Word2vec were identified to train word vectors. 
Numerous optimisation methods were recommended for 
training details to enhance the training speed significantly. An 
attention mechanism method for deep learning in 2014 to 
extract essential information [26]. The RNN network-attention 
mechanism integration outperformed most single models 
within the image domain. 

The author in [27] applied the long short-term memory 
(LSTM) network to the text classification field in the same 
year, thus mitigating the lack of contextual information in 
CNN. The training time is longer for long text datasets as 
LSTM takes the whole text as input without extracting vital 
information. A study by [28] suggested a recurrent 
convolutional neural network structure (RCNN) that connected 
BiLSTM and the maximum pooling layer. The BiLSTM 
network captured contextual information while the pooling 
layer extracted vital features. Hence BiLSTM is fully utilised 
with the integration of both structures. Extracting contextual 
information that only retains the pooling layer in the CNN part 
weakens the CNN's ability to extract features. Noda proposes a 
model for the multimodal robot in [29] and [30] proposes 
DeepCEP in 2019 with multimodal information streams and 
complex, spatial, and temporal dependencies. 

The DL method of complex multimodal information based 
on the neural network has been widely acknowledged for its 
ability to simulate the cognitive function of the human brain. 
Regardless, this method (not a mathematical model based on 
the workings of the human brain) only denotes a formal 
mathematical description of the neuron structure and signal 
transmission method. It is also deemed challenging to eliminate 
the reliance on large-scale training samples. In 2020, Bejan 

described the MemoSys system submitted in Task 8 of 
SemEval 2020 to classify Internet memes sentiments [31]. In 
2021, Zahera and colleagues recommended I-AID, a 
multimodal approach to automatically categorize tweets into 
multi-label information types [15]. 

Reference [32] highlighted various multimodal learning 
challenges and ways to train deep networks to learn features for 
task management. Cross-modality feature learning was also 
demonstrated, which allows for better features for a single 
modality (video) when other modalities (audio and video) are 
present when the features are being learned. The means to train 
a classifier with audio-only data to be tested with video-only 
data and evaluated on a specific task using shared 
representations between modalities was also denoted. Research 
by [33] proposed a model and neural network that 
demonstrated how image-text modelling could mutually learn 
word representations and image attributes. This methodology 
provides sentence descriptions for images without templates, 
structured prediction, or syntax trees in contrast to many other 
existing techniques. 

Essentially, [34] developed and assessed advanced neural 
network techniques that incorporate input from several 
modalities to investigate the impact of complex interactions 
between textual, visual, and metadata on project success 
prediction. The method requires data gathered from the pre-
posting profile to enable pre-posting prediction. Following 
[35], a multi-label and multimodal framework using text, 
audio, and visual input modalities was offered to categorise 
unbalanced data and automatically create static and temporal 
features using spatiotemporal deep neural networks. A 
weighted multi-label classifier functioned to manage data using 
non-uniform distributions. 

A revolutionary deep dual recurrent encoder model in [36] 
was proposed to comprehend speech data fully and 
concurrently manipulate text data and audio signals. As spoken 
and musical content constitutes emotional dialogue, this model 
employed RNNs to encode audio and text sequences 
information before integrating it to determine the emotion 
class. Additionally, [37] proposed a deep multimodal attentive 
fusion (DMAF), a model for image-text sentiment analysis, to 
manipulate the discriminative features and internal connection 
between visual and semantic content using a hybrid fusion 
framework for sentiment analysis. The multimodal information 
proves crucial in emergency management. In the „scenario-
response‟ approach, social media provides additional data 
sources for emergency management. The information content 
in multiple modalities is interrelated, albeit with contextual 
differences. 

In a text containing events, the content, image, and video 
details genuinely depict the scenes of the event. Such aspects 
complement and confirm one another to reflect the 
development status of real-world events. It is deemed pivotal to 
abstract, generalize, and integrate the complex social media 
multi-modal information from different levels and aspects and 
summarize and extract more accurate and comprehensive 
information than a single modality for users‟ holistic and in-
depth understanding of real-time emergencies to reduce 
emergency management ambiguities. Information extraction 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

107 | P a g e  

www.ijacsa.thesai.org 

from social media is implied as a binary text classification 
issue with the labels „relevant‟ and „irrelevant‟ [15]. 
Nevertheless, effective methods to connect relevant postings to 
finer-grained classifications remain scarce. Such fine-grained 
labelling proves useful for crisis responders who need 
promptly provide catastrophe reactions and update vital 
information. Mainly, categorizing tweets on disasters with 
multiple labels facilitates the rapid identification of tweets with 
helpful information. The model performed optimally when 
breaking down disaster-related tweets into specific information 
types. 

In research of [12] proposes a multimodal deep-learning 
framework to identify damage-related information. This 
framework combines multiple pre-trained unimodal 
convolutional neural networks that independently extract 
features from raw text and images, followed by a final 
classifier that labels posts based on both modalities, ultimately 
achieving an accuracy of about 92.6% in the English dataset. 
An approach to classifying thematic social media by 
integrating visual and textual information through a fused CNN 
architecture is proposed [38]. Specifically, two CNN 
architectures are used, targeting visual and textual information 
of social media posts, respectively. The outputs of the two 
CNNs, i.e., the features extracted from the social media posts 
representing visual and textual features, are further connected 
to form a fused representation. Research in [5] proposed a 
multimodal approach to identify disaster-related information 
content from Twitter streams using text and images. The 
method is based on long and short-term memory and VGG-16 
networks, which significantly improve performance. In 
addition, [39] investigated the extent to which integrating 
multiple modalities is essential for classifying crisis content. In 
particular, a multimodal learning pipeline was designed to fuse 
textual and visual inputs, utilise both, and then classify that 
content based on a specified task. The average F1 performance 
in two critical tasks (relevance and humanitarian category 
classification) was 88.31%. A Python-based data pipeline 
application, SMDRM, for processing social media data points 
was proposed in [7]. 

However, this current work mainly explores the 
classification of English datasets, and more research needs to 
be done on Chinese contingency management datasets in social 
media. Notwithstanding, most multimodal information 
processing algorithms in social media, which are almost global 
and static, did not learn from failures and user input in real-
time. In research of [40] proposed a multimodal network 
(MDMN)-based approach for rumour detection, including a 
text feature extractor, a visual feature extractor, and a fusion 
classification network, applying a multitask sharing layer, a 
task-specific converter encoder, and a selection layer to 
improve the diversity and stability of the text. Domain 
adaptation involves training adaptive models to extract visual 
representations. Adaptive models can encode task data better 
than fine-tuned pre-trained models. Then, experiments with 
two fusion strategies to fuse multimodal representations of 
multimodal datasets collected from tweets and microblogs 
show that the proposed MDMN can outperform the baseline 
approach. The decision-level fusion strategy achieves more 
than 92% Recall. In classifying emergency management 

information in social media, it is nearly impossible for existing 
algorithms to imitate the intelligent behaviour of human 
interaction and lifetime learning. It highlights the need for a 
multimodal and complex information-processing model that 
gathers, models, and employs feedback information in the 
social media interaction with users and continually iterates and 
optimises the information. Such an approach could passively or 
actively detect errors, implement online learning and dynamic 
updating mechanisms based on the faults, and construct a set of 
self-learning frameworks to alleviate information processing 
issues in emergency management. 

All related literature shows that social media sentiment 
analysis plays a vital role in the advanced technological world. 
However, it is also found that the existing DL models 
contribute a lot. However, no such model developed which 
cross-platform, cross-lingual, multimodal and used multimodal 
social media data with high accuracy. 

III. METHOD 

This study proposed the Bi-LSTSM-Attention-CNN-
XGBOOST ensemble neural network model (see Fig. 1) to 
address the complex processing of multimodal information in 
social media. The model manipulated ensemble learning as 
presented in Fig. 2. The information of multiple modes was 
initially mapped to a unified text vector space. Various deep 
learning models were used to model the semantic content at 
sentence and multimodal information levels. The MPOD 
textual data were used for model training and testing. As the 
name implies multimodality, English- and Chinese-language 
corpora from different social media platforms were selected for 
the recommended model. This model is divided into six layers: 

1) Embedding layer: the word embedding matrix is 

regarded as the neural network model parameters and input for 

the BiLSTM neural network model to encode a sentence.  

2) BiLSTM layer: BiLSTM constitutes two independent 

LSTMs that could summarise information from the forward 

and backward directions of a sentence. Essentially, the 

information stemming from both directions could be merged. 

At each time „t‟, the forward LSTM computed the hidden 

vector „fht‟ based on the past hidden vector „fht−1‟ and the 

input word embedding „xt‟. The backward LSTM calculated 

the hidden vector „bht‟ based on the opposite (past) hidden 

vector „bht−1‟ and the input word embedding „xt‟. 

Subsequently, the forward hidden vector „fht‟ and backward 

hidden vector „bht‟ were merged into the final hidden vector of 

the BiLSTM model. In this model, the parameters of two 

opposing directions proved independent albeit sharing the same 

word embedding of a sentence to generate a deeper semantic 

vector and represent each word with the BiLSTM network. 

3) Attention layer: the self-attention mechanism functions 

to extract the more important information by providing them 

with a higher weight to elevate their significance. This layer 

primarily aimed to achieve the attention weight for all words 

and their ranking. 

4) Pooling layer: this layer accepts the temporal sequence 

output by the LSTM layer and performs temporal max-pooling 

with sole reference to the non-masked portion of the sequence. 
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The pooling layer converted the entire variable-length hidden 

vector sequence into a single hidden vector for its output to be 

fed into the dense layer. The aforementioned layer engages the 

k-max pooling to extract the top k-words, which are ranked in 

step 3.  

5) CNN layer: CNN layers are added to the front end, 

followed by the LSTM layers with a dense layer on the output. 

This layer provides input to the CNN network to perform 

convolutional operations and extract the key features with first 

k-word vectors. 

6) X GBOOST layer: the XGBoost method enhanced the 

features extraction mechanism for DL models. This layer 

generates the feature vectors that are extracted by the final 

CNN and classified by the XGBOOST integrated classifier. 

 
Fig. 1. The BiLSTM-attention-CNN-XGBOOST structure 

 
Fig. 2. The ensemble learning process [15] 

A. Embedding Layer 

Word embedding implies the representation method of 
word vectors in NLP. Although most conventional word vector 
representation methods utilise one-hot encoding, this method 
easily results in a high vector dimension. In the proposed study 
model, the Skip-gram model in Word2vec was utilised in word 
embedding to pre-train the words. 

B. BiLSTM Layer 

The LSTM layer utilises BiLSTM for deeper semantic 
vectors of words. This structure could combine the current 
word context to prevent future words in RNN from becoming 
more influential than their previous counterpart. 

C. Attention Layer 

Videos can be converted into text in the NLP domain. As 
the basic unit of text implies words, current models are 
primarily trained and operated on them. The attention 
mechanism suggested in this study mainly computed the 
attention of words in a given text. High levels of attention 
received by the word denoted its pivotal role in the task. 
Overall, extracting words with high attention could effectively 
classify multimodal information. 

D. K-max Pooling Layer 

The pooling layer in the NLP domain is primarily used to 
extract features and convert multimodal information of 
different lengths into fixed-length vectors. A common pooling 
operation denotes the max pooling operation, which retains one 
of the features. Meanwhile, the multimodal information „t‟ 
typically denotes several words or their integration to express 
the meaning underlying the whole multimodal information. 
This model adopted k-max pooling, retained the first k-word 
vectors with larger attention scores, and obtained the combined 
feature vector „y‟ of the first „k‟ words. A larger weight implies 
higher levels of attention. Based on the outcomes derived from 
various experiments, the value of „k‟ implied 8. 

E. CNN Layer 

This layer adopts the original Text CNN model for feature 
extraction. The first (network) layer takes the first k-word 
vectors retrieved by the k-max pooling layer as input. The 
second (convolution) layer performs convolution on input word 
vectors with several filters of varying sizes. The third (pooling) 
layer performs the highest number of pooling operations to 
create a novel feature vector. 

F. XGBoost Layer 

The BiLSTM-Attention-CNN-XGBoost ensemble neural 
network model proposed in this study implied the XGBoost 
ensemble classifier. If the length of a sentence is „n‟, word 
embedding is performed through the pre-trained k-dimensional 
word vector with each word represented as a k-dimensional 
vector. Furthermore, the sentence could be converted into an 
n*k -dimensional data matrix as input. The convolutional layer 
employs 3*k, 4*k, and 5*k convolution kernels to extract 
features, pool the extracted features, and fully connect the 
features extracted by convolution kernels of varying sizes. 
Lastly, the multimodal information multi-classification 
processing is completed through the XGBoost classifier. In 
assuming that a sentence constitutes six words with each word 
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denoting a four-dimensional word vector, the sentence could be 
characterised as a 6×4 data matrix as the convolution layer 
input through 3×4, 4× 4. The 5×4 convolution kernel performs 
feature extraction to obtain 4×1, 3×1, and 2×1 feature maps. A 
three-dimensional feature map is derived from maximum 
pooling while the XGBoost classifier is employed for 
classification processing. 

IV. EXPERIMENT AND RESULTS 

 
Fig. 3. The experiment framework 

The experiment was conducted on ubuntu16.04 with 
Intel(R) Xeon(R) E5-265 as the CPU, 2.4GHz as the 
frequency, 32GB as the memory size, Python3.0 as the 
experimental programming language, and Tensorflow1.12.0 as 
the deep learning framework. The experimental dataset implied 
the news public opinion corpora in Weibo, Wechat, Twitter, 
and Facebook. As shown in Fig. 3, this self-collected dataset 
containing 6,700 text samples, 342 Image samples and 67 
sounds samples was referred to as the multilingual public 
opinion dataset (MPOD). Notably, 70% of the samples were 
arbitrarily selected as a training set while the remaining 30% 
were chosen as a test set. The training set was manipulated to 
train the proposed model and evaluate it with the test set. 

In Table I, the overall comparison with existing models 
implemented on the selected dataset are presented. The 
performance of the proposed model is more efficient and 
accurate then all with having 85 to 97%. The NB method 
performance varies from 78 to 93. Whereas N-gram with TF-
IDF have 78-94, as well as charCNN have slightly incremental 
up to 95. The wordCNN have 95.66% and LSTM have 95.78% 
and last but not the least RCNN jumps to 96%. 

TABLE I.  THE COMPARISON OF DIFFERENT METHODS IN MPOD 

 
Fig. 4. The comparison of different methods in MPOD 

  

Method 
Chinese language set English language set 

WeiBo WeChat Twitter Facebook 

NB model 84.12% 78.56% 93.21% 93.02% 

Ngrams - TFIDF model 84.78% 78.94% 93.55% 94.67% 

charCNN 85.23% 79.04% 93.67% 95.05% 

wordCNN 84.97% 79.89% 94.87% 95.66% 

LSTM model 85.05% 80.98% 95.67% 95.78% 

RCNN 85.24% 81.45% 95.98% 96.02% 

The proposed method 87.64% 85.65% 98.34% 97.62% 
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As shown in Fig. 4, the BiLSTM-Attention-CNN-
XGBOOST model proposed in this paper shows better 
accuracy than NB MODEL, Ngrams-TFIDF model, charCNN, 
wordCNN, LSTM model, RCNN model, regardless of Chinese 
or English data, whether from WeiBo, Twitter, Wechat or 
Facebook. The highest accuracy rate of Chinese language 
dataset is from WeiBo, reaching 87.64%, and the highest 
accuracy rate of English language dataset is from Twitter, 
reaching 98.34%.It can be clearly seen that the accuracy rate in 
the English data set is significantly higher than that in the 
Chinese data set by about 10%.In the English data set, Twitter 
performed better than Facebook, and in the Chinese data set, 
Weibo performed better than Wechat. Facebook and WeChat 
are biased towards acquaintance connections, while Twitter 
and Weibo are biased toward media connections. 

V. DISCUSSION 

Six multimodal information classification methods were 
selected in this study to verify and discuss the model 
superiority. The conventional multimodal information 
classification method employed the NB and Ngrams-TFIDF 
models, while the deep learning method utilised the charCNN, 
wordCNN, LSTM, and RCNN models. Research by [32-37] 
similarly highlighted the multimodal model utilised in various 
textual, image and video datasets for different domains. 
Likewise, [15, 17, 20-22] employed multimodality to develop 
DL-based models in facilitating disaster management and 
recovery. Table I depicts the comparison of different 
classification algorithms and their effects on each model. 

This study emphasised three multimodal information 
categories: (1) natural language, which can be both written and 
spoken; (2) visual signals that are typically represented by 
images or videos; (3) sounds that encode auditory and 
paralinguistic information, such as prosody and vocal 
expression signal. Following the data analysis in Table I, the 
classification effect of the study model on the same dataset is 
better for multimodal information. The two conventional 
methods, NB and Ngrams-TFIDF, depend on statistics, 
whereas charCNN, wordCNN, LSTM, and RCNN are classic 
neural network deep learning algorithms. Owing to the multi-
layered nature of deep neural networks, a multimodal 
representation was constructed with several separate neural 
layers for each modality, followed by a hidden layer that 
projected the modalities into the joint space to employ neural 
networks. 

The joint multimodal representation was conveyed through 
multiple hidden layers or directly used for prediction. In this 
study, the ensemble learning method served to extract the 
feature vector or latent semantic information of the multimodal 
counterpart by (1) studying the language cognitive mechanism 
of the brain and (2) analysing the relationship between 
cognitive mechanism and multimodal information computing 
methods. The four algorithms Bi-LSTM, attention mechanism, 
CNN, and XGBoost were integrated to extensively derive the 
advantages underlying each algorithm. For example, l-max 
pooling could reduce the number of model parameters that 
facilitates the mitigation of model overfitting issues. The 
attention mechanism could employ the human visual 
mechanism for intuitive interpretation, neural network 

interpretability, an in-depth understanding of the inner neural 
network mechanisms, and connect the neural network model 
structured based on the workings of the human brain. The 
weight-sharing network structure of CNN implies its 
mechanism. 

The CNN resembles the biological neural network, thus 
reducing the complexity of the network model and number of 
weights. For example, XGBoost provides the model with a 
larger learning space and utilises feedback information for 
continuous model optimisation. As a result, the model 
classification accuracy in this study was 2% to 3% higher than 
that of the general method. This elevation resulted from using 
the k-max approach in the pooling layer in this study as the „k‟ 
value substantially affected the experiment. Thus, several tests 
proved necessary to determine the most appropriate parameters 
and increase the experimental effect at the parameter 
adjustment stage of test training. 

VI. CONCLUSION AND FUTURE WORK 

This study proposed a multimodal information 
classification method based on the hybrid BiLSTM-Attention-
CNN-XGBoost neural network to classify multimodal 
information and maximise the benefits derived from each 
network model. Based on the experimental outcome, the 
classification accuracy was considerably improved upon 
adding the attention mechanism despite consuming much time 
as the experiment was performed on a single machine. The 
current study model would be tested on a distributed platform 
in the future to shorten the classification time. Based on the 
self-collected dataset called MPOD, the aforementioned hybrid 
neural network outperformed other models, such as CNN and 
Bi-LSTM, RCNN and Highways, LDA and SVM, attention 
mechanism, and GRU network. Further research would 
emphasise the multiple model fusion impacts on the 
experimental results with multimodal data. 
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Abstract—The current intelligent service platform for human-

computer interaction products and services on the user 

experience is not comprehensive enough, resulting in user 

satisfaction cannot reach the ideal level. Therefore, a new 

human-computer interface of intelligent service system based on 

user experience is designed. Build a user experience based 

intelligent service system hardware platform, the introduction of 

the full name of hypertext markup language, so that more 

personalized design to be met. Design user experience PC 

terminal and Bluetooth/RS-485 gateway module to achieve two-

way signal conversion between Bluetooth and RS-485. Based on 

ARM processor, the speech recognition of human-computer 

interaction is completed, the features of collected data are 

extracted, and the hand gesture recognition is completed. In 

order to optimize the human-computer interaction effect, Kinect 

is used to track and identify moving objects, and the 3D 

interactive image is simulated by fused texture. Experimental 

results show that the proposed method has a higher probability 

of receiving data, and the recognition rate of gesture features and 

recognition accuracy can reach more than 90%. 

Keywords—User experience; intelligent service system; human-

computer interaction; interface design; ARM processor; gateway 

module 

I. INTRODUCTION 

With the rapid improvement of computer’s storage 
capacity and processing speed, the performance of service 
robot is getting better and better. More and more service 
robots are applied to all walks of life [1]. In order to make the 
service robot enter into people’s daily life from the laboratory, 
some key technologies must be broken through, such as path 
planning, environment representation, control system, human-
computer interaction, mechanism design and so on. As an 
interactive channel between user and robot, the human-
computer interaction of intelligent service system is a crucial 
technology [2]. The human-computer interaction system of a 
friendly and natural intelligent service system is the key to the 
success of service robot. The purpose of the human-computer 
interaction design of intelligent service systems is to make the 
communication between humans and robots more convenient, 
more reliable and more in line with human interaction habits, 
as well as to reduce users’ psychological and physical burdens 
[3]. 

The most important thing in the human-computer 
interaction of intelligent service system is how to make the 

user complete the task best, rather than how to design the best 
human-computer interaction of intelligent service system. In 
applications, the current research direction is no longer the 
pursuit of function, but ―user-centric‖ design [4-5]. In modern 
software development, the research and development of 
human-computer interface of intelligent service system is of 
great importance. It connects people with computer 
technology and realizes humanization of computer 
technology. The human-machine interface of intelligent 
service system is the most closely related part of application 
system, so the workload of this part accounts for a large 
proportion of the whole development work [6-8]. 

Three core technical modules of intelligent robot: 
interaction+perception+operation control. Among them, the 
full name of interaction is human-computer interaction and 
recognition module. The functions of this module mainly 
include speech synthesis, speech recognition, image 
acquisition, image recognition, etc. The technologies related to 
speech recognition include speech recognition, natural 
language understanding, natural language generation, speech 
synthesis and dialogue engine. Image recognition technology 
includes image processing, analysis, understanding and other 
different types of technology. But at present, people pay more 
and more attention to the cross-platform of programs, that is, 
programs with the same function can run on different system 
platforms, and keep the same function and interface style, thus 
enhancing the portability and flexibility of programs. It should 
be noted that the current intelligent service robot cannot 
achieve this goal, and the existing technology does not support 
the robot to be truly customer-centric and truly intelligent and 
humanized. The innovation of the research is to realize voice 
recognition and gesture recognition with (Advanced RISC 
Machines) ARM processor, and realize tracking and 
recognition of moving images with Kinect technology, thus 
truly realizing human-computer interaction centered on user 
experience. 

The organizational structure of the paper is as follows. The 
second part analyzes the current situation of human-computer 
interaction design of intelligent service robots at home and 
abroad. The third part designs the human interaction interface 
of the intelligent service robot with user experience as the 
center. In the fourth part, the feasibility and reliability of the 
proposed method are verified by using the comparative design 
method. The fifth part analyzes the research results and gives 
a conclusion. 
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II. RELATED WORK 

Robots are high-end emerging technologies that integrate 
machinery, information, images, materials and other 
disciplines. Among them, intelligent service robots supported 
by machine learning, deep learning, artificial intelligence and 
other technologies have been gradually applied to cleaning, 
rehabilitation, medical, home services and other fields. 

The author in [6] pointed out that the home service robot is 
a special robot serving human beings, which can replace 
people to complete home service work, mainly engaged in 
anti-theft monitoring, security inspection, cleaning, cargo 
handling, home appliance control, home entertainment, 
pathological monitoring, children education, alarm clock 
timing, home statistics, etc. According to the degree of 
intelligence and the purpose of use, home service robots can 
be divided into primary small home robots, children's early 
education robots and human-computer interactive home 
service robots. The author in [7] pointed out that service 
robots not only have the characteristics of strong mobility and 
flexibility, but also can provide a solid hardware foundation 
for their application in the service industry. They also have the 
characteristics of convenient mechanical structure, strong 
human-computer interaction, etc. People can obtain a good 
user experience in the process of using service robots. The 
author in [8] proposed a combination of hidden Markov model 
and Gaussian mixture model to achieve high-precision 
recognition in the process of dialect interaction. External tools 
can also be used in the recognition process. This technology 
has very strong practical value. 

The author in [9] tracks interactive targets in real time by 
improving the efficiency of tracking algorithms. In the case of 
dialogue analysis, it truly realizes human-computer interaction 
of intelligent robots by analyzing dialogue video data 
information. The author in [10] found out how failures 
occurred and how to solve them in the process of multi-mode 
voice communication between the interactor and intelligent 
service robot. Such interdisciplinary work provides 
opportunities for the communicators and robots to gain new 
insights into communication problems, so as to provide 
resources for the mechanisms that can later realize complex 
human-computer interaction. The author in [11] believed that 
in the interaction process, the interactor could convey a total 
of eight positive and negative emotions to the intelligent 
service robot through touch, and the research results provided 
a possibility for the follow-up people-centered service. The 
author in [12] found through experiments that women can 
communicate emotions for a longer time by using more 
diversified interaction methods and touching more areas on 
the robot than male participants. The author in [13] proposed a 
visual saliency evaluation method of multimedia human-
computer interaction interface based on human vision. The 
adaptive Gaussian filter is used to filter the human-computer 
interaction interface. The gradient direction of the interface 
image is converted into the derivative of the horizontal and 
vertical directions through the Guassian function to determine 
the size of the interface gradient direction, and the corrected 
interactive interface image is obtained. According to different 
co-occurrence concepts of interface image visual saliency, the 
influence index of human visual saliency is quantified, and the 

spatial position function of interactive interface is obtained Set 
the number of direction types and edge points in each image 
block of the interactive interface, and obtain the texture 
complexity function of a pixel in each sub image of the 
interface The weighting coefficient is given, the interface 
spatial position function and the texture complexity function 
of pixels are used as evaluation indexes for weighted output, 
and the evaluation results of visual saliency of interactive 
interface are given. The author in [14] analyzes the ergonomic 
criteria and the aesthetic evaluation criteria of interface layout, 
establishes four basic principles of interface layout: hierarchy, 
relevance, simplicity and comfort, and constructs a multi-
objective optimization mathematical model of interface 
element layout according to the principles. Based on this 
model, an improved genetic algorithm is adopted, a multi-
objective optimization method of interface element layout 
based on genetic algorithm is established. The basic principles 
of product operation interface layout design are given, and a 
multi-objective optimization method and process of product 
operation interface element layout based on genetic algorithm 
are proposed. 

However, the methods mentioned above are not 
comprehensive enough to consider user experience, leading to 
the failure of user satisfaction to reach the ideal level. 
Therefore, a new human-computer interaction product 
interface of intelligent service system based on user 
experience is designed. Research and creatively put forward 
the human-computer interaction key points of the intelligent 
service robot with user experience as the centre, providing 
technical support and guarantee for the intelligent robot to 
develop in the direction of intelligence, interaction and 
personalization. 

III. DESIGN OF HUMAN-COMPUTER INTERACTION PRODUCT 

INTERFACE OF INTELLIGENT SERVICE SYSTEM BASED ON USER 

EXPERIENCE 

A. Hardware Platform Construction of Intelligent Service 

System based on User Experience 

The introduction of the full name of the Hypertext Markup 
Language, or HTML, as a way of building and presenting 
Internet content, will transform the ―Web‖ from a mere tool 
for presenting content into a full-fledged application platform 
that will become the standard for a new generation of the 
Internet. ―HTML‖ 5 adds the ability to interact and present 
multimedia. Relatively speaking, the user experience has a 
more specialized level of functionality that allows more 
personalized design to be satisfied, unlike the H5. 

The design of human-machine interface system of 
intelligent service system based on user experience is shown 
in Fig. 1. 

The framework shown in Fig. 1 is mainly composed of 
360PC terminal, gateway module and controller, and the 
above three parts are briefly introduced respectively. 360 
(Program Counter) PC terminal is intended for operation of 
tablet computers. The gateway module is Bluetooth/RS-485, 
which is used to integrate Bluetooth and RS-485 chips, so as 
to achieve the goal of simultaneous Bluetooth wireless 
communication and RS-485 communication. The controller is 
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programmable and used in PLC industry. Components 1 and 2 
are mainly used to realize information exchange under 
Bluetooth wireless communication. At the same time, the 
module and the controller achieve bi-directional data 
communication through Modbus (Remote Terminal Units) 
RTU, mainly by shielding the communication interface of the 
module on the controller. Module and RS-485 signal 
bidirectional conversion, in order to achieve 360PC and 
(Programmable logic Controller) PLC information exchange, 
the need for the data link between the two to be set up. 

Gateway 

module

Gateway 

module

Gateway 

module

PLC

User receiving equipment

PLC PLC

RS-485 RS-485
RS-485

Bluetooth 

communication

Interaction design

 
Fig. 1. System platform framework 

1) User Experience PC Side: 
The UX PC side, also known as epub360, is a very useful 

tool for H5 interaction design, and is used on Windows 
platforms, where designers can design professional-level H5 
works online without any programming required. But the 
epub360 idea is the request specialized level function, it may 
better achieve the designer to the specialized design request. 

a) Professional Animation Control. Epub360 is an H5 

design tool, is the only SVG path and deformation animation, 

and control fine sequence frame animation design tools, it can 

not only relational control, but also a true sense of the control 

of the interactive animation, is professional. 

b) Professional Interactive settings. It combines dozens 

of Epub360 provided by the trigger control, can be triggered by 

gestures, can also shake, related control, personalized 

interaction design, and can be perfect to meet the designer’s 

needs. 

c) Professional Social application. Our country is the 

first to apply WeChat’s JsSDK advanced interface, which can 

complete the functions of personality nickname, avatar picture, 

friend circle photo, small video, and easily achieve the H5 

design of social interaction class such as friend circle comment, 

click like. 

d) Professional Data application. Some advanced data 

components, such as parameter variables, database, etc., can 

complete the H5 design of light game, such as small test, 

puzzle game, etc., and WebApp level professional application 

can also realize the visual design in the near future. 

i) Top toolbar: Add basic and advanced components for 

the middle section; publish and manipulate the general preview 

on the left; and operate shortcuts such as save on the right. 

ii) List of pages: Overview of the entire page; Add or 

remove pages; adjust the order of the page; manage the page 

group. 

iii) Canvas: The main design areas are the safety zone inner 

frame and the bleeding zone outer frame, which are 640 x 960 

px and 740 x 1136 px, respectively. 

iv) Mobile phone adaptation: The canvas area is specially 

designed for mobile phone adaptation and consists mainly of 

an inner and outer frame. Area A is 640 x 960, visible on any 

phone, and area B is 740 x 1136, and its primary function is to 

ensure that no white parts are visible on the phone screen. 

2) Bluetooth/RS-485 Gateway Module 
The role of the module is to carry out Bluetooth and RS-

485 two-way signal conversion to achieve the user experience 
between the PC and PLC can communicate with each other. 
Gateway module is mainly used for Bluetooth 4.0 and user 
experience PC in the wireless band, the frequency of 2.4 GHz, 
and then realizes the operation of Bluetooth 4.0 protocol; 
Modbus RTU protocol is required through the RS-485 
interface to connect with the PLC, the former is wired 
connection. This module carries on the simultaneous 
communication between the user experience PC and PLC. The 
module interprets the data packet sent by the receiving 360 PC 
terminal, interprets it as the Bluetooth 4.0 protocol, obtains the 
required and effective data, and then carries out the control 
instruction or data conversion. If it is necessary for the user to 
experience the instruction that is to be sent by the PC terminal, 
it needs to convert it into the Modb protocol, and then transmit 
it to the PLC, so that the PLC can effectively identify the 
above instruction. At the same time, the module needs to read, 
analyze and convert the data sent by PLC and the data 
collected by PLC according to Modbus RTU protocol, and 
send the converted data to 360 PC terminal. 

B. User Experience 

1) Layout Design based on User Sensory Experience 
In the process of layout design, we should fully consider 

the visual flow of the user, follow the left to right and top to 
bottom order, based on this to highlight the content, so as to 
attract the user’s attention. First, the main menu is set at the 
top, the left side of the bottom is a secondary menu, the right 
side is a column link, the middle is the main recommended 
content, this layout is clearer, but also very convenient to 
operate, with the advantages and characteristics of 
symmetrical point of view, so this layout is currently widely 
used [15-17]. For example, Jing Dong Mall is the way to use 
screen segmentation for typesetting, to achieve a flexible 
combination of content, the display of pictures and text to 
facilitate. At the same time, KnowNet, douban and other 
websites are also used in this format. Next is the grid multi-
column page layout method, this can present more content at 
the same time in the layout, not only the form is more 
beautiful, reading is also very convenient, has the very strong 
maneuverability, quite suits in the online shopping platform 
foundation demonstration page. 
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2) Color Design based on the User’s Sensory Experience 
In the interface design of Internet products, the reasonable 

combination of colors can give users a very good impression, 
so as to attract more users to use. In general, the color design 
of an interface based on user experience needs to consider the 
following contents: First, the color design needs to have 
sufficient pertinence, understand the groups that the Internet 
products face, and understand the habits and emotions of the 
groups, so as to identify the colors suitable for the products 
and user experience. For example, if KnowNet is primarily for 
the sharing of knowledge and experience, then the blue color 
representing rationality will be used as the primary color of 
the interface. Secondly, we should have enough comfort in 
color design, according to the physiology and engineering of 
human body, according to the physiological characteristics of 
human vision to choose the color, to reduce fatigue, and 
improve the comfort of the product. 

3) Font Design based on the User’s Sensory Experience 
In the interface design of Internet products, font plays a 

key role in information transmission and content description. 
Whether the design is reasonable or not directly determines 
the user’s reading experience. The font design based on the 
user experience needs to start from the following aspects: 
First, for the selection of font, the fonts commonly used in the 
interface of Internet products include bold type, Song type, 
round type and calligraphy type. In the selection of font, it is 
necessary to take into account the user’s usual reading habits, 
but also to combine certain aesthetic habits. In order to make it 
more convenient for users to find, some content with larger 
headings will choose bold type, and the remaining text will 
generally choose bold type or Song type. For example, the 
major domestic news portal is the application of bold, so that 
people click and browse. Secondly, the text layout, generally 
speaking, the interface design of Internet products will involve 
the font, font size and text color, and so on. It requires 
designers to make reasonable arrangement of the position of 
various words, so that they can find the required content more 
quickly. For example, the use of visual physiology to arrange 
content in order from high to low purity colors make the user 
attracted to the color text. Colors can also be used to classify 
and facilitate user operations [18]. In addition, we can also use 
word spacing, line spacing and other paragraph settings to 
highlight the content, so as to greatly simplify the user reading 
process, shorten the reading time. 

C. Speech Recognition based on ARM Processor 

Nowadays, there are many kinds of embedded processors, 
such as MCU, ARM, embedded X86 and so on. The processor 
is the center of system operation and control, and it tends to 
adopt RISC instruction set Harvard architecture. ARM 
(Advanced RISC Machines) is an embedded microprocessor 
that is also the company’s name. In November 1990 ARM 
was founded in Cambridge, UK. Unlike other semiconductor 
companies, ARM is an intellectual property (IP) provider, 
working on intellectual property designs for 16/32-bit RISC 
microprocessors (reduced instruction set computer, RISC). It 
does not produce chips by itself, but rather manufactures 
distinctive chips from partners through the transfer of design 
proposals. Embedded in full swing today, ARM company has 
accounted for 75% of the market share. Its microprocessors 

and technology have been used in all walks of life, almost all 
kinds of electronic products microprocessors use ARM 
technology, such as image, consumer entertainment, 
automobile, security, industrial control, wireless, and mass 
storage market. In 2001, almost monopolized the global RISC 
chip market has become the field of RISC chip standards. 
ARM’s success, on the one hand thanks to its unique mode of 
operation, on the other hand, an important aspect is its own 
excellent performance. ARM processor has the following 
characteristics: 

1) Low power consumption, small size, low cost, high 

performance. 

a) Support for ARM (32-bit)/Thumb (16-bit) dual 

instruction sets, with good compatibility with 8-

bit/16-bit devices. 

2) Using a large number of registers, the instructions are 

executed faster. 

3) A variety of addressing methods, that is flexible and 

efficient. 

4) Fixed instruction length. 
Because this paper is based on embedded ARM system 

intelligent service system human-computer interaction 
interface design, not a single application system 
customization, so here is a general pattern design. As a voice 
interface of service robot, it is usually used by ordinary users, 
the language is rich and diverse, and the same meaning may 
have different ways of expression. Moreover, dynamic 
keyword importing is used to enlarge the recognition range, 
which is more helpful to set up multiple expressions and make 
speech recognition more natural. 

Fig. 2 is a design flow chart of a common pattern of 
human-computer interaction in intelligent service system. 
Both the speech recognition module and the speech synthesis 
module are encapsulated as an interface (API) that can be 
invoked by other applications for voice interaction, and the 
application performs actions based on the return structure of 
the speech module (i.e., the recognition results). 

Other applications

Call voice 

recognition module

Speech synthesis module Other functions

Interface display

Identification success?

 
Fig. 2. Flow chart of voice interaction 

D. Gesture Recognition based on User Experience 

Hand gesture recognition is the basis of human-computer 
interaction in intelligent service system, which enhances the 
user experience to extract the features of collected data and 
complete the recognition according to the features to realize 
the human-computer interaction. Gesture acceleration features 
usually include frequency-domain features, time-domain 
features and other domain features [19-22]. The frequency 
domain features include the frequency domain entropy, FFT 
coefficient and other features extracted by using wavelet or 
Fourier transform; the time domain features include signal 
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amplitude area, statistical maximum value, activity window 
length, mean value, axis correlation coefficient and standard 
deviation; the other domain features include the features 
extracted by using LDA or PCA, etc. 

There are s k  pixels in each gesture motion image, and 

the values of all pixels are determined by the following 
formula: 

[1,3]

0 Point does not pass through the data waveform curve

2 16 Point does not pass through the data waveform curvei

i



 



 (1) 

Where, i  represents the number of waveform curves 

passed by the pixel position. The gesture image is obtained 
according to the gesture acceleration action as a column in 

matrix 
n mV 

: 
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 (2) 

Transform the data existing in the gesture motion training 

set to obtain the gesture motion matrix 
n mV 

. 

Nonnegative matrix decomposition, which belongs to 
multivariate data analysis method, uses the product of two low 
rank nonnegative matrices to replace a nonnegative matrix, 
and extracts gesture features through nonnegative matrix 
decomposition method. 

The nonnegative matrix algorithm is described by the 
following formula: 

n m n r r mV W H  
 (3) 

In the formula, H  represents the weight matrix, W  

represents the base matrix, V  represents the nonnegative 

matrix, and r  represents the rank of the decomposition matrix. 

The expression of the optimization objective function is as 
follows: 

1 1

[ log( ) ( ) ]
n m

iu iu iu

i u

F V WH WH
 

 
 (4) 

The iterative algorithm decomposes the base matrix W  

and the weight matrix H , and obtains the weight matrix 

r mH 
 and the weight matrix 

n rW 
 by decomposing the hand 

gesture action matrix 
n mV 

. 

Input the acquired weight matrix and base matrix into the 
following classifier to realize gesture recognition and 
complete human-computer interaction of the intelligent 
service system: 

1 ( ) θ
( )

0

j j j j

j

p g x p
h x

others


 
  (5) 

In the expression, j  represents the feature in the 

eigenvector; 
jp  represents the direction of the inequality; 

( )jg x  represents the eigenvalue of the j  rectangle in the sub 

window to be detected; θ j
 represents the threshold of the 

classifier, the value is 2, ( )jh x  represents the classifier. 

E. 3D Interactive Image Simulation of Interface based on 

Fused Texture 

When Kinect is used to track and identify moving targets, 
the problem of target recognition needs to be solved first. 
However, because Kinect does not have recognition function, 
it needs to use color histogram for target recognition. At the 
same time, Kinect cannot directly track human bones. The 
bone data is acquired by denoising, segmentation and other 
related technologies on the basis of depth images. Among 
them, target identification and tracking mainly include virtual 
target identification and target personnel location tracking, and 
the specific operation steps are shown in Fig. 3. 

In order to obtain better recognition results, the following 
methods based on image information are mainly used to 
analyze and research, using Kinect to shoot the color images 
in the study area, and accurately identify the virtual targets in 
the study area by color histogram matching results. Among 
them, color histogram is mainly used to describe the 
percentage of each color in the whole image. The calculation 
for color histogram matching is: 

 
   

   
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1 2

1 2
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i
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i

k k k

j
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N


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




     
  






 (6) 

In the above formula,  1 2,corred H H  represents the 

matching result; H  stands for component; 
1H  and 

2H  stand 

for histogram functions;  kH i  and  kH j  represent the 

matching degree of the i  and j  histogram respectively. 

 '

kH i  stands for perfect match value; N  represents the 

number of equal components of H . 

The corresponding calculation formula of chi-square 
matching and intersection matching is as follows: 

 
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   

   

2

1 2

1 2

1 2

1 2

,

min

chis

i

intersection

i

H i H i
d H H

H i H i
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 
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
 (7) 

Through the formulas (6) and (7), it can be seen that the 
larger the value of the calculation result of the correlation and 
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intersection matching algorithm is, the higher the histogram 
matching degree is, and the perfect matching value is 1; the 
smaller the value of the calculation result of the chi-square 
matching algorithm is, the higher the histogram matching 
degree is, and the value of the perfect matching is 0. 

Get depth 
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Image 

denoising

Color histogram 

of color image

Color histogram 

matching
Background 

segmentation

machine 

learning

Target feature 

recognition

Start

End

 
Fig. 3. Flow chart of target identification and tracking 

In order to eliminate all the noise in the image, the median 
filtering method is used to denoise. Among them, the median 
filter formula is: 

 
 

  
,

, ,
xyx y S

f x y median g x y



 (8) 

In the above expression,  ,f x y  represents the filtered 

output value, 
xyS  the number of all pixels in the image, and 

 ,g x y  the gray value of the pixel. 

To draw a structure image of a virtual object, it is 
necessary to first separate the moving object from the depth 
image. The following methods are mainly used for object 
detection and background segmentation based on user index 
numbers. The specific operation process is shown in Fig. 4: 

Start

Y

End

N

Get pixel index number

Color marking

Image binarization

Moving target recognition

Is index number 

smaller？

 
Fig. 4. Operational flow of moving target detection and background 

segmentation 

1) Prioritize the use of Kinect to obtain depth images of 

each research scenario. 

2) Extracting the depth value and user index number of 

pixels from the depth image. 

3) An index number obtained through step (2) marks the 

moving object. 

4) Binary processing shall be used to collect images, and 

the pixel values in the study area shall be set to 255, and the 

pixel values of the remaining nodes shall be set to 0, so as to 

separate the target from the background. 
In the early stage of motion recognition, it is necessary to 

define the starting point and ending point of virtual target 
motion. Among them, the starting point and the ending point 
of the moving target are mainly judged by the radius of the 
palm ball. The radius of the palm ball can be obtained by 
(Software Development Kit) SDK, and the threshold value is 
30mm. When the radius of the center of the hand is higher 
than the threshold, it indicates that the palm of the target is 
open, and vice versa, it is closed. If the radius of the palm ball 
gradually increases from less than 30mm to 30mm, the 
starting point is indicated, and recognition stops when Leap 
Motion again captures a threshold of less than 30mm. 

The realization of moving target recognition and tracking 
localization is to recognize each structure accurately in the 
existing target contour image, and to determine the specific 
coordinates of the nodes. The above operation process is 
mainly completed through machine learning technology. 
Firstly, the sample of decision tree is trained, and then the 
classification model based on decision tree is obtained. 
Secondly, the feature value of depth image is classified and 
evaluated by machine learning. In order to eliminate the 
influence of external and internal factors on the data noise, the 
Kalman filtering algorithm is used to eliminate the data’s 
optimal value and measured value iteratively. The Kalman 
filtering algorithm performs filtering operations on a time-
dependent dynamic system, so a discrete control system needs 
to be added to the algorithm, and the formula is as follows (9): 

1 1 1 1k k k k kx F x B u    
 (9) 

In the above expression, 
1kx 
 represents the running state 

of the system at 1k  , 
kx  represents the running state of the 

system at k , 
1kF 

 represents the transformation matrix acting 

on 
kx , 

1kB 
 represents the control parameters of the system, 

the value is 1.5,  and 
1ku 
 represents the control matrix. 

At time 1k  , the measurements in the system need to 

meet the following conditions: 

1 1 1 1k k k kZ H x v    
 (10) 

In the above formula, 
1kH 
 represents the measurement 

matrix projected into the measurement space by the state at 

moment 
1kx 
; 

1kv 
 stands for measurement noise. 

The state at moment 1k   can be deduced by formula 

(10), and the specific calculation formula is as follows: 

In the above expression,  1|k k   represents the 

optimal value of the system at time 1k  , and  |x k k  

represents the optimal value of the system at time k . 
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In the phase of Kalman filter prediction, the LEAP SDK is 
used to obtain the position and pose information of the next 
period of time. Given the moment, the central coordinate of 
the moving object is O , and the following formulae can be 

obtained in combination with the law of motion: 

 

2

1

2

|

k

k

k

a t
v t

p k k


 

     (12) 

In the above formula, 
kv  represents the running speed of 

the moving target; 
ka  represents acceleration; 

1kp 
 represents 

the coordinate position at time t , and   represents the 

motion change law of the virtual target. 

Based on the above analysis, the moving target structure 
information is extracted through the depth image, and all the 
extracted structure information is fused to track and identify 
the human-computer interaction target of the intelligent 
service system. 

IV. ANALYSIS OF EXPERIMENTAL RESULTS 

In order to verify the overall effectiveness of the design 
method of the human-computer interaction interface of the 
intelligent service system, it is necessary to test the design 
method of the human-computer interaction interface of the 
intelligent service system under the enhanced user experience. 
The experimental platform for this test is Division Mockup, 
and the probability of data received by the host computer is 
used as a test indicator to test the design method of the human-
computer interaction interface, the design method of the 
human-computer interaction interface based on the evaluation 
of visual significance and the multi-objective optimization 
design method of the layout of product operation interface 
elements. The higher the probability of data received by the 
host computer is, the better the human-computer interaction 
effect is. The test results are shown in Fig. 5. 
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Fig. 5. Test result of probability of receiving data by host 

By analyzing the data in Fig. 5, it can be seen that in the 
process of human-computer interaction, the host receiving 
data probability of the proposed method is more than 90%, 
and most of the relevant data can be received to realize 
human-computer interaction, while the host receiving 

probability of the human-computer interface design method 
based on visual significance evaluation and the multi-
objective optimization design method of product operation 
interface element layout fluctuate around 80% and 70% 
respectively, The data received by the above two methods is 
not enough to effectively realize human-computer interaction. 
Comparing the test results of the above methods, it can be 
seen that the host receiving data probability of the proposed 
method in the process of human-computer interaction is high, 
because the method constructs a data transmission model 
based on game theory, collects relevant data and information 
in the process of human-computer interaction, and improves 
the host receiving data probability. 

The proposed method, the human-computer interaction 
interface design method based on visual saliency evaluation 
and the multi-objective optimization design method of product 
operation interface element layout are used to recognize 
human gestures. The feature recognition rate and recognition 
accuracy are used as test indicators. The test results are shown 
in Fig. 6 and Fig. 7, respectively. 

Through analyzing the data in Fig. 6 and 7, we can see that 
the recognition rate and accuracy of the proposed method are 
high in many experiments, which shows that the proposed 
method can recognize human gestures accurately and 
comprehensively. When the method of human gesture 
recognition based on visual saliency assessment is used, the 
feature recognition rate and feature recognition accuracy are 
both low, which indicates that the method of human gesture 
recognition based on visual saliency assessment is not 
effective and comprehensive. 
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Fig. 6. Test results of feature recognition rate 
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Fig. 7. Test results of feature recognition accuracy 

Compared with the test results of the proposed method, the 
human-computer interaction design method based on visual 
significance evaluation and the multi-objective optimization 
design method for product operation interface layout, the 
proposed method has the best performance in the human-
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computer interaction, because the proposed method uses the 
data transmission model to collect the relevant information of 
the human-computer interaction, adopts the non-negative 
matrix decomposition method to extract the features of the 
gesture information, and inputs the features into the classifier 
to accurately realize the recognition of the gesture, thus 
improving the feature recognition rate and the feature 
recognition accuracy. 

In the process of human-computer interaction, user 
satisfaction is the focus of attention. The overall performance 
of the method is tested by using user satisfaction as a test 
index. The test results are shown in Fig. 8. 

0 100 200 300 400 500

0

20

40

60

80

100

U
se

r 
sa

ti
sf

a
c
ti

o
n

/%

Number of human-computer interaction/times

Proposed method

Human computer interaction interface design method based on visual saliency 

evaluation

Multi objective optimization design method for element layout of product 

operation interface

 
Fig. 8. User satisfaction test results 

Through the analysis of the data in Fig. 8, it can be seen 
that the user’s satisfaction with the proposed method is more 
than 80% in many iterations, and the user’s satisfaction with 
the human-computer interaction design method based on 
visual significance evaluation and the multi-objective 
optimization design method for element layout of product 
operation interface fluctuate around 40% and 60%, 
respectively. Through the above analysis, the human-computer 
interaction effect of the proposed method is better, and the 
user’s satisfaction is the highest, because the proposed method 
constructs the data transmission model through game theory, 
and can accurately collect the user’s static information and 
dynamic information in the process of human-computer 
interaction, and feed the fused dynamic information and static 
information back to the human-computer interaction system. 
The human-computer interaction system responds to the 
acquired data, completes the human-computer interaction 
process of the intelligent service system, meets the user’s 
needs, and thus improves the user’s satisfaction. 

Fig. 9(a) and Fig. 9(b) refer to the performance of different 
human-computer interaction methods in indoor and outdoor 
environments respectively. It can be seen from the figure that 
the error of the three human-computer interface optimization 
methods decreases with the increase of the data size. When the 
data size reaches about 25, it tends to be stable, while the 
accuracy shows the opposite change rule. In the indoor 
environment, the convergence errors of the proposed method, 
the human-computer interaction interface design method 
based on visual significance evaluation, and the multi-
objective optimization design method of product operation 
interface element layout are 0.156, 0.278, and 0.415, 
respectively. The accuracy was 97.58%, 95.21% and 92.24%, 
respectively. In outdoor environment, the convergence errors 
of the three methods are 0.217, 0.489 and 0.658, respectively. 
The accuracy was 96.12%, 93.21% and 91.25%, respectively. 

Therefore, the proposed human-computer interaction method 
has ideal performance in both indoor and outdoor 
environments. 
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Fig. 9. Performance of different human-computer interaction methods in 

indoor and outdoor environments 

V. DISCUSSION AND CONCLUSION 

In order to solve the problems of the current intelligent 
service platform, such as the low probability of receiving data, 
the low recognition rate and the low recognition accuracy, a 
new intelligent service system based on user experience is 
designed. This introduces the full name of the Hypertext 
Markup Language and design user experience PC and 
Bluetooth/RS-485 gateway module. Speech recognition 
module based on ARM processor is designed to realize 
human-computer interaction of intelligent service system. 

Compared with the human-computer interaction interface 
design method based on visual significance evaluation and the 
multi-objective optimization design method of product 
operation interface element layout, the proposed optimization 
design method of human interaction interface has higher 
action recognition accuracy and satisfaction. A large part of 
tasks completed by computers are completed by human-
computer cooperation, which drives the emergence of human-
computer interaction systems. However, the traditional 
human-computer interaction relying on external devices has 
been difficult to meet the needs of today's society. This has 
promoted gesture recognition based on machine vision to a 
certain extent. It is a novel human-computer interaction 
technology, which has received widespread attention from 
scholars at home and abroad. Kinect sensor technology is used 
to realize the tracking and recognition of moving objects. The 
device includes three functions, namely sensor data flow, bone 
tracking and advanced audio function. Sensor data stream 
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mainly refers to accessing low-level streams from depth, color 
camera sensors and microphone arrays; Bone tracking can 
mainly track the images of the application driven by the 
postures of 1-2 people in the field of vision; Advanced audio 
function, which can process some complex audio sound 
sources, such as echo, noise and beam forming, and can also 
integrate with the audio recognition library of Windows to 
collect infrared data and generate unit images. It can promote 
Kinect bone tracking to be more robust to users' dynamic 
gestures in different environments. In complex environments, 
Kinect uses a separation strategy for human segmentation. Its 
advantage is that it can build a corresponding segmentation 
mask for each tracked object and retain the human image. This 
makes it only necessary to transmit the human body image in 
the subsequent data stream processing, so as to reduce the 
amount of calculation of body sensing data. 

The advantage of Kalman filter is not that its estimation 
deviation is small, but that it skillfully integrates observation 
data and estimation data, conducts closed-loop management of 
errors, and limits the errors to a certain range. Imagine that if 
there is no information fusion between the two, and only 
estimation data, the error will accumulate more and more with 
time, and the uncertainty will increase with time. For the 
control of landing on the moon so far and for a long time, It 
will lead to uncontrollable error when arriving near the moon, 
and the introduction of observation data will correct the 
estimated data to prevent the error of estimated data from 
being too large to be spectral. The estimation data fusion of 
observation data is equivalent to closed-loop feedback 
management of the former's estimation. It is undeniable that 
the Kalman filter still has errors, and its advantage is that it 
can still maintain stable errors when the time is long, because 
it relies on an observation data in the information source when 
making decisions. If you listen to one side, you will be dark; if 
you listen to both sides, you will be clear. As for whether the 
error is lower than that of the individual estimated data or the 
individual observed data, further discussion is needed. At the 
same time, the color histogram used in the research can 
directly describe the information features of the target through 
the analysis of local gradient or edge direction density, greatly 
reducing the impact of local shape features, not only avoiding 
the overlap of the original feature vectors to a certain extent 
during the image formation process, but also preventing the 
impact of individual movement on the detection results, thus 
ensuring the accuracy of the collected image. It can be seen 
from the above analysis that the proposed method has higher 
probability of receiving data, higher recognition rate and 
accuracy of gesture features, and higher user satisfaction. The 
above experimental results show that the proposed method has 
better performance. However, there are still shortcomings in 
the research. In the process of data acquisition and subsequent 
action mapping, the time complexity of the algorithm leads to 
the jumping phenomenon in the action simulation process. 
Although the optimized Kalman filter eliminates the 
discontinuity of the action to a certain extent, when the speed 
becomes faster, the phenomenon of jamming will still occur. 
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Abstract—This paper proposed a framework for estimating 

human age using facial features. These features exploit facial 

region information, such as wrinkles on the eye and cheek, which 

are then represented as a texture-based feature. Our proposed 

framework has several steps: preprocessing, feature extraction, 

and age estimation. In this research, three feature extraction 

methods and their combination are performed, such as Local 

Binary Pattern (LBP), Local Phrase Quantization (LPQ), and 

Binarized Statistical Image Feature (BSIF). After extracting the 

feature, Principle Component Analysis (PCA) was performed to 

reduce the feature size. Finally, the Support Vector Regression 

(SVR) method was used to predict age. In evaluation, the 

estimation error will be based on mean average error (MAE). In 

the experiment, we utilized the well-known public dataset, face-

age.zip, and UTK Face datasets, containing 15,202 facial image 

data. The data were divided into the training of 12,162 images 

and the testing of 3,040 images. Our experiments found that 

combining BSIF and LPQ with PCA achieved the lowest MAE of 

9.766 and 9.754. The results show that the texture-based feature 

could be utilized for estimating the age on facial image. 

Keywords—Age estimation; LBP; BSIF; LBQ; MAE; PCA; 

preprocessing; feature extraction; Support Vector Regression 

(SVR) 

I. INTRODUCTION 

The face is a part of the human body that has an important 
role. Characteristics of the face such as eyes, nose, mouth, 
eyebrows, and wrinkles or aging provide much information. 
One of them is age estimation. It is possible to limit that under 
age to accessing content (related to violence) in the web 
browser through age estimation. Shopping centers can use age 
estimation to determine advertising strategies based on the age 
of visitors and provide recommendations. It can choose the 
right advertising strategy. It is necessary to have a method 
used to detect the observer's age. We must have an extensive 
collection of facial images that will be used in age detection 
and pay attention to the face, such as wrinkles or aging that 
will be used in the age detection process to produce better 
estimation. 

Generally, the age estimation process has several steps: 
preprocessing, feature extraction, and age estimation. The first 
is preprocessing (resizing and grayscale image) to be uniform. 
Then, the feature extraction step is to find the unique facial 
features in the age estimation process. The features were the 
Binarized Statistical Image Feature (BSIF), Local Binary 
Pattern (LBP), and Local Phrase Quantization (LPQ) methods 
and their combination: BSIF + LBP, BSIF + LPQ, and 

LBP+LPQ. In addition, Support Vector Regression (SVR) was 
used in the age estimation stage. SVR is a machine learning 
algorithm that provides reliable performance in predicting 
time series data and can classify data that cannot be separated 
linearly [1]. 

Several previous studies have been proposed for age 
estimation, including Ingole et al. [2] and research by Thrukral 
et al. [3] and analysis by Khunteta, Ajay, et al. [4]. However, 
these three studies only predict a group of ages (e.g., with 
categories 25, 35, 45, 55, 65, and 75 years old), not the age. 
For this reason, in this study, age estimation was conducted 
not based on age group but on exactly one age estimation 
value. Furthermore, the texture of the face is one of the 
essential features in determining age. This study will detect 
age on the image containing a single face. The age estimation 
is carried out only at 1-70 years old due to limited data on 
ages over 70. 

Our research aims to find the best feature extraction 
method based on texture in detecting age with the lowest 
Mean Absolute Error (MAE) level from the facial images. 
Several texture-based feature extraction methods obtain good 
accuracies, such as LBP, BSIF, and LPQ. The BSIF and LPQ 
methods provide the best results in the age estimation process 
with an MAE of 3.58 using the MORPH II dataset and an 
MAE of 9.07 with the same extraction feature method 
(BSIF+LPQ) using a Subset of LFW [5]. Meanwhile, LBP is 
one of the best texture description methods for texture 
classification, face detection, face recognition, gender 
classification, and age estimation [6]. In addition, LPQ is 
proven robust for blur images and is considered to show better 
performance in texture classification, and the combination 
method gives better performance results [7]. 

The paper will be divided into several sections. The second 
section will explain in more detail how the proposed 
framework has been applied. The third section will discuss the 
result of the experiment. Then, the fourth section will 
conclude our work. 

II. PROPOSED METHOD 

Age estimation is one of the most challenging and crucial 
issues in utilizing the facial area to produce helpful 
information. Age estimation can be used in solving scientific 
problems as well as in subproblems of facial recognition. The 
prediction of age is formed because the human brain cannot 
predict age correctly, so it is necessary to have a system that 
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can predict age correctly [8]. Many factors can be used in 
predicting the age of the facial area, including aging, wrinkles 
on the face, wrinkles in the eye, mouth area, and other features 
in the facial area. The estimated age itself can be detected 
using two methods. These methods are classification and 
regression methods [9]. Age estimation using classification 
can only estimate based on age range, while age extraction 
using the regression method can estimate age with exactly one 
output value of age. It is the difference in age detection using 
classification and regression methods, as shown in Fig. 1. 

Our proposed framework was divided into several 
significant steps: image preprocessing, feature extraction, and 
age estimation. 

A. Preprocessing 

Preprocessing is an initial process that aims to improve an 
image. It is for eliminating noise in the image. In 
preprocessing stage, we also uniform the image in color and 
size [10]. The purpose of this process is to make it easier to 
perform feature extraction at the next stage and to create an 
age estimation model. This research has two preprocessing 
steps: resizing and gray scaling. 

1) Resizing: Since the dataset contains images with 

different sizes, the image should be resized to a specific size. 

The resizing process is used to change the size of the image to 

either enlarge or reduce size. The resizing function is carried 

out using the interpolation method. The following is a 

calculation of the resizing process using the linear 

interpolation formula: 

    

    
 

     

     
   (1) 

where (  o,   o) is two points of initial coordinates, (  1,   1) 
is destination coordinates, and ( ,  ) is coordinate prediction. 

2) Grayscaling: Grayscale is one of the preprocessing 

steps to change the image from an RGB image to a gray color 

(grayscale). RGB is an image with three combination colors: 

Red, Green, and Blue (RGB). The value of RGB is 

represented in three dimensions XYZ, consisting of lightness, 

chroma, and hue. The process aims to convert the value of 

RGB (24-bit) into grayscale value (8-bit) [11]. A grayscale 

image is an image that has only one value for each pixel. This 

value is used to indicate the level of intensity. The three colors 

in the grayscale process are white, black, and gray. The 

following is a formula for the grayscale process: 

                         (2) 

where W, R, G, and B are grayscale, red, green, and blue 
values of the image, respectively. Fig. 2 illustrates how the 
RGB image was converted into a grayscale image. 

B. Feature Extraction 

Feature extraction is a process used to generate unique 
feature vectors from facial images that will be used to create 
age estimation models. This feature extraction stage uses three 
different texture-based methods, including Local Binary 
Pattern (LBP), Local Phrase Quantization (LPQ), and 

Binarized Statistical Image Features (BSIF), and their 
combination, BSIF+LBP, BSIF+LPQ, LPQ+LBP. 

1) Local Binary Pattern (LBP): LBP gives the best results 

in various applications, especially for texture classification, 

segmentation, face detection, face recognition, gender 

classification, and age estimation [12]. The LBP method is 

grayscale invariant and can be combined easily with simple 

contrast by calculating each gray level of each pixel [13]. LBP 

considered each pixel has a code. It is called Local Binary 

Pattern code or LBP code. It works by comparing the value of 

the center image (pixels) with each neighborhood which 

amounts to 8 pixels, and thresholding of 3×3 neighborhood 

[14] divided into eight blocks. The following is a simple 

example of calculation using LBP at 3×3 pixels: 

Given a pixel at (      , the resulting LBP can be 

expressed in decimal form as follow: 

     ∑  (       
  

     (3) 

where    is a central pixel,    start from (p = 0, 1…....,7), 
it is neighborhood from   , and S is a function of 
thresholding, which is defined as: 

 (       {
           

          
 (4) 

After comparing the center image with its neighborhood, 
the result will be converted into a binary number. As shown in 
Fig. 3, a binary number generated from pixel 3×3 is 01010100 
= 84. The value will be inserted at the center image. Each 
value of LBP is formed into 256 histograms which will be 
used as a texture descriptor. 

         

Fig. 1. Age estimation using classification in the left side and regression in 

the right side. 

 

Fig. 2. Image conversion sample from RGB to Grayscale. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

124 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Example of the basic LBP Operator. 

 

Fig. 4. Circularly symmetric LBP image with different radius. 

In addition, LBP has two essential parameters, P and R. P 
is the total number of neighborhoods, and R is Radius. Radius 
is measured from the center point distance. There are various 
kinds of radius in LBP, including 1, 2, 3, etc. Fig. 4 illustrates 
LBP symmetric sampling with different radius (R) values. 

2) Local Phrase Quantization (LPQ): The LPQ descriptor 

is used in the texture descriptor and classification for blur 

images [15]. LPQ method is efficiently used to solve the 

problem of variation expression in the face verification 

system. LPQ aims to maintain images in local invariant 

information with various blurring images. Fig. 5 shows the 

stages of the LPQ. As can be seen in Fig. 5, the q(x) is defined 

as the following formula: 

  (    {
           

               
  

Lastly, the LPQ generates a binary number by combining 
the pixel values obtained from Re{F×} and Im{F×}. Fig. 5 
received a binary number of 89 for the center image. 

3) Binarized Statistical Image Features (BSIF): Inspired 

by LBP and LPQ, Kannala et al. [16] proposed a new local 

descriptor called BSIF (binarized Statistical Image features). 

The basis vectors of a subspace into which local image 

patches are linearly projected are obtained from images by 

using Independent Component Analysis (ICA). The 

coordinates of each pixel are threshold, and thus a binary code 

is computed. A value represents the local descriptor of the 

image intensity patterns in the neighborhood of the considered 

pixel [17]. The following is the formulation of BSIF: 

    ∑   (      (        
        (6) 

where   is image with size of M×M, Filter Wi learning 
from Independent Component Analysis (ICA) by maximizing 
the statistical independence of    . 

  (    {
          
          

   

 
Fig. 5. Example of the LPQ Operator [10]. 

where    is a binary number obtained from   . In all our 
experiments, the BSIF descriptor has been used with filters of 
size 9×9 and 8-bit. 

C. Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a statistical 
method to distinguish patterns and signal processing. PCA 
reduces dimensional data, feature extraction, and facial 
recognition [18]. PCA is a powerful method, especially for 
high-dimensional data. That technique reduces the dimensions 
of the dataset by extracting the essential components. 

D. Age Estimation Using Support Vector Regression (SVR) 

Support Vector Regression (SVR) is a supervised learning 
algorithm to predict discrete values. SVR can solve linear and 
non-linear problems using kernel functions [19]. The 
advantage of SVR is that the computational complexity of 
SVR does not depend on the dimensions of the input space. In 
addition, SVR has excellent generalization capabilities and 
high prediction accuracy. 

The SVR method is effective for solving problems related 
to the estimation function. So SVR is the best method for age 
estimation. SVR is the same as SVM. The idea of SVR is to 
determine the best fit line. In SVR, the most appropriate fit 
line is the hyperplane which has the maximum number of 
points. So, the SVR tries to match the best line within its 
threshold value. The threshold value is the distance between 
the hyperplane and the boundary line. So, the regression 
problem is to determine a function that approximates the 
mapping from the input domain to real numbers based on the 
training sample. 

E. K-Fold Cross Validation 

Cross Validation is a testing method in data mining and 
machine learning where the dataset will be divided into k parts 
or folds randomly. Cross Validation is used to evaluate the 
performance of the algorithm. The data will be separated into 
two subsets: the learning subset (training) and the 
validation/evaluation subset [20]. First, the algorithm will be 
trained using a learning subset, and then the model will be 
validated using a validation subset. The illustration of the 
cross-validation scheme is shown in Fig. 6. 
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Fig. 6. Cross-validation illustration. 

III. EXPERIMENTAL RESULT 

In this section, we first introduce the databases and the 
protocol evaluation of our experiments. After that, we will 
describe experimental setups and their results. 

A. Dataset 

The facial dataset used in this research was downloaded 
from face-age.zip [12]. The facial image size is 200×200 
pixels with a total of 9,778 RGB face images. In this face-
age.zip face image, there are facial images with an age range 
of 1-110 years, but this research uses face images from 1-70 
years of age with the female and male gender. First, a 
selection process is carried out on the facial image, only 
selecting a face without glasses and a watermark. In addition, 
we only utilized images with ages between 1-70 years due to 
data limitation in the face image dataset from face-age.zip for 
ages above 70 years. From the face-age.zip dataset with the 
selection process, we choose a total of 3,040 images for our 
experiment. 

Furthermore, the face image dataset was added using the 
UTK Face dataset. We then selected 12,162 face images from 
this dataset. The UTK Face dataset is also obtained from 
downloading through the same source on the face-age.zip 
dataset, and the total facial image dataset owned is 15,202 
images. Finally, the dataset is divided into training and testing 
data, where the training data is 12,162 face images, and the 
testing data is 3,040 facial images (20% of the total facial 
images) which contain facial images 1-70 years old for 
training and data testing. Table I shows the selected images 
used in our experiment. 

B. Experiment Scenario 

The scenario of the system is divided into two main stages: 
training and testing. The training stage is applied to find the 
relationship between one face and another and create a model 
for age estimation. In contrast, the testing stage is performed 
to detect the estimated age of the face image. Fig. 7 shows the 
scenario of the experiment for our proposed framework. 

In this research, to produce the best age estimation model, 
experiments were carried out on feature extraction methods 
based on texture, such as LBP, LPQ, BSIF, and the 
combination of these methods, BSIF + LBP, BSIF+LPQ, and 
LPQ + LBP. From the three extraction methods and the 
combination, it will be seen which method will produce the 
lowest MAE level in the age estimation process. In addition, 
there are several experiments: feature reduction extracted 
using PCA with values of 40, 50, 60, 70, 80, and 90 features. 
For age estimation using the SVR method. 

Since the estimation output will not be in discrete values, 
for evaluation purposes, we rounded the estimation output 
using two strategies. The first strategy is rounding the value 
up from the detected age. For example, the detected ages 32.5, 
17.8, and 23.2 will be 33, 18, and 24. The second strategy is 
rounding the age value down from the detected age. For 
example, the detected ages 32.5, 17.8, and 23.2 will be 32, 17, 
and 23. 

C. Evaluation Matrics 

To measure the performance of our approach, we adopted 
Mean Absolute Error (MAE). MAE is a method used to 
evaluate the performance of age estimation. MAE is the 
average absolute error between the ground truth age and the 
predicted one [5]. The age estimation model can be measured 
by using MAE. The following is the formulation of MAE: 

     
 

 
 ∑ |     |

 
      (8) 

where Pi is the estimated age, Gi is the corresponding 
ground truth, and N is the total number of samples. 

TABLE I. THE SAMPLE IMAGES IN THE DATASET 

Age 

10 years old 20 years old 30 years old 40 years old 
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Fig. 7. General process of the proposed framework. 

D. Results and Discussion 

1) Experiment scenario: In this study, age estimation was 

carried out with various scenarios of experiments as follows: 

a) Resizing the image: 180×180 pixels, 160×160 pixels, 

140×140 pixels, and 120×120 pixels. 

b) Feature Extraction using different methods and the 

combination (LBP, LPQ, BSIF, BSIF+LBP, BSIF+LPQ, and 

LPQ+LBP). 

c) LBP Feature extraction using different radius (radius 

= 1, radius = 2, radius = 3 with same P (total number of 

neighborhood). 

d) Using the first strategy and second strategies for the 

age estimation, as explained in section III.B. 

e) Comparing MAE from extracted features without 

PCA and with PCA. 

f) Tried several variations of PCA, such as 

40,50,60,70,80, and 90 features and compare MAE. 

g) Find the optimum parameter of BSIF Filter by ICA. 
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2) Evaluation with different images scale and without 

PCA: In this paper, experiments were carried out on various 

image sizes such as 180×180, 160×160, 140×140, and 

120×120 with the first strategy and second strategy of age 

estimation using LBP, LPQ, BSIF, BSIF+LBP, BSIF+LPQ, 

and LPQ+LBP. Fig. 8 and 9 show the MAE results when 

applying the proposed framework without using PCA on 

several image sizes. From these results, it can be concluded 

that by resizing images to 180×180, 160×160, 140×140 and 

120×120 with feature extraction without PCA, the lowest 

MAE when using the BSIF method with an image size of 

180×180 of 10.612 for the first strategy and 10.600 for the 

second strategy for age estimation. Furthermore, from the 

results, we could also find that in most scenarios, if the image 

is resized to a smaller size, the MAE decreases for LBP, LPQ, 

and BSIF. However, the results are not better compared to the 

combination of features. 

3) Evaluation of LBP using different radius without PCA: 

In this study, experiments were also carried out on the radius 

of the LBP. Radius tested are 1, 2, and 3 to obtain the best age 

detection results with the lowest MAE. As shown in Fig. 10 

and 11, it is found that the lowest MAE in age detection using 

LBP radius 3. Therefore, the LBP with a radius of three will 

be utilized in all experiments. 

 
Fig. 8. Comparison results of different image size without using PCA in the 

1st strategy. 

 

Fig. 9. Comparison results of different image size without using PCA in the 

2nd strategy. 

 

Fig. 10. Comparison results of LBP radius without using PCA in the 1st 

strategy. 

 

Fig. 11. Comparison results of LBP radius without using PCA in the 2nd 

strategy. 

4) Optimal parameter evaluation for LPQ: Feature 

extraction on Face recognition uses LPQ with various window 

sizes: 5, 7, and 9, and the best results were obtained using the 

LPQ method with window size 7 [10]. For this reason, this 

study used a window size of 7. 

5) Optimal parameter evaluation for BSIF: Parameters 

that can affect the BSIF method are texture filters. Research 

for Face Recognition using texture filters BSIF with a size of 

7×7, 9×9, and 11×11 in 8 bits and the best result using 7×7 

[10]. Meanwhile, in the other research, the BSIF descriptor 

has been used with filters of the size of 13×13 and 8 bits for 

age estimation [5]. So, we will test texture filters of size 7×7, 

9×9, and 13×13 with 8 bits. From Tables II and III, it can be 

found that BSIF Texture Filter 9×9 8 bits has the lowest 

average MAE. This texture filter will be used in the entire 

experiment. 

TABLE II. BSIF FILTER COMPARISON WITHOUT PCA IN 1ST STRATEGY 

Image Size 
MAE Values 

BSIF 7×7  BSIF 9×9 BSIF 13×13 

180×180 10.771 10.612 11.015 

160×160 10.997 10.855 10.627 

140×140 10.442 10.612 11.269 

120×120 10.715 10.749 11.063 

Average 10.731 10.707 10.994 

9

10

11

12

13

LBP LPQ BSIF BSIF+LBP BSIF+LPQ LPQ+LBP

180x180 160x160 140x140 120x120

9.5

10

10.5

11

11.5

12

12.5

13

180x180 160x160 140x140 120x120

11

11.5

12

12.5

13

13.5

14

14.5

180x180 160x160 140x140 120x120

Radius 1 Radius 2 Radius 3

11

12

13

14

15

180x180 160x160 140x140 120x120

Radius 1 Radius 2 Radius 3
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TABLE III. BSIF FILTER COMPARISON WITHOUT PCA IN 2ND STRATEGY 

Image Size 
MAE Values 

BSIF 7×7 BSIF 9×9 BSIF 13×13 

180×180 10.762 10.6 11.004 

160×160 10.982 10.877 10.634 

140×140 10.402 10.607 11.272 

120×120 10.719 10.714 11.07 

Average 10.716 10.700 10.995 

6) Evaluation age estimation based on extraction feature: 

We use several variations of PCA feature vector sizes, such as 

40, 50, 60, 70, 80, and 90, with various image sizes of 

180×180, 160×160, 140×140, and 120×120 pixels with 

optimal parameters from LBP, LPQ, BSIF, and the 

combination BSIF+LBP, BSIF+LPQ, and LPQ+LBP. 

However, based on the result of our experiment, we will only 

display the results at 160×160 pixels because this image size 

produces the lowest MAE. Tables IV and V show the 

comparison results of several feature extraction methods for 

estimating. Based on these tables, it was found that the lowest 

MAE is generated using BSIF+LPQ with PCA 70. It achieved 

an MAE value of 9.766 in the first and 9.754 in the second 

strategies. 

7) Age estimation of public figures: After obtaining the 

best model from the previous experiment, we then utilized the 

model for estimating the age of two public figures: Ralph 

Fiennes and Indro Warkop. We utilized the BSIF+LPQ model 

with an image size of 160×160. Due to limited data on these 

two public figures, the PCA was not performed. Fig. 12 and 

13 show the age estimation of these public figures at different 

ages. Our model achieved MAE of 10.428 and 11.142 at the 

first and second strategies for Ralph Fiennes. On the other 

hand, the model achieved an MAE of 12.142 and 13.142 in the 

first and second strategies for Indra Warkop. 

 

Fig. 12. Estimated age of Ralph Fiennes. 

 

Fig. 13. Estimated age of Indro Warkop. 

TABLE IV. MAE COMPARISON WITH IMAGE SIZE OF 160×160 PIXEL IN 1ST STRATEGY 

Method Without PCA PCA 40 PCA 50 PCA 60 PCA 70 PCA 80 PCA 90 

LBP 12.350 11.632 11.674 11.586 11.449 11.762 11.736 

LPQ 11.297 10.986 10.635 10.709 10.95 10.696 10.672 

BSIF 10.855 10.411 10.448 10.326 10.106 10.578 10.599 

BSIF+LBP 11.140 10.678 10.692 10.695 10.698 10.482 10.468 

BSIF+LPQ 10.711 10.323 9.953 10.197 9.766 10.344 10.134 

LPQ+LBP 11.073 10.507 10.486 10.506 10.662 10.861 10.759 

TABLE V. MAE COMPARISON WITH IMAGE SIZE OF 160×160 PIXEL IN 2ND STRATEGY 

Method Without PCA PCA 40 PCA 50 PCA 60 PCA 70 PCA 80 PCA 90 

LBP 12.327 11.628 11.628 11.598 11.448 11.749 11.720 

LPQ 11.274 11.018 10.620 10.707 10.921 10.706 10.699 

BSIF 10.877 10.387 10.436 10.334 10.087 10.642 10.622 

BSIF+LBP 11.184 10.718 10.733 10.720 10.680 10.471 10.490 

BSIF+LPQ 10.683 10.333 9.968 10.226 9.754 10.345 10.157 

LPQ+LBP 11.057 10.515 10.486 10.495 10.651 10.833 10.769 
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IV. CONCLUSION 

In this research, the age estimation framework using 
Support Vector Regression (SVR) with texture-based feature 
extraction has been successfully implemented. The proposed 
framework can detect the exact age, not based on the age 
range. Furthermore, a comprehensive experiment has been 
carried out to determine the optimal model of age estimation, 
such as the different sizes of the image, utilization of PCA, 
and applying several feature extractions and their 
combination. Based on the experiment, we have found several 
essential findings in constructing of age estimation model. 
First, image size 160×160 produced the lowest MAE level 
compared to image size 120×120, 140×140, and 180×180 
pixels. Second, utilizing the PCA after feature extraction gains 
computation time fast and gives the lowest MAE level in age 
estimation. Third, the optimal parameters for LBP, BSIF, and 
LPQ are a radius equal to three, a texture filter size of 9×9 8-
bits, and a window size set equal to seven. Finally, the optimal 
model which produces the lowest MAE is the combination of 
BSIF and LPQ methods with a PCA dimension of 70. The 
model obtained MAE values of 9.766 and 9.754 for the first 
and second strategy is 9.754, respectively. However, the 
model has limitations for estimating the age of facial images 
from Asian countries since the dataset used for the experiment 
is mostly from Western countries. Therefore, future research 
might consider the additional dataset covering various ethnic 
groups. In addition, we may use another method like ANN or 
CNN and compare that with this method for age estimation. 
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Abstract—The practise of recognising unauthorised abnormal 

actions on computer systems is referred to as intrusion detection. 

The primary goal of an Intrusion Detection System (IDS) is to 

identify user behaviours as normal or abnormal based on the 

data they communicate. Firewalls, data encryption, and 

authentication techniques were all employed in traditional 

security systems. Current intrusion scenarios, on the other hand, 

are very complex and capable of readily breaching the security 

measures provided by previous protection systems. However, 

current intrusion scenarios are highly sophisticated and are 

capable of easily breaking the security mechanisms imposed by 

the traditional protection systems. Detecting intrusions is a 

challenging aspect especially in networked environments, as the 

system designed for such a scenario should be able to handle the 

huge volume and velocity associated with the domain. This 

research presents three models, APID (Adaptive Parallelized 

Intrusion Detection), HBM (Heterogeneous Bagging Model) and 

MLDN (Multi Layered Deep learning Network) that can be used 

for fast and efficient detection of intrusions in networked 

environments. The deep learning model has been constructed 

using the Keras library. The training data is preprocessed and 

segregated to fit the processing architecture of neural networks. 

The network is constructed with multiple layers and the other 

required parameters for the network are set in accordance with 

the input data. The trained model is validated using the 

validation data that has been specifically segregated for this 

purpose. 

Keywords—Intrusion detection system; knowledge discovery 

and data mining; transmission control protocol; adaptive 

parallelized intrusion detection; constrained-optimization-based 

extreme learning machine 

I. INTRODUCTION 

IDS models can serve a wide range of purposes and 
requirements when applied in business settings. One of the 
most popular applications is the method of intrusion detection 
in personal systems or distributed settings [1]. The design of 
modern operating systems includes the implementation of 
technology that detect and prevent intrusions. However, the 

handling capabilities of these systems are currently unknown. 
As a consequence of this, the majority of customers choose to 
invest in expert intrusion detection solutions for enhanced 
levels of protection. In addition, there is a considerable need 
for IDS that may be implemented in clustered systems and 
used in servers [2, 3]. There are many commercially available 
intrusion detection systems, some of which include the Bro 
intrusion detection system, which was developed by VISTAS 
Labs and the School of Engineering, the Snort intrusion 
detection system, which is distributed under the GNU licence 
[4], Network Protocol Analyzer [6], Multi Router Traffic 
Grapher (MRTG) [7], and a few other options. On the other 
hand, the computing requirements of the majority of these 
systems, as well as their accuracy, might be enhanced. 

A. Motivation of this Research 

This research was motivated by the fact that the majority 
of currently available intrusion detection systems do not 
handle the issues listed above as part of their operational 
process. As a result, there is a need to design an effective 
intrusion detection system with mechanisms to handle data 
imbalance and concept drift while simultaneously achieving 
better accuracy and faster detection of intrusions. This 
research was carried out to fulfil this need. 

B. Objectives 

The primary purpose of this work is to create an efficient 
intrusion detection system that is capable of the identification 
of intrusion signatures in network data in real time. The 
secondary goals are as follows: 

 To develop a method of intrusion detection that is 
capable of dealing with the inherent data imbalance 
that is present within the domain in an efficient 
manner. 

 In order to effectively deal with concept drift, which is 
an essential component of the domain. 
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 To incorporate feature reduction in order to lessen the 
demands placed on the model's computational 
resources. 

 To enable quicker detection of intrusions, 
parallelization is going to have to be incorporated into 
the detection process. 

 To execute detection of intrusions in real time in order 
to minimise financial damage as much as possible. 

II. LITERATURE SURVEY 

One of the essential components of today's continuously 
networked world is the presence of an intrusion detection 
system. As a result, there have been a few examination 
promises made in this area. In this section, we will discuss 
what are the most recent commitments in the field of intrusion 
detection. The investigation of the models will be carried out 
in three important stages. "The primary section discusses the 
function of AI-based models in identifying intrusions, the 
subsequent section investigates the significance of component 
choice in this space, and the concluding section discusses the 
function of adaptable models in the field of intrusion 
detection. H. Yang et al. [8] presented a novel and factual 
model that makes use of Least Square Help Vector Machines 
(LS-SVM) in order to recognise intrusions. This model 
divides the data into subgroups that are not consistent with one 
another. A delegate test will be selected from within this 
subgroup in order to prepare the model. SVM-based intrusion 
detection systems are incorporated into another comparative 
SVM-based model for network intrusion detection models [9]. 
The most important AI methods have been implemented in a 
number of the models, and those models also demonstrate 
intriguing expectations. These models include hereditary and 
fluffy calculation based models [10], grouping and k-closest 
neighbour based models [11], IDS utilising Backing Vector 
Machines (SVM) for preparation [12, 13], and a lot of other 
similar models. These models additionally rely on signature-
based detection of intrusions in order to function well. In most 
cases, they are made as twofold classifiers, and they are 
prepared on both typical and irregular marks. Typical marks 
are the ones that are used. It was determined that the models 
were computationally incomprehensible, which resulted in 
significant time requirements. A model of IDS with several 
layers was suggested [14]. This is a component choice based 
model, which considers attacks to be layers and selects 
highlights for each of the layers in order to construct the 
detection model. It was proposed [15] to use an ongoing-based 
irregularity detection model for the purpose of network 
intrusion detection. Keeping up with adaptive mark databases 
that are not difficult to renew and reproduce under continuous 
settings is essential to this concept. In addition to this, the 
model suggests a multi-objective component determination 
method for the practical selection of attributes that will result 
in increased levels of precision. An earlier version of this 
model that deals with the detection of intrusions on systems 
that have been implanted was proposed [16]. The study [17] 
presents a proposal for a staggered intrusion detection 
paradigm that is based on peculiarity detection. A comparable 
methodology for the detection of peculiarities based on trees 
was suggested [18]. In order to identify intrusions, this model 

relies on a combination of calculations based on the Firefly 
and Hereditary algorithms. There was a proposal made for a 
grouping-based intrusion detection approach [19]. The Semi-
Directed Multifaceted Grouping Model (SMLC) that was 
proposed in this work makes use of named data in some 
capacity for the preparation process, which enables an 
adjustable detection procedure. Other semi-directed intrusion 
detection models include a group-based IDS Al- [21], a 
normal neighbour based model [22], and a semi-regulated 
model [20]. 

The models make use of fundamental techniques, which 
leads to diminished performance when applied to unbalanced 
data. The author [23] made a suggestion for a model that 
handled imbalances in the IDS. This is a real-time model that 
is based on clustering and use the RIPPER algorithm for the 
detection procedure. The research [24] presented a model with 
a similar structure that was based on the RIPPER algorithm. 
The study [25] presented an idea for an intrusion detection 
model that was based on principal component analysis (PCA). 
This paradigm is a profiling-based one, and it constructs 
profiles by making use of the intrusion signatures. Because 
this model is based on several classifications of classes, it is 
intended to recognise a wide variety of intrusion signs so that 
it can provide accurate categorizations. The study [26] 
presented a proposal that included an in-depth investigation of 
the classification models that can be utilised for intrusion 
detection in the most efficient manner. 

An efficient methodology for the selection of features has 
been proposed [27] for use with the KDD CUP 99 dataset. The 
programme was able to make fairly accurate predictions 
despite having only six characteristics to work with. In a 
similar vein, the Flexible Neural Trees model [28] was able to 
attain an accuracy of 99.19% with just four features. A model 
for the identification of intrusions that was written in A C# 
was suggested [29]. Using this method results in the creation 
of a packet sniffer that has the capacity to effectively gather 
packets from an interactive TCP session and inspect them. 
Attackers will frequently engage in packet chaffing whenever 
they are dealing with models of packet sniffers. Researchers 
can more easily identify these types of packets with the help 
of the model, which works by injecting more packets into the 
network. The study [30] presented a strategy for identifying 
stepping stone intruders in their research. This model is 
responsible for carrying out the process of intrusion detection 
by contrasting the contents of a host's incoming and outgoing 
traffic packets. When the contents are examined, the model is 
evaluated to determine whether or not it can serve as a 
stepping stone. Because of this, it is possible to make a clear 
distinction between a typical packet and an invasive packet. 
On the other hand, if the packets are encrypted, this paradigm 
for detecting intrusions may not be successful. Because of 
this, inspecting packets cannot be called a model that is 100 
percent reliable for spotting invasions. The research [31] 
presented a model for the identification of intrusions that was 
very comparable. The stepping stone attack has also been 
suggested as being detectable by using this concept. In 
contrast, this model identifies the packet source based on the 
timestamp, size, and sequence number of the data packets 
rather than by inspecting the contents of the packets 
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themselves. Even after they have been encrypted, these 
parameters are still legible; hence, this model is seen to have 
superior performance when compared to the model that came 
before it. Examining the information included within the 
packet header was also the subject of a suggestion made by 
[32]. Both [33] and [34] presented an additional method that 
makes use of the information regarding the packet count in 
order to identify the stepping stone assault. When it comes to 
fending off stepping stone attacks, connection chain 
difficulties are seen as being among the most important 
components. The author [35] presented a model that 
determines the stepping stone attack by estimating the length 
of the connecting chain as a starting point for the calculation. 
The study [36] presented a model with the aim of precisely 
determining the connecting chain more of the time. Even 
while these methods assist cut down on the amount of time 
needed for training and detection, because they are unable to 
properly deal with concept drift, they are not ideal for real-
time intrusion detection. 

III. METHODOLOGY 

Detecting an intrusion into a system typically entails 
searching through a vast repository for intrusion signatures 
that are particularly sophisticated. For this purpose, a 
complicated model that recognises these signatures is 
required. This research provides a neural network model that 
is based on deep learning and has the capability of performing 
efficient intrusion detection on network transmission data. The 
Multi Layered Deep Learning Network that has been 
suggested is a deep learning network since it is made up of a 
number of hidden processing layers at various depths across 
the network. It was discovered that detection through the use 
of the deep network exhibited effective performances when it 
came to detecting the intrusion signatures. 

A. Multi-Layered Deep Learning Networks (MLDN) 

In this paper, a Multi-Layer Deep Learning Network 
(MLDN) model is presented for the detection of intrusions in a 
timely and accurate manner. The neural network is one of the 
primary models that is utilised in the quest to make accurate 
forecasts. Deep network intrusion detection is capable of 
identifying a great number of intrinsic patterns, in addition to 
addressing issues of data imbalance and concept drift. The 
deep learning architecture that has been proposed for use in 
intrusion detection is broken down into four distinct stages. 
These stages are data pre-processing, data separation, network 
development, and model fitting. Fig. 1 illustrates the 
suggested model's design, and the corresponding pseudocode 
may be found below. 

Architecture of the Algorithm for the MLDN: 

1) Input transaction data. 

2) Perform data pre-processing to eliminate 

inconsistencies. 

3) Separate the data into three categories: training, testing, 

and validation. 

4) Construct the neural network using the input data as a 

basis. 

a) Create Layer and assign activation function. 

b) Determine Epoch. 

c) Assign Learning rate. 

d) Assign Optimizer and Loss function. 

e) Data Shuffling. 

f) Create Layer and assign activation function b. 

5) Get the process of network training off the ground. 

6) Validate the trained model by using the data from the 

validation. 

7) Using the results of the tests, determine the final 

forecast. 

B. Data Collection 

The model has been validated through the utilisation of 
industry-standard benchmark datasets such as NSL-KDD, 
KDD CUP 99, and Koyoto 2022+ datasets. 

C. Data Pre-Processing Phase 

In most cases, neural networks are unable to effectively 
manage all of the different types of data that are incorporated 
into network data. They are only able to deal with data of the 
double type, and they require all of the data to fall within the 
same range in order for it to be relevant to both sets of 
characteristics. These criteria are dealt with during the pre-
processing phase. The procedures that were carried out during 
the pre-processing phase are illustrated in Fig. 2. Data 
normalisation follows data imputation. One of the necessary 
pre-processing steps that must be completed before working 
with real-time data is known as data normalisation. The 
operational nature of machine learning models makes it 
necessary to implement a significant amount of 
standardisation. 

 

Fig. 1. Proposed MLDN architecture. 
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Fig. 2. Data pre-processing. 

Every machine learning model has the tendency to fit 
functions to the data that is provided. In most cases, the 
weights that are applied to an attribute are what decide the 
level of relevance that the attribute has. The process of fitting 
the functions has a tendency to become more difficult when 
the training data comprises values that fall within a wide range 
of values. If any of the attributes include significant values, 
this will ultimately result in the actual value being the one to 
determine the significance of the variable. Because of this, the 
weights that were assigned are likely to be useless. As a 
consequence of this, it becomes vital to transform all of the 
data into comparable ranges so that consistency can be 
achieved throughout the process of prediction. The three 
normalising techniques that are employed the most frequently 
and extensively are the min-max normalisation, the z-score 
normalisation, and the decimal scaling. The original data 
range is transformed in a linear fashion with the application of 
the Min-Max normalisation. This is demonstrated by: 

    (
         

               
)           (1) 

where "x" represents the normalised value and "x" 
represents the actual value of the attribute A. The data will be 
scaled between the predetermined limits [C, D], which are 
denoted by the letters C and D. Another method that can be 
utilised in the normalisation process is known as the Z-score 
normalisation method. The data are normalised between the 
intervals of 0 and 1 using this model. This follows logically 
from the formula. 
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where xi' and xi are the normalised and actual values of the 
attribute A, A is the mean value for the attribute A, and std(A) 
is given by where xi' and xi are the normalised and actual 
values of the attribute A. 
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where "n" refers to the total number of rows or instances 
contained inside the data. The decimal scaling approach is the 
simplest one, and it yields results that are dependent on both 
the current value and the highest value that can be found in the 
property. This is demonstrated by 

    
 

       (4) 

If x' represents the normalised value, x represents the 
actual value of the attribute A, and j represents the number of 
digits that make up the highest possible number in the variable 
A. 

For the purpose of normalisation, this study makes use of 
Min-Max Normalization because it provides the benefit of 
being able to set both the minimum and the maximum values. 

D. Data Segregation Phase 

Now that the data have been standardised, the models may 
be trained using them. On the other hand, it is essential to keep 
in mind that model validation is a requirement that must be 
met by any machine learning model. Because of this, the 
normalised training data is separated into three distinct 
components: the training data, the testing data, and the 
validation data. The data is divided in accordance with the 
proportions 7:2:1. Seventy percent of the total data set is used 
to sample the training set, twenty percent of the total data set 
is used to sample the test set, and ten percent of the total data 
set is used for validation purposes. After the data have been 
separated, the training data will be utilised in order to 
construct the trained model. 

E. Network Construction Phase 

During this phase, a deep neural network model is utilised 
to facilitate the efficient identification of intrusion signatures 
derived from the transmission data. In order to construct the 
neural network, the deep learning library known as Keras was 
utilised. A neural network, often called an artificial neural 
network, is a network of neurons that collaborates to perform 
effective machine learning. Neural networks are also 
sometimes referred to by its other name, natural neural 
networks. Neurons, often referred to as perception, are the 
individual processing pieces that are used to construct neural 
networks. As can be seen in Fig. 3, a single neuron has 
numerous inputs coming into it, but it only produces a single 
output. 

 

Fig. 3. Neuron: A view. 

On the other hand, these inputs cannot be independently 
acted upon. As a consequence of this, the relative significance 
of each input is reflected in the weights that are assigned to it. 
Real numbers (w1, w2,...) are the typical notation used to 
express weights. The output of a neuron is often a weighted 
aggregate of the neuron's input value and the weights that 
accompany that value. This is demonstrated by 

         ∑   
 
       (5) 
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where “the activation function, w and x are the weights and 
inputs of the neuron”, and the symbol for the activation 
function. An input layer, one or two processing or hidden 
layers, and an output layer are the typical layers that make up 
a neural network. In most cases, the network also contains an 
output layer. Each layer is made up of multiple neurons, each 
of which is responsible for processing the information 
received in that layer and producing the appropriate outputs. 
Fig. 4 is an illustration that provides a general representation 
of a neural network. 

 

Fig. 4. A simple neural network. 

Every layer in the network operates based on the input that 
was provided by the layer that came before it, carries out 
operations as specified by Eq. (5), and then passes along its 
output to the layer that comes after it. One variety of artificial 
neural network is known as a deep neural network. This 
network has several hidden layers within its structure. The 
technique of running a deep neural network is identical to the 
process of running an artificial neural network; however, the 
addition of more layers results in the provision of improved 
prediction capabilities on vast and difficult situations. They 
are typically utilised in fields that call for the analysis of 
massive amounts of complex data that contain a number of 
properties. Because the field of network intrusion detection 
entails the processing of massive volumes of data with 
complicated patterns, a deep neural network would be an 
effective solution to the issue. Keras is a deep learning 
package that is open source and based on the programming 
language Python. It makes it possible to create neural 
networks. The fact that Keras is a high-level library means 
that it can simply and efficiently integrate with a number of 
different low-level systems. This is the primary benefit of 
using Keras. In its current state, Keras is compatible with 
TensorFlow, Theano, MXNet, and Microsoft Cognitive 
Toolkit. Keras is typically combined with low-level base 
libraries like as TensorFlow and Theano. These are the two 
most popular low-level base libraries. The fact that Keras was 
designed from the ground up to be extensible, modulatory, and 
minimalistic is undoubtedly its most significant selling point. 
When used with TensorFlow, Graphics Processing Units 
(GPUs) can also be used in conjunction with Tensor 
Processing Units (TPUs) for improved and more rapid 
processing. This is yet another advantage of the Keras 
framework, which was developed with the facilities to include 
GPUs from the start. 

Both the sequential API and the functional API can be 
used to construct Keras models. The sequential API is the 
more traditional method. Models can be built layer by layer 
using the sequential application programming interface. This 
type is suitable for the vast majority of the applications that 

are now available. Nevertheless, the approach does not 
perform very well when used to applications that share layers 
or that have several inputs or outputs. The functional API 
makes it possible to create networks that are more adaptable 
and diverse. It enables connections with layers at any level, 
which in turn makes it possible to create networks with a 
greater degree of complexity. Image processing, audio and 
video processing, and natural language processing are just few 
of the applications that typically make use of them. To 
construct the network, this work makes use of the sequential 
Application Programming Interface. 

The neural network model is constructed with the help of 
the sequential application programming interface. An input 
layer, several hidden layers, and an output layer make up the 
network. Each of these levels is sandwiched between two 
other layers. In this particular investigation, the learning rate is 
0.3. The rate at which the model must advance in order to 
become closer and closer to the correct response is known as 
the learning rate. A slower rate of convergence is indicated by 
smaller numbers, while a faster rate of convergence is 
indicated by larger values. Larger values may cause the model 
to bypass the optimal solution. As a consequence of this, it is 
necessary to identify the option that offers the highest value 
taking into account the circumstances. At this time, level 50 
has been selected for the period. Epochs are the intervals of 
time during which the neural network model is provided with 
training data so that it can acquire new skills. Higher epochs 
produce better models. On the other hand, extreme care needs 
to be taken to prevent the model from being overfit. The 
parameters that were utilised are detailed in Table I. 

TABLE I. NEURAL NETWORK PARAMETERS 

Parameter Value 

Network Type Sequential 

Batch Size 64 

Epochs 50 

Learning Rate 0.1 

Shuffle True 

Validation Data Provided 

Optimizer Adam 

The data that is being sent to the neural network has been 
shuffled to ensure that it is not arranged in any particular way 
before it is sent there. The network will benefit from this in 
the form of generic training. The validation data has been 
added to the network in order to ensure accurate prediction 
and also to prevent the network model from being overly 
tailored to the data. In order to perform the process of 
iteratively adjusting the weights of the neural network model 
depending on the data, an Optimizer algorithm is required to 
be utilised. The Adam optimizer is utilised right here. The 
Stochastic Gradient Descent algorithm has been expanded 
upon in order to create the Adam optimizer. The learning rate 
determines the level of update that is available. In order to 
generate adaptable learning rates, the algorithm modifies the 
levels of the learning rate at increasingly frequent intervals 
throughout the training process. This helps in better 
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identifying the best possible solution to the problem. As a 
result, the Adam optimizer continues to be one of the 
optimizer algorithms that is utilised the most in neural 
networks. 

The neural network that is suggested will have different 
layer configurations constructed into it depending on the 
dataset that is being analysed. It is intended for each of these 
layers to have a substantial thickness. When all of a layer's 
nodes are connected to all of the nodes of the layer that 
follows it, we refer to that layer as dense. This contributes to 
the construction of a network that broadcasts all of its 
discoveries to every accessible node on the network. 

The input layer is the first layer that is created. The total 
number of attributes that are included in the training data is 
typically used to determine how many nodes should be present 
in the input layer. The model that has been proposed is made 
up of two discrete levels. Multiple neurons are incorporated 
into the design of the hidden layers. In this particular 
experiment, the successive layers each make use of 100 and 
50 neurons. One neuron is present in the output layer that 
comes last. Since the issue that is being worked on is a binary 
classification issue, it would be sufficient to use a single 
neuron that was programmed with the output probability. 

In addition to these qualities, activation functions are an 
extremely important factor in determining the effectiveness of 
the neural network. The activation function of a node in a 
neural network is what decides what the output of that node 
will be given the set of inputs for that node. This output is 
used as an input by the node that is located on the layer below. 
In most cases, the value that is produced by an activation 
function falls somewhere in the range of 0 to 1 or -1 to 1. 

The activation function that is used is what determines the 
actual output that is produced. Other activation functions are 
available, however the sigmoid (Shown in Fig. 5), hyperbolic 
tangent (tanh), Rectified Linear Units (ReLU), and linear 
activation functions are the most frequent ones used in neural 
networks. Other activation functions are also available. In 
most cases, the sigmoid activation function has the form of the 
equation below: 

     
 

          
   (6) 

 

Fig. 5. Sigmoid activation function. 

The range of the curve, which is S-shaped, is between 0 
and 1, and the range of the curve itself is between 0 and 1. The 
fact that this function's range is [0, 1], which makes 
optimization more difficult, is the function's primary 
drawback. Because of its slow convergence, it is particularly 
well-suited for issues involving binary categorization. It has a 
problem with the gradient disappearing into nothingness. The 
activation function of the hyperbolic tangent, abbreviated as 
tanh, takes the form 

      
           

           
  (7) 

 

Fig. 6. TanH activation function. 

 

Fig. 7. ReLU activation function. 

The ReLU function ranges between 0 and 1 (Fig. 7). It 
provides six times better convergence compared to TanH. The 
model is recommended for usage in intermediate layers, as it 
might lead to dead neurons if the input contains negative 
values. In the proposed approach the input and hidden layers 
use ReLU activation function, while the output layer uses 
linear activation. The S curve can also be seen in this 
function's plot. On the other hand, the output values are in the 
range of -1 to 1. This makes it much simpler to perform 
optimizations. However, this function also has a problem 
called vanishing gradient, which makes it difficult to evaluate 
(Fig. 6). 

The phenomenon known as the "vanishing gradient 
problem" typically occurs in models such as neural networks 
that permit the backpropagation of errors. The fact that errors 
are typically calculated in the final output layer is the most 
significant problem. As a result, the layer that comes 
immediately before the final layer is responsible for handling 
the faults that have the greatest impact. However, despite the 
fact that faults are passed on to early layers, each layer is 
responsible for handling problems and only passes on errors 
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that are still present to subsequent layers. As a consequence of 
this, the earliest layers do not typically get a significant 
amount of influence from the faults. Because of this, the early 
layers are the ones that take the most time to train. On the 
other hand, the early layers are the ones in charge of 
recognising fundamental patterns, which serve as the 
fundamental constituents of the neural network model. The 
whole neural networks model converges more slowly as a 
consequence of this issue. This problem was addressed with 
the development of the ReLU function. This is the form it 
takes. 

F. Model Fitting Phase 

The building of a functional model or architecture is 
required before the neural network can be created in the phase 
that came before this one. Fig. 8 depicts the order in which an 
artificial neural network model is developed and put into 
operation. The process of model fitting is the activity that 
actually carries out the training of the network. Before moving 
on to the next step, the data is first partitioned into two distinct 
sections: the data section and the labels section. The data part 
contains the attributes, with the exception of the class 
attribute; the class attribute is located in the labels section. The 
data from the training session are input into the neural network 
model so that it can perform the necessary analysis. The epoch 
value determines the total number of training iterations that 
the backpropagation network undergoes before being 
considered fully trained. The training continues until an error 
rate that meets the requirements is achieved. The data that 
needs to be forecasted is sent over this network, and then the 
conclusions drawn from those predictions are obtained. 

 

Fig. 8. Neural network operational sequence. 

IV. RESULTS AND DISCUSSION 

Python and the Keras library suite were used to create the 
MLDN architecture that has been presented. The model has 
been validated through the utilisation of industry-standard 
benchmark datasets such as NSL-KDD, KDD CUP 99, and 
Koyoto 2022+ datasets. The network is constructed with the 
help of Sequential API, and then the layers that make up the 
neural network are added. To properly analyse each dataset, a 
unique network architecture will need to be developed. Tables 

II, III, and IV present the structures that were developed for 
each of the datasets that were utilised. 

TABLE II. NEURAL NETWORK CONFIGURATION FOR NSL-KDD 

Layer 

(Type) 

Activation 

Function 

Input 

Dimension 

Output 

Shape 

No. of 

Parameters 

Input 

(Dense) 
Linear 41 (None,80) 3360 

Processing 

1 (Dense) 
ReLU 80 (None,100) 8100 

Processing 

2 (Dense) 
ReLU 100 (None,50) 5050 

Processing 

3 (Dense) 
ReLU 50 (None,50) 1530 

Output 

(Dense) 
Linear 30 (None,1) 31 

Total No. of Parameters 18,071 

Trainable Parameters 18,071 

Non-trainable Parameters 0 

TABLE III. NEURAL NETWORK CONFIGURATION FOR KDD CUP 99 

Layer 

(Type) 

Activation 

Function 

Input 

Dimension 

Output 

Shape 

No. of 

Parameters 

Input (Dense) Linear 38 (None,50) 1950 

Processing 1 

(Dense) 
ReLU 50 (None,250) 12,750 

Processing 2 

(Dense) 
ReLU 250 (None,100) 25,100 

Processing 3 

(Dense) 
ReLU 100 (None,50) 5050 

Output 

(Dense) 
Linear 50 (None,1) 51 

Total No. of Parameters 44,901 

Trainable Parameters 44,901 

Non-trainable Parameters 0 

TABLE IV. NEURAL NETWORK CONFIGURATION FOR KOYOTO 2022+ 

Layer 

(Type) 

Activation 

Function 

Input 

Dimension 

Output 

Shape 

No. of 

Parameters 

Input 

(Dense) 
Linear 18 (None,50) 950 

Processing 

1 (Dense) 
ReLU 50 (None,200) 10200 

Processing 

2 (Dense) 
ReLU 200 (None,100) 20220 

Processing 

3 (Dense) 
ReLU 100 (None,20) 2020 

Output 

(Dense) 
Linear 20 (None,1) 21 

Total No. of Parameters 33,291 

Trainable Parameters 33,291 

Non-trainable Parameters 0 
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Fig. 9 presents the results of an evaluation of how well the 
suggested MLDN model performed on the NSL-KDD, KDD 
CUP 99, and Koyoto 2022+ datasets in terms of their 
respective ROC charts. The False Positive Rate (FPR) is 
represented by the x-axis, and the True Positive Rate is 
represented by the y-axis in this graph (TPR). It is anticipated 
that an effective model will demonstrate high levels of TPR 
while exhibiting low levels of FPR. After the points have been 
plotted, the graph demonstrates that the suggested model has 
ROC curves that are located at the (0, 1) or top-right position. 
This indicates that the proposed model is effective. Fig. 10 
depicts the PR curve, which represents the accuracy and recall 
levels of the proposed model over all three datasets. An 
efficient model should display high values on the x-axis for 
recall and also display high values on the y-axis for precision 
(y-axis). The graph that represents the PR plot demonstrates 
that all three datasets have high levels of accuracy and recall, 
which demonstrates that the suggested model has a high level 
of prediction performance. 

On the NSL-KDD, KDD CUP99, and Koyoto 2022+ 
datasets, the values that were obtained for a variety of 
performance measures such as FPR, TPR, Recall, and 
Precision, among others, are provided in Table V. The MLDN 
model that was proposed has levels of TPR and Precision that 
are extremely high, which is an indication of its effectiveness 
in predicting intrusion signs. In a similar vein, a high TNR 
level is indicative of the fact that the presented model 
demonstrates excellent prediction efficiency when it comes to 
anticipating normal transmission signals. In a similar vein, low 
FPR and FNR levels of less than one percent imply that the 
model has exceptionally low levels of incorrect predictions. 
As a result of this, it is abundantly clear that the MLDN model 
that was proposed is efficient and offers good performance. 

 

Fig. 9. ROC curve comparison of MLDN. 

 

Fig. 10. PR curve comparison of MLDN. 

Alterations were made to the settings of the parameters, 
and a sensitivity analysis was carried out on each of the three 
datasets in order to determine how the learning rate and the 
number of epochs affected the results. During the study, 
multiple parameter pairs were employed, and the accuracy that 
was acquired for each parameter combination was used during 
the analysis. 

Table VI contains the acquired results for perusal. Within 
the first five sets, the learning rate is manipulated while the 
epoch is held constant (P1 to P5). It was possible to see that, 
as the learning rate was decreased, the performance on all tree 
datasets tended to decline to some degree, and this tendency 
increased as the learning rate was decreased further (P1 and 
P2). The learning rate is decreased, and as a result, the model 
takes increasingly minute steps in the direction of the best 
answer. As a result, 50 epochs were insufficient to accomplish 
the goal of achieving convergence. Taking the example of 
P11, where the number of epochs is increased, demonstrates 
that the model was able to reach convergence. When the 
learning rate is increased, such as in P4 and P5, the results 
demonstrate a decrease in performance. 

TABLE V. PERFORMANCE ANALYSIS OF MLDN 

Measures NSL-KDD KDD CUP 99 Koyoto 2022+ 

FPR 0.001934 0.001254 0.005605 

TPR 0.991718 0.998519 0.93578 

Recall 0.991718 0.998519 0.93578 

Precision 0.997917 0.995079 0.953271 

TNR 0.998066 0.998746 0.994395 

FNR 0.008282 0.001481 0.06422 

Accuracy 0.995 0.9987 0.988012 

F-Measure 0.994808 0.996796 0.944444 

AUC 0.994892 0.998632 0.965087 

TABLE VI. SENSITIVITY ANALYSIS RESULTS 

Parameter 

Set 

Learning 

Rate 
Epochs 

NSL-

KDD 

KDD CUP 

99 

Koyoto 

2022 

P1 0.1 50 0.94 0.937 0.913 

P2 0.3 50 0.97 0.959 0.944 

P3 0.5 50 0.995 0.999 0.979 

P4 0.7 50 0.991 0.999 0.973 

P5 1 50 0.89 0.926 0.851 

P6 0.5 10 0.72 0.69 0.583 

P7 0.5 25 0.79 0.829 0.811 

P8 0.5 70 0.995 0.999 0.979 

P9 0.5 100 0.995 0.999 0.979 

P10 0.5 200 0.995 0.999 0.979 

P11 0.3 200 0.995 0.999 0.978 
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This is because an increased learning rate results in big 
steps, and as a consequence, the model has a tendency to miss 
the ideal convergence point. Epochs are changed while the 
learning rate remains the same in parameter sets P6 to P10. It 
is clear from the reduced epochs (P6 and P7) that the model is 
not being given a long enough period of time to converge. As 
a result, the highest possible degree of precision is not 
achieved. The highest levels of precision can be attained when 
the period is advanced to 50 (P3) and beyond (P8 to P10). It 
has been noticed that using 50 epochs provides the highest 
level of accuracy. After reaching this point, increasing the 
number of epochs will have no effect on the performance 
because convergence will have already been reached by that 
point. 

It is possible to summarise that the rate of learning plays 
an essential part in the achievement of successful results. It is 
vital to locate the best convergence level and the sweet spot 
that corresponds to it. Any number less than this point 
necessitates additional time for the model to converge, and 
any value greater than this point will cause the model to miss 
the point at which it converges. Epochs represent the number 
of times that the training data should be iterated through by 
the model in order to reach convergence. If there are fewer 
epochs than necessary, the model will not have enough time to 
converge, and if there are more epochs than necessary, there 
will be an additional time overhead with no improvement in 
performance. In addition to that, it will also result in 
overfitting, which is why it ought to be avoided. Comparisons 
are made between the HBM model proposed in Part 3 and the 
APID model proposed in Part 4 in terms of TPR, TNR, 
Precision, F-Measure, and AUC on the NSL-KDD, KDD CUP 
99, and Koyoto 2022+ datasets, which are depicted in Fig. 11 
to 19. 

A comparison of TPR, TNR, Precision, F-Measure, and 
AUC on NSL-KDD data demonstrates that the MLDN model 
exhibits better prediction levels when compared to APID and 
HBM (Fig. 11 to 13). This is shown by the fact that the 
MLDN model has a higher AUC. 

 

Fig. 11. Comparison of TPR and TNR of MLDN, HBM and APID on NSL-

KDD. 

 

Fig. 12. Comparison of precision and F-Measure of MLDN, HBM and APID 

on NSL-KDD. 

 

Fig. 13. Comparison of AUC of MLDN of MLDN, HBM and APID on NSL-

KDD. 

 

Fig. 14. Comparison of TPR and TNR of MLDN on KDD CUP 99. 

 

Fig. 15. Comparison of precision and F-Measure of MLDN on KDD CUP 99. 

 

Fig. 16. Comparison of AUC of MLDN on KDD CUP 99. 

Analysis of performance on KDD CUP 99 dataset shown 
in Fig. 14 to 16 demonstrate that in comparison to the APID 
model, the performance of the MLDN model that has been 
proposed is superior. In contrast to this, the performance 
levels demonstrate a marginal drop of 0.1% when measured 
against the HBM model. The levels of reduction are so 
negligibly very low that they can be ignored as a result. 
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Fig. 17. Comparison of TPR and TNR of MLDN on Koyoto 2022+. 

 

Fig. 18. Comparison of precision and F-Measure of MLDN on Koyoto 

2022+. 

 

Fig. 19. Comparison of AUC of MLDN on Koyoto 2022+. 

When compared to the other models, the performance of 
the proposed MLDN model on the Koyoto 2022+ datasets 
shows a slight decrease in the performance with respect to 
certain metrics such as TPR and F-Measure. Even in this case, 

the reductions are extremely minimal and, as a result, are 
insignificant. 

Table VII provides a tabular representation of the 
performance comparisons that were made. The table 
demonstrates that the overall performance of the proposed 
models was found to be high and effective, despite the fact 
that there are slight reductions and elevations in the 
performance levels of the proposed models. 

Table VIII presents a comparison of the amount of time 
spent training and testing the APID, HBM, and MLDN 
models. Training is carried out using 70 percent of the records 
contained in the data, while testing has been carried out using 
30 percent of the records across all of the datasets. The HBM 
model has the most efficiency with regard to its use of time, 
followed by the APID model and then the MLDN model. 
Testing requirements for the MLDN model are always less 
than one second, which is a low requirement that corresponds 
to a real-time prediction scenario. The training requirements 
for the MLDN model are quite high. In addition, the little 
increase in the amount of time needed could be neglected due 
to the significant boost in terms of performance, which would 
make the MLDN model the most effective performer when it 
comes to the detection of intrusions in networks. 

The results of a comparative analysis of the proposed 
MLDN model with the HBM model, the APID model, and 
models proposed by [5, 6], [7], [8], and [9] are shown in Fig. 
20 to 22. This analysis compares the proposed MLDN model 
with the HBM model and the APID model. 

In comparison to other models that are currently available 
in the literature, the suggested models have a higher level of 
accuracy in their prediction, as shown in Fig. 20 to 22. The 
MLDN model produces the best results in terms of 
performance, followed by the HBM model, which delivers the 
results with the next best performance. After this comes the 
APID model, and after that comes the models that already 
exist in the literature. 

TABLE VII. PERFORMANCE COMPARISON OF APID, HBM AND MLDN 

Measures 
NSL-KDD KDD CUP 99 KOYOTO 2022+ 

APID HBM MLDN APID HBM MLDN APID HBM MLDN 

TPR 0.99 0.99 0.99 0.99 1.00 1.00 0.98 0.88 0.94 

Precision 0.99 0.99 1.00 0.99 1.00 1.00 0.94 0.88 0.95 

TNR 0.97 0.99 1.00 0.97 1.00 1.00 0.99 0.99 0.99 

Accuracy 0.99 0.99 1.00 0.99 1.00 1.00 0.99 0.98 0.99 

F-Measure 0.99 0.99 0.99 0.99 1.00 1.00 0.96 0.88 0.94 

AUC 0.98 0.99 0.99 0.98 1.00 1.00 0.99 0.93 0.97 

TABLE VIII. TIME COMPARISON OF APID, HBM AND MLDN 

 NSL-KDD KDD CUP 99 Koyoto 2022 

 Training (sec) Testing (sec) Training (sec) Testing (sec) Training (sec) Testing (sec) 

MLDN 50 0.259 4 0.316 2 0.279 

HBM 2.24 0.21 0.209 0.102 0.107 0.098 

APID 2.42 0.302 0.257 0.108 0.0962 0.054 
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Fig. 20. Comparison of accuracy of MLDN with state-of the-art models on 

KDD CUP 99. 

 

 

 

Fig. 21. Comparison of accuracy of MLDN with state-of the-art models on 

NSL-KDD. 

 

Fig. 22. Comparison of accuracy of MLDN with state-of the-art models on 

Koyoto 2022+. 

A tabular representation of the findings is presented in 
Table IX. The best results are highlighted in bold below. It 
was found that the proposed models performed better than all 
of the existing models that were researched and used as a 
point of comparison in the literature. In general, methods are 
constructed with data as their foundation. When utilised with a 
wider variety of data, such data-specific models are unable to 
generate results that are beneficial. This particular illustration 
could be effectively noticed in models from the literature, 
where models perform better in certain cases while performing 
worse in others. Because the models that are provided are 
generic, it is possible to see that the proposed model performs 
well regardless of the dataset that is being used. This is 
because the offered models are general. 

TABLE IX. PERFORMANCE COMPARISON WITH STATE-OF-THE-ART 

MODELS 

KDD 

Technique Accuracy 

APID 0.99 

HBM 1.00 

MLDN 1.00 

CANN 0.99 

LMDRT-SVM 0.99 

LMDRT-SVM2 0.99 

NSL-KDD 

Technique Accuracy 

APID 0.99 

HBM 0.99 

MLDN 1.00 

LMDRT-SVM 0.99 

LMDRT-SVM2 0.99 

TVCPSO-SVM 0.98 

TVCPSO-MCLP 0.97 

OS-ELM 0.98 

Koyoto 2022+ 

Technique Accuracy 

APID 0.99 

HBM 0.98 

MLDN 0.99 

OS-ELM 0.96 

LMDRT-SVM 0.98 

LMDRT-SVM2 0.98 

V. CONCLUSION 

The initial work provides the Adaptive Parallelized 
Intrusion Detection (APID) model, which is utilised for 
finding intrusion signs from data that is sent within a network. 
This model was developed by the researchers. The 
transmission data that is later sent to the model is first 
subjected to pre-processing, and then training bags are 
produced. The training data bags are then given to the learners 
at the basic level. The training for every base learner is 
determined by the training bag that is given to it. The learner 
that demonstrates the best prediction rates in terms of normal 
data prediction and in terms of the best overall prediction is 
determined to be the basic learner. 

 The final predictions are obtained by utilising heuristic-
based combiners, after which the test data are forecasted by 
using all of the basic learners. After that, the ensemble is 
retrained based on the false predictions to produce an adaptive 
model that is capable of changing itself to produce better 
predictions over the course of time. Despite the fact that the 
model delivers impressive results, it is not appropriate for use 
for processing large amounts of data because of the significant 
computational cost connected with it. In the following 
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contribution, a Heterogeneous Bagging based Model, or 
HBM, is presented with the goal of reducing complexity 
levels. This model features an improved bagging method that 
makes it possible to detect intrusions both more quickly and 
more accurately. The training data is divided up into various 
bags that also overlap with one another. Both the Decision 
Tree and Random Forest models are utilised here as the 
foundation learners for the model. The bagging procedure is 
altered in such a way that each data bag is made available to 
both models. Each of the bags that are constructed gets its own 
unique set of several pairs of base learners. 

 On the basis of these models, predictions are made, and 
the results of those predictions are combined with the votes 
from the voting combiner. While this model does a better job 
of simplifying complex processes, its performance is 
marginally inferior. A deep learning network-based intrusion 
detection model, known as the MLDN, is presented as the last 
contribution. This is done in order to improve efficiency. The 
Keras library was utilised during the construction of the deep 
learning model. In order to accommodate the specific 
processing architecture of neural networks, the training data is 
preprocessed and partitioned. 

The network is built with various layers, and all of the 
other necessary parameters for the network are configured 
based on the data that is entered. Validation of the trained 
model is accomplished by employing the validation data that 
has been meticulously isolated for the sole purpose of 
fulfilling this requirement. Standard benchmark datasets, such 
as KDD CUP99, NSL-KDD, and Koyoto 2022+ datasets, 
were utilised in the experiments that were carried out. 
Comparisons were made with previously published models 
that were already in existence. The analysis was carried out 
using the existing standard performance metrics for classifiers, 
which included TPR, FPR, TNR, FNR, Precision, Recall, F-
Measure, and Accuracy. According to the findings, the 
proposed models appear to have superior performance levels 
when compared to the standard models that are currently in 
use. 
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Abstract—The coloring of sketches has a constant market 

demand in the area of research. The difficulty of the coloring 

sketch outline is its lack of texture and color. Take footwear 

design as an example, it is difficult for designers to complete a 

colorful sketch in a limited time, so an artificial intelligence 

technology for coloring shoes is required. Though we do not 

build a new GAN, which is based on pix2pix. We try to integrate 

the existing model in four ways, including generator, 

discriminator, loss function and comparison. In this paper, given 

a set of edges-to-shoes that have 50,025 shoe images, our 

approach produces an image with vivid shoes images. Unlike the 

recent research, our approach is not based on a unique 

adversarial training. We show that shoe sketches can be 

synthesized from simple lines by a GAN into a high-resolution 

picture. In particular, we offer a new model to synthesize high-

resolution photo-realistic images of shoes, and apply a multi-

discriminator to train and distinguish the generated images. Our 

model enables the shoe designer to benefit from the colorization 

design. 

Keywords—Footwear sketch; generative adversarial network; 

image to image translation; colorization 

I. INTRODUCTION 

In the footwear industry, color sketch is a time-consuming 
step in design period for designers. Creating a concept map of 
colorful shoes requires a professional color, composition and 
valid use of shade and texture. This process demands 
experienced drawing expertise and a good sense of design 
aesthetics. Even the experts would spend much time coloring 
the sketches. 

In the design process, designer may decrease the needless 
hours if they overcome the colorization issues. As a result, a 
standalone coloring system can be a suitable solution for the 
footwear design industry. With the help of this system, the 
newcomer can be inspired, while professors save more time on 
color compositions of product sketches. This idea may totally 
change the fundamental structure of product development, 
which do optimize the industrial structure. 

 However, a lot of challenges remain to achieve this 
process. At first it is hard for the machine to understand the 
sketches of footwear which have innumerable drawing styles. 
As well, footwear sketches have a limited expression. What’s 
more, there is no guidance for a machine to make colorizing 
decisions. 

While deep learning in IT vision research is becoming a hot 
topic, alternative learning-based methods have been developed. 
For example, Mathias Eitz presented an interactive pattern 

recognition system that can identify a human sketch object [1]. 
Christopher Hesse has operated an online system that can 
generate cat images from the edges [2]. Although these 
systems can successfully turn a user sketch into a colorful 
object, such an application still cannot meet the designer’s 
expectation. In addition, it is hard to shape high-resolution 
images and images with details and texture. Due to the 
limitation of an experimental topic, there are still has many 
opportunities to make progress. 

In this article, we propose a method that allows users to 
enrich their design with hand-made shoes, color based on the 
Generative Adversarial Networks (GAN). GANs can classify 
the real or fake images, while forming a model that can 
minimize the loss. We form our network on an open access 
edge-to-shoes dataset using a new approach that creates high-
resolution images. Different from the previous results with 
little detail and realistic textures, we explore a new, robust 
adversarial learning method with multi-scale generator and 
discriminator framework. This framework can produce a result 
with better visual quality. In this process, we receive the result 
with adversarial training rather than any loss by hand-made or 
pre-trained networks. This method shows that it is possible to 
improve the addition of perception losses from pre-trained 
networks. What is more, a multi-discriminator allows a better 
performance in training and alternative quantitative 
comparison such as PSNR, SSIM and MSE can have a 
thorough analysis of the coloring footwear results. Our 
contributions may be summarized as follows: 

1) We introduce a new method called local amplifier to 

synthesize high-resolution photo-realistic images of shoes. 

2) We consume the discriminator by extending the GAN 

into a multiple framework while improving the adversarial 

loss. 

3) A quantitative comparison using the PSNR, SSIM and 

MSE is included. 

II. RELATED WORK 

A. Generative Adversarial Network 

In recent years, deep learning has unleashed another wave 
of artificial intelligence. In particular, in the areas of image 
recognition, the method based on deep learning [3, 4] has much 
improved over traditional methods. Their accuracy rate is near 
to or even greater than that of the manual identification. 

The most typical task in unsupervised learning is an image 
generation [5, 6], and the first image generation model based 
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on deep learning is Autoencoder [7]. However, Autoencoder 
do not have a specific link to measure the error between the 
reconstructed sample and the real sample. The upgrade model 
VAE, simply makes the generated images more similar to the 
database images, instead of learning the generative paradigm 
for obtaining new images. 

A new architecture called the generative adversarial 
network [8] attempts to resolve this problem. The standard 
GAN model is made up of two parts, one generator and one 
discriminator. It no longer updates the generator solely by 
measuring the similarity between the generated image and the 
actual image. However, it implements adversarial training 
through a discriminator, so that the generator can learn then 
latent picture mode. Meanwhile the distribution is nearer to the 
distribution of reality. 

Today, GAN has become the main model for picture 
generation [9, 10, 11] and even unsupervised learning. It not 
only occupies the mainstream in academia, but also has made 
great achievements in fashion, advertising, audio and video 
industries, etc. 

B. Image-to-Image Translation 

The conditional generative adversarial network [12] 
highlights, automatic Image-to-Image translation, which 
teaches input mapping to output images has been applied to 
various tasks. For instance, generating photographs from 
sketches [13] or attributes, semantic layouts [14]. Concretely, 
the generative model of Image-to-Image translation has two 
parameters or variants that are not parametric and distributes 
with special algorithms. In an Image-to-Image translation task, 
a generative model can utilize the distribution of the target 
domain by generating perfect “fake” data which named 
translated images to derive from the target domain’s 
distribution [15]. Popular Image-to-Image translation methods 
include two-domain and multi-domain [16]. First, two-domain 
can solve problems like computer vision, image processing by 
using image style transfer in photo editors to benefit from 
autonomous driving and image colorization [17]. Secondly, 
multi-domains focus on creating multiple outputs made up 
different semantic contents or style textures. 

In the future, Image-to-Image translation will increase in 
resolution and generate variable outputs. And the researchers 
will generalize the Image-to-Image translation methods within 
the image field to other aspects such as text, language, speech 
and also multimodal translation tasks. 

C. Colorization 

Colorization is a computer assisted method of adding color 
to an image or film [18]. In 1987, Markle invents a colorization 
process that paints at least one reference frame. It solved the 
image problem of visual fatigue, by segmenting images into 
regions and filling in colors. 

In the past, coloring was a time-consuming task that 
required a professional ability to paint. In order to better reduce 
processing time of sketching as shown in Fig. 1, several 
interactive technologies have been offered. Levin uses strokes 
to both indicate the colors of positive pixels and colorized 
images with optimization where similar pixels have similar 

colors [19]. Colorization technologies embrace that image 
division can be well defined in a different space. Take 
interactive manga colorization technology as an example, 
several groups gather in a mensurable cluster before 
colorization. Luan presents an interactive system through color 
labelling and color mapping for greyscale images, in the 
absence of complex texture grouping techniques that further 
improve the system usability [20]. Cheng has a high-quality 
comprehensive colorization method, but it needs to train on a 
huge set of reference image data that contains all of the objects 
[21]. Gupta introduced a sample-based solution to colorize a 
grey image, adopting a quick cascade feature mapping scheme 
to voluntarily match matches between reference and target 
images. While the process still needs to prepare a color 
example, which is semantically similar to the grey image [22]. 
In a word, automatic segmentation often failed to identify the 
complex drawing color, especially the alternative colorized 
selection of different experimental subjects. They have 
multiple sketch lines and gray image feature. For instance, a 
difference between fashion and sporty shoes. To solve this 
problem, we are going to invent more and more techniques of 
colorization. 

Nowadays, we are making advances in colorization. The 
machine can produce a colorful sketch with little mistakes 
which is impossible in the previous time presented in Fig. 2. 
Subversive colorization techniques such as CIC, LTBC, 
Pix2pix and DC used CNNs appear [23]. Generative coloring 
designs extend the unconditional image generation to a better 
vision. These optimization-based methods and learning-based 
methods have put forward to successfully colorize line 
sketches or grayscale photos. They can create dramatic color 
images without any hand-made help. 

In the coming years, especially in the field of coloring 
sketches, increasingly efficient method will be taken. And the 
object will be a variable that can inspire further investigation in 
this direction in the generative modeling of the sketch. 

 
Fig. 1. The footwear handmade sketches. 

 
Fig. 2. Sketches manual colorization. 
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III. METHOD 

To optimize outputs, we construct a conditional adversarial 
frame to generate a high-resolution shoe image from line 
sketches. Apart from generation, we use multi-discriminator 
variants which increase the difficulty of the generator screening 
sequence. Initially, a basic model of pix2pix is proven. Second, 
we explain how to accelerate the image reality and resolution 
of the picture with a GAN frame design. In addition, the 
adversarial loss is also considered, which can stabilize the 
training process. 

A. The pix2pix Baseline 

Pix2pix method is one of the extensions included in the 
conditional GAN framework for image-to-image translation 
[24]. The design framework composed of a generator G and a 
discriminator D. In our research, the aim of our generator G is 
to colorize the footwear line sketches to complete concept 
images, while the discriminator D calculated with the purpose 
of distinguish real images from the forger. The operation 
consists of a supervised setting. To sum up, the training dataset 
is provided as a pair of comparative images {(si, xi)}, where si 

is a purely footwear shape line sketch and xi is a corresponding 
real photo. The purpose of conditional GANs is modeling the 
assumed distribution of real shoe images by enriching the input 
line sketches via the underlined minimax operation: 

  

And the objection function LGAN (G, D) is given by: 

 

The pix2pix method applies U-Net as the generator [25], 
simultaneously applies fully convolutional patch-base network 
as discriminator [26]. We put a series of sketches of footwear 
line and comparative image to the discriminator as our input. 

B. Coarse-to-fine Generator 

As the resolution of the training images is unstable and the 
lesser quality, we further improve our pix2pix frame based on 
the baseline above, the figure presented in Fig. 3. In the 
beginning, we split the generator into two parts, named G1 and 
G2. Whereas G1 is a global network of generators, G2 has a 
local network of multipliers. Below is an overview of G1 and 
G2. The overall generator network’s resolution is 256 x 256, 
and the local multiplier network is calculated with an output 
twice the size of the latter. To integrate a better product image 
resolution, we can join local excess multiplier networks. For 

example, when using G1 and G2 as the generator sections, the 
resolution of the final output image is G= {G1, G2} is 512 x 
512. However, the resolution grew when G= {G1, G2, G3} is 
1024 x 1024. 

As a vital example of global generator, Johnson et al. [27] 
constructed a neural network framework for 512 x 512 image 
style transfer. The framework is composed of three parts 
including G

(F) 

1 , G
(R) 

1 and G
(B) 

1 . G
(F) 

1  represented a convolutional 
front-end, G

(R) 

1  represented as a set of residual blocks and G
(B) 

1  
represented a transposed convolutional back-end. The input of 
the generator is a 256 x 256 image, and output of our process 
operating three parts is an image of 256 x 256 in resolution. 

Apart from global generator, the local enhancer network is 
composed of three sections as well. And the components, 
respectively named G

(F) 

2 , G
(R) 

2 , G
(B) 

2 . Firstly, G
(F) 

2  is called a 
convolutional front-end. Secondly, G

(R) 

2  is called a group of 
residual blocks, G

(B) 

2  is called a transposed convolutional back-
end. We use an input line sketch image to G2 resolution of 
which is 512 x 512. Comparing to the global generator, the 
input of residual block G

(R) 

2  is made up of two feature 
schedules, the output of G

(F) 

2  and the G
(B) 

1 . This manipulation 
assists to synthesize the entire image information from G1 to 
G2. 

In our training course, we operate the global generator 
before the local enhancer at a certain resolution. After adjusting 
all the element, the global and local material for shoe line 
sketches is assembled for image compound. It is obvious that 
this image generates framework with two-scale is efficient 
[28]. Other architectures with common usage can be found, 
such as unconditional GANs or image generator. 

C. Multi-scale Discriminators 

It’s difficult for the GAN discriminator to generate high-
resolution images. In order to seperate the high-resolution real 
and forger images, the discriminator should have a 
comprehensive production program [29]. Aim to accelerate the 
framework’s ability and decrease the overfitting, our process 
commands an embedded network and larger convolutional 
kernels. Our memory space usage, which has a high-resolution 
image generate function should be large enough for training. 

As a maintain problem, we address multi-scale 
discriminators to cope with it in Fig. 4. We apply multiple 
discriminators which have a definite network framework but 
operate multiple image scales. It’s obvious that a multi-
discriminator which approximate max D V (D, G) can be a 
good transfer to the generator. 

 
Fig. 3. Two sub-network generators, G1 for low resolution images, G2 for high resolution images appending to G1 input and utilizing the last map from G1.  
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Fig. 4. Multiple discriminators. 

To provide a better source for generator, it’s necessary to 
maximize G(Vi). The discriminators are randomly presented, 
gathering all the optimized V such as the stochastic gradient 
ascent. max

i∈ {1. N} V (Di, G) is the loss of the generator 

which copes with the problem rendered by the non-convexity 
of complexes V. In order to minimize the max forces G, we 
must monitor all of the N discriminators. When we are 
operating, maxDi∈D V (Di, G) doesn’t have countless 

elements, so the above framework is complicated. However, 
the quantity of the discriminator is still an effective factor. 

For example, we construct three discriminators called D1, 
D2, D3. In particular, we collect the actual images and 
compound at high-resolution images by several parts to create 
a pyramid of image of three scales. All of the three 
discriminators D1, D2, D3 trained to seperate the real and forger 
at three different scales. To analyze one of the three 
discriminators, the discriminator that used the roughest scale 
with the entire field, generating corresponding overall images. 
Moreover, there is a discriminator with the role of enhancing 
the finest scale that can produce more specific. This operation 
allows the calculation to produce higher resolution images that 
can be an optimized method. By comparing with the previous 
equation, the multi-scale discriminators equation is: 

  

It has been shown that this is a useful method for using 
multiple GAN discriminators on the same scale. Many 
researchers have applied the multi-discriminator model to 
synthesize a better image output [30]. And our purpose is the 
production of high-resolution images. 

D. Improved Adversarial Loss 

Our former equation of the objection function LGAN (G, 
D) has already improved the GAN loss. The steady operation 
of this loss function helps to produce dramatic results at 
multiple scales. The process identifies various characteristics of 
the alternative layers of the discriminators in order to match 
uncertain representation images. To increase completeness, the 
following calculation formula is used: 

  

where T in the equation means the total quantity of layers 
and Ni represents the sum of elements in layers. We use the 

discriminator related to perceptual loss, and we discuss how to 
make more progress in operational performance. With the 
combination of GAN loss and characteristic mismatch loss, the 
equation is: 

  

In this equation, λ is the critical point of two terms, 
explaining that for loss LFM, Dk is a main extractor. 

E. Quantitative Comparison Metrics 

To better measure the quality of our experiment, we 
conduct some evaluation on the synthesized images and true 
label with these metrics below. 

Firstly, SSIM is also a famous quality measurement for 
testing difference between two image samples [31]. Wang 
developed the SSIM for calculation related to the image quality 
of the human visual system [32]. The difference of SSIM is its 
applications of three factors apart from considering the addition 
of all image error. The luminance comparison function 
calculates the similarity of two samples’ luminance (μf μg). The 
contrast comparison function calculates the closeness of two 
images’ contrast (σf σg). And the structure comparison function 
measures the correlation coefficients of image f and image g 
noting that σfg is the covariance. The SSIM index positive 
values are in [0, 1]. 

The SSIM can be presented as: 


SSIM( f ,g) = l( f ,g)c( f ,g)s( f ,g)

 

Moreover, the l ( f , g ) , c ( f , g )  and s ( f , g )  It can be 
described as follow: 



l( f , g ) =
2m

f
m
g

+ c
1

m
f

2
+ m

g

2
+ c

1
 



c( f , g ) =
2s

f
s
g

+ c
2

s
f

2
+ s

g

2
+ c

2
 



s( f , g) =
s
fg

+ c
3

s
f
s
g

+ c
3

 

Secondly, MSE (Mean Square Error) is one of the most 
popular applications which utilized the integrated sample 
which measured by square intensity differences of various 
images pixels [33]. In addition, MSE considers the whole 
reference metric and the final score are better if it values closed 
to 0. The equation can be defined as: 

  

Lastly, PSNR (Peak signal-to-noise ratio) is a common 
coherence quality measurement for system operation especially 
in the video or image sample. It is a simple metric that 
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researchers utilize the method to evaluate and develop the 
visual sample quality. Huynh-Thu et al. show that PSNR could 
be a useful indicator when the content and codec have 
analogue. However, the situation changed when the different 
samples mix together [34]. It is said that the higher PSNR 
value gains a higher visual sample quality, low quality results 
from image otherness. 

Sometimes noisy samples may affect our evaluation results, 
and studies have shown that PSNR mixed with MSE have the 
best performance of evaluating the quality of noisy samples. 
For example, when applying image degradation PSNR value 
presented between 30-50 dB for 8-bit data or 16-bit data. The 
equation can be defined as (11) below, peak value (which we 
denote by peakval in the equation below) means the maximum 
of the image sample data. For an unsigned 8-bit integer data 
type, the peakval is 255. 


PSNR = 10 log

10
( peakval

2
) / MSE

 

IV. EXPERIMENT 

A. Datasets 

We perform our method on the Edges2shoes data set, 
which has been obtained from the official Pix2Pix Datasets 
directory from Pix2Pix Datasets [35]. The total data set is 
50,025, one data pair contains an art line and the color image 
corresponding to the art line. The task is to map the line art to 
the color picture, such as the colorization task. To form a 
model with enhanced generalizability, we randomly sampled 
49,825 pairs of images from the original dataset as a training 
set. After completing the model formation process, we need the 
test set to evaluate quality, so that the remaining 200 data pairs 
are used as the test set. Fig. 5 shows edge2shoes sample 
training information: 

B. Implement Details 

Our model is improved from pix2pix [15], to check the 
quality of the model generation, we compared with some 
models in the colorization task. All of these methods are 
performed using public codes and the Edges2shoes data set for 
training and testing in the same experimental environment for 
comparison purposes. We are experimenting on the computer 
with an RTX 3090 with 24 GB GPU memory and the PyTorch 
frame. The model parameters are optimized by the Adam 
optimizer [36], whose hyper-parameters β1 and β2 is set to 0.5 
and 0.999, respectively. The training periods are 100 to ensure 
the convergence of model weights can converge. 

Our loss model includes multi-scale GAN loss and feature 
mapping loss and the latter one plays a significant role in 
making the training process more stable. We carry out a hyper-
parameter search on λ in order to obtain the most effective 
value for the model. We limit the lambda value between 1 and 
10 since λ will bring a blurred image. Fig. 6 shows that all the 
metrics SSIM, MSE, PSNR achieve best at λ = 5. 
Consequently, we define λ = 5 in the training process. 

 
Fig. 5. Samples of edge2shoes in the training set. 

 
Fig. 6. SSIM, MSE, PSNR with different λ selection. 
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C. Comparison with state-of-the-arts 

From the Table I, we can obtain that our ATTGAN method 
achieved a significant improvement in SSIM with the SOTA 
models. Regarding the performance of the PSNR metric for 
image quality measurement, our method may outperform the 
other models. In terms of MSE, our ATTGAN method can also 
achieve the lowest score, which shows that the difference 
between the image generated and the real image is smaller in 
pixel. The visualization results can be shown in Fig. 7. It is not 
difficult to see that our model can get different shaded areas 
according to precise colors. But they also have local details. 

D. Ablation Study 

We conduct ablation studies on the Edges2shoes data set to 
find out how the effectiveness of our upgrades are. From Table 
II, we can see that all assessment measures are improved, 
proving that all our improvements are effective. Among them, 
the metric PSNR has the largest optimization effect. 

TABLE I.  PERFORMANCE WITH DIFFERENT METHODS OF TRANSLATION 

ON EDGES2SHOES 

Method 
Evaluation Metrics 

SSIM MSE PSNR 

CycleGAN 0.5812 4.7832 16.1214 

Pix2Pix 0.7192 3.6011 20.1621 

NiceGAN 0.6374 4.5172 17.8964 

ATTGAN 0.7881 3.4835 20.8526 

 
Fig. 7. Examples of the Edges2shoes colorization by our model. 

TABLE II.  PERFORMANCE WITH DIFFERENT COMPONENTS OF 

TRANSLATION ON EDGE2SHOES DATASET 

Components Evaluation Metrics 

Attention 
Feature 

Fusion 

Multi-

scale D 
PSNR SSIM MSE 

   20.1621 0.7192 3.6011 

   20.2112 0.7231 3.5813 

   20.1922 0.7205 3.5926 

   20.5721 0.7649 3.5387 

   20.8526 0.7881 3.4835 

V. DISCUSSION 

Here, we try to analyze the influence and importance of 
several aspects in our experiment. 

First of all, the results of the experiment prove that in 
conditional GANs are able to generate high-resolution images 
of real footwear photos without any manual control or 
preparation. The combination of perception loss can improve 
the image generation results [37]. This approach is effective for 
studies where the aim is to produce high-resolution image 
results. At the same time, the researcher has benefited from this 
method in which pre-training for the exam is prohibited. 

What’s more, we used multiple discriminators in our GAN 
network and developed discriminator features exchanging an 
immersive opponent into effective filters. This GAN network 
introduces the N-discriminator extension, called Generative 
Multi-Adversary Networks, which make automatically 
progress in performance. 

Third, the loss matching function fixes the formation where 
the generator is required to produce image statistics at various 
scales. This process improves the operational mechanism of the 
loss function. 

Finally, we examine the evaluation measure by PSNR, 
SSIM, MSE. Treating the pix2pix method as a baseline, we 
evaluate that ATTGAN has the best performance compared 
with CycleGAN, Pix2pix and NiceGAN. By three translation 
methods on Edges2shoes, λ = 5 in the training procedure gain 
the best consequence to all. There is no doubt that all measures 
of evaluation have the highest ratings when it comes to 
drawing attention, presenting a characteristic and choosing a 
multi-scale discriminator. While others may have less effort 
and just below the best. 

We believe that the automatic footwear colorization gives 
designers a chance to minimize the coloring time of the finish 
drawing line. To implement this automatic colorization 
footwear design, we are improving the resolution based on an 
earlier study in another area. At the same time, we make 
certain multi-discrimination to help the quality of the 
generation image. We may conclude that the approach for 
footwear colorization helps to accelerate the effectiveness of 
the coloring process. However, there are still limitations of the 
experiment. When the sketch line presented too complex or 
messy, it would have unavoidable identification errors 
throughout period. Nevertheless, the color slightly changed 
which caused by computing constraint. 
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In the future, designers may have more measures for 
eliminating colorization time. The development of automatic 
colorizing solves the problems for selecting color styles and 
finishing handmade draft. Furthermore, it becomes possible for 
customers to do DIY based on their individual sketching 
creation. With the help of artificial intelligence, the distance 
between manufacturer and consumer brings closeness. It might 
totally change the current situation of the footwear industry, 
especially in the post-pandemic era. Consumers may realize 
their own ideas by interaction media, which even reduce the 
working-hours of designers. It is no doubt that co-creation of 
products will be a trend of the times. 

VI. CONCLUSION 

In this research, we introduce a conditional GAN network 
for coloring sketches of shoes. The whole process divided into 
generator and discriminator, which help to perform better for 
coloring shoes. These methods decrease the difficulties of 
comparing evaluation measures. The results of our experiments 
are consistently visual. We believe that our method for 
coloring shoe sketches can have a good inspiration in the area 
of research to generate color sketch image samples. 
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Abstract—A heterogeneous material image enhancement 

method based on multi-exposure image fusion is proposed to 

address the problem of obtaining high-quality images from the 

single imaging of chips containing two extremely different 

reflectivity materials. First, a multi-exposure image fusion 

algorithm based on window segmentation and Laplacian 

pyramid fusion is proposed. Then, orthogonal experiments are 

used to optimize the parameters of the imaging system. Next, a 

method based on information entropy and average gray intensity 

is utilized to calculate the imaging exposure times of two 

heterogeneous materials, and two exposure time ranges are 

obtained that are appropriate for regions with high and low 

reflectivity. Finally, the subjective and objective experimental 

evaluations are conducted after the multi-exposure image set has 

been established. The results show that the fused image has a 

good visual effect, the information entropy is 6.29, and the 

average gray intensity is 131.56. In addition, time consumption is 

reduced by an average of 20.3% compared to the Laplace 

pyramid strategy. The heterogeneous material enhancement 

method based on multi-exposure image fusion proposed in this 

paper is effective and deserving of further research and 

application. 

Keywords—Image fusion; multi-exposure; Laplacian pyramid; 

window segmentation; chip package 

I. INTRODUCTION 

Chip defect detection typically includes size measurement, 
character detection, stain detection and pin defect detection [1]. 
It is found that because chips in ordinary cameras contain both 
high reflectivity metal and low reflectivity black plastic, they 
cannot capture all information through a single image when 
collecting images [2]. At present, there are devices for directly 
acquiring high dynamic images [3], but such hardware devices 
have high cost and few applications, so software algorithm 
enhancement methods are widely considered instead. 

This paper aims to propose a new multi-exposure image 
fusion method to improve the image quality of an object 
composed of a variety of materials with very different 
reflectivity. The main contributions are as follows: 

 An image fusion method based on window 
segmentation and Laplace pyramid was proposed. 

 The optimal imaging parameters of the established 
machine vision system were determined by the 
orthogonal experiments. 

 A strategy for determining the optimal exposure time 
based on information entropy and average gray 
intensity was proposed. 

 The experimental results show that the image 
information entropy and average gray intensity of the 
fused image by our method were 6.29 and 131.56 
respectively and the time was averagely reduced by 
about 1.26 s. 

The rest of this paper is organized as follows: the first 
section is the introduction. The second section reviews the 
related work in multi-exposure image fusion. The third section 
describes the image fusion algorithm. In the fourth section, the 
main factors affecting the imaging quality are determined by 
orthogonal testing, and the level of the influencing factors is 
optimized. In the fifth section, through information entropy and 
average gray intensity, the optimal exposure time for imaging 
objects with multiple heterogeneous materials is determined. 
The sixth section discusses the experiment and the analysis of 
the results. Finally, conclusions are presented. 

II. RELATED WORKS 

Currently, image quality enhancement algorithms are 
divided into two categories. One is based on single source 
image enhancement [4], which primarily use the spatial domain 
and transform domain to enhance a single image to improve 
the problems of detail loss and uneven lighting. Common 
spatial methods include grayscale transformation, histogram 
equalization, contrast enhancement and other methods [5]. 
Among them, the histogram equalization method is the most 
commonly used airspace method. The global histogram 
equalization map is highly efficient, but the enhanced image 
will easily lose details. Therefore, Celik [6] adopted the local 
histogram equalization algorithm based on information entropy 
to solve the problem of image texture loss. The local histogram 
equalization map can enhance the local details of the image but 
lacks global integrity. Wavelet transform [7], discrete wavelet 
transform [8], stationary wavelet transform [9] and other 
transform domain methods distinguish the basic information 
and detailed information of the image and perform 
multi-exposure image fusion. At present, the transform domain 
algorithm based on the wavelet transform can achieve the 
effect of enhancing the image [10]. Such methods can enhance 
the details while taking into account the global whole but also 
magnify the noise in the image. Therefore, the final result of 
the single source image enhancement method experiences 
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noise and loss of detail, which is typically accepted in the field 
of natural images but is not suitable for size measurement and 
defect detection. 

The other category is image fusion based on multi-source 
images. Image fusion refers to obtaining different image 
sequences of the same scene with imaging sensors and 
combining the details and complementary information of the 
image sequence to obtain a rich and comprehensive image 
[11]. Multi-Exposure Fusion (MEF) is one of the branches 
derived from image fusion; that is, it fuses multiple images 
with different exposures in the same scene into a new image, 
preserving the brightest and darkest details in the scene [12]. 
From the perspective of image decomposition, multi-exposure 
image fusion can be divided into pixel-based and image 
block-based fusion methods. Goshtasby [13] first proposed 
image block-based fusion and calculated the information 
entropy to select the best image block for fusion, but there was 
some distortion in the results. Qin Lyu used nonuniform 
triangulation to segment images [14]. T Prabhakara Rao 
performed feature-level image fusion based on contour 
blocking, improved the distortion and played a crucial role in 
developing its subsequent feature extraction and detection [15]. 
Compared with the method of nonuniform division of images, 
the fusion algorithm speed block based on uniform division of 
image blocks is more suitable for the application of industrial 
detection occasions, but it mainly emphasizes the selection of 
the optimal block of the image sequence, which frequently 
results in issues with discontinuous images and obvious 
stitching traces. In contrast, Mertens [16] proposed a 
pixel-based multi-exposure fusion method, which can make up 
for the shortcomings of discontinuous images but has a high 
computational complexity and low efficiency. An extremely 
critical method in pixel-based image fusion is pyramid 
decomposition [17], which constructs an image pyramid from 
the input image, adds a weight matrix, and finally combines the 
two to obtain the final fusion result. Ashish et al. adopted 
multiresolution fusion based on a Laplacian pyramid [18], 
measured by entropy and contrast, which is characterized by 
seamless fusion and excellent improved details. Zhong Qu and 
others improved pyramid decomposition and applied it to 
image fusion, improving the common artifact problem of 
multi-exposure fusion [19] and retaining more local details. 
The pyramid algorithm can typically preserve good image 
edges and textures, but the processing time is generally very 
long. The fusion method based on image blocks can greatly 
improve the computational efficiency and remove random 
noise. Therefore, it is expected that combining the pyramid 
algorithm with the image block algorithm will allow the fused 
image to maintain better details and improve the operational 
efficiency of the algorithm. 

The optimal exposure time should be primarily determined 
according to the material characteristics of a specific object for 
developing the image fusion methods. The image gradient was 
employed in the fusion method proposed by Turgut et al. [20]. 
Image information entropy was adopted by Kataoka et al. as 
the only indicator to determine the exposure time for image 
fusion [21]. Camera response curve was uniquely selected and 
used for exposure fusion by Zhang et al. [22]. Thus it can be 
seen that the common indicators of exposure fusion include 

image gradient, image information entropy and camera 
response curve, and they were used singly at present. However, 
these above methods may be invalid and inaccurate for objects 
with multi-materials. Therefore, this paper will also explore a 
new multivariate strategy to determine the optimal exposure 
time for imaging objects with muti-materials. 

III. MULTI-EXPOSURE IMAGE FUSION METHOD 

A. Image Fusion Algorithm based on Laplacian Pyramid 

The source image 0G  undergoes multiple Gaussian fuzzy 

filtering and downsampling operations and continuously 
reduces the image size to obtain an image sequence

 0 1 2, , , , NG G G G . The Gaussian pyramid is obtained by 

arranging 0G  at the bottom and NG  at the top. The essence 

of the Gaussian pyramid is the multiscale representation of the 
image signal, as shown in Formula (1). The Laplacian pyramid 
is obtained by up sampling and interpolation of the Gaussian 
pyramid [23], and the image sequence can be represented by 

 0 1 2, , , , NLP LP LP LP , as shown in Formula (2). 

2 2
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2 2

( , ) ( , ) (2 ,2 )l l

m n

G i j w m n G i m j n
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   
 (1) 

where ( , )w m n is a Gaussian convolution kernel with a fixed 

size. 
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where 
*

1lG  is calculated according to Formula (3): 
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*
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2 2

l l

m n

i m j n
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 
  

 (3) 

For multi-exposure image fusion based on the Laplacian 
pyramid strategy, each layer of images were first processed in 
multiple Laplacian pyramids according to the strategy in 
Formula (4) to obtain the fused Laplacian pyramid image 
sequence, and then obtain the fused source image according to 
the method in Formula (5). 

 
1

H

l k l k
k

FLP LP


 
  (4) 

where H  is the number of multi-exposure images, 

 l k
LP represents the l -th layer of the Laplacian pyramid 

decomposition image of the k -th image,
k  is the weight 

coefficient corresponding to the k -th image, and 
lFLP  is the 

weighted fusion result of the l -th decomposition image of the 

H  multi-exposure image. 

*

1

,

,

N N

l l l

FG FLP

FG FLP FG 




    

0

0

l N
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   (5) 
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In the formula, 
lFG is the Laplacian pyramid 

decomposition image of layer l of the fused image, and
*

1lFG  is 

calculated according to Formula (3). 

The image fusion based on the Laplacian pyramid strategy 
comprehensively uses the information of the source image at 
different spatial frequency levels. Compared with traditional 
fusion methods, there is no obvious stitching trace, but it also 
has the problem of long computing times. 

B. Multi Exposure Image Fusion Algorithm based on Window 

Segmentation 

Divide the H multiple exposure light source images 
evenly to obtain an image block with size m n . The j -th 

image block in the i -th source image is represented by ,i jA . 

Select an appropriate image quality evaluation index to 

quantize  ,i jA , and select the optimal image block jB . As 

shown in Formula (6), the fused image is finally obtained by 

"splicing" all the jB . The basic process of the multi-exposure 

image fusion algorithm based on window segmentation is 
shown in Fig.1. 

   ,Indicatorj i jB Optimal A
 (6) 

In Formula (6), 1,2, ,i H , 1,2, ,j M , M is the 

number of image blocks,  Indicator  represents the 

quantitative evaluation function of image quality, and 

 Optimal 
 
represents the optimization function. 

Optimizing the exposure quality evaluation index of image 
blocks and the image block "splicing" algorithm are the core of 
the multi-exposure image fusion algorithm based on window 
segmentation. The uniform block-based fusion algorithm has 
high efficiency, but an inappropriate evaluation index and 
"splicing" algorithm easily lead to splicing traces. The 
nonuniform block fusion algorithm has the advantages of 
obvious edge information and large brightness width, but the 
efficiency of such methods is usually not high. 
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Fig. 1. Window segmentation fusion algorithm 

C. Image Fusion Algorithm based on Window Segmentation 

and Laplacian Pyramid 

The image fusion algorithm based on window segmentation 
and Laplacian pyramid combines the characteristics of high 
efficiency of window segmentation method and less stitching 
trace of Laplacian pyramid method. Same as window 
segmentation, first, the H source image is divided into M  
image blocks of size m n , and the j -th image block of the 

i -th source image is expressed as ,i jA . Then, the appropriate 

image quality evaluation index was selected to quantize and 

sort ,i jA , whose total quantity is M , and select the best N  

image blocks ,k jB . Then, the image fusion algorithm based on 

Laplace pyramid sideratio is adopted, and jB  is obtained by 

fusing N image blocks ,k jB . Finally, the fused image is 

obtained by "splicing" all the jB . The basic process of the 

image fusion algorithm based on window segmentation and 
Laplacian pyramid is shown in Fig. 2. 
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Fig. 2. Image fusion algorithm based on window segmentation and 

Laplacian pyramid 

For vision systems, exposure time is not the only factor 
affecting the imaging system. Lighting, camera sensors and 
lenses are key factors that affect imaging. Therefore, before 
multi-exposure image fusion, this paper innovatively controls 
the image acquisition conditions and uses orthogonal 
experiments to optimize the parameters of the multi-exposure 
imaging system. 

IV. OPTIMAL PARAMETERS SELECTION METHOD FOR 

IMAGING SYSTEM AND ITS IMPLEMENTATION 

A. Machine Vision System 

The experiment object of this paper is a semiconductor chip 
with a size of approximately 4mm × 4mm. A dual camera 
image acquisition system consisting of two telecentric lenses 
was built based on the characteristics of small distortion, as 
shown in Fig. 3. 
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Fig. 3. Binocular telecentric vision system 

B. Effect Factors of Imaging Quality and Its Levels 

There are many factors that affect the image quality during 
the design of a machine vision system. Among them the 
ambient light, the artificial light and the camera gain are the 
three most concerned parameters. It is difficult to control the 
ambient light to reduce the impaction on image quality and 
thus the dark rooms are typically used to isolate ambient light 
for image acquisition. The image quality will sharply vary with 
the light source intensity, light source direction and other 
illumination conditions. Therefore how to optimize 
arrangement of artificial lights to ensure the acquisition of 
high-quality images was studied. In the darkroom, a larger gain 
may be employed to have more luminous flux to increase the 
image brightness. However, a larger camera gain may amplify 
noise and thus reduce the image quality. Accordingly, how to 
determine the optimal camera gain is also very important. 
Therefore, in the orthogonal experimental design, the three 
factors of artificial light source, ambient light and gain must be 
analyzed to determine their optimal levels to provide stable 
experimental conditions for multi-exposure fusion research. 

TABLE I.  EFFECT FACTORS OF IMAGING QUALITY AND THEIR LEVELS 

Levels 
Factors 

A B C 

1 low 4.00 without a dark room 

2 medium 5.00 with a dark room 

3 high 6.00 / 

The above three factors of imaging quality and their levels 
are tabulated in Table Ⅰ. Factor A represents the artificial light 
and has three levels: low, medium and high light intensity of 
backlights. Factor B represents the gain and has three levels: 
4.00 dB, 5.00 dB and 6.00 dB. Factor C represents the ambient 
light and has two levels: with or without a dark room. 

C. Image Quality Evaluation Indicators 

An image collected by the machine vision system is an 
8-bit single channel gray image. The image quality evaluation 
indicators include information entropy, average gray intensity, 
variance and average gradient, which are defined as follows: 

1) Information entropy H  
255

0

logi i

i

H p p



  (7) 

where 
ip  represents the proportion of pixels whose gray 

value is i in the image. 

2) Average gray intensity U  

1 1

( , )
m n

i j

I i j

U
m n
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





   (8) 

where ( , )I i j  represents the gray intensity at ( , )i j  in the 

image. m and n are the size of the image along two coordinate 
directions. 

3) Variance S  

2
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m n

i j
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m n
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where ( , )I i j  represents the gray intensity at ( , )i j  in the 

image. m and n are the size of the image along two coordinate 
directions. U  is the average gray intensity of the image. 

4) Average gradient G  
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where ( , )I i j  represents the gray intensity at ( , )i j  in the 

image. m and n are the size of the image along two coordinate 
directions. 

5) Comprehensive evaluation indicator W  

W k H U S G       (11) 

where k is a coefficient that is employed to normalize W  

to be between 0 and 1. 

D. Orthogonal Experiments and Results 

The orthogonal experimental scheme was established as 
shown in Table Ⅱ according to the orthogonal experimental 
design method. 

TABLE II.  ORTHOGONAL EXPERIMENTAL SCHEME L6 (32×2) 

Levels 
Factors 

A B C 

1 1 1 1 

2 2 1 2 

3 3 2 1 

4 1 2 2 

5 2 3 1 

6 3 3 2 

According to the above orthogonal experimental scheme 
tabulated in Table Ⅱ, the experiments were carried out with the 
left camera and the right camera. Six images were collected 
with the left camera, and the evaluation results of image quality 
are shown in Table Ⅲ. 
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TABLE III.  RESULTS OF 6 EXPERIMENTS WITH THE LEFT CAMERA 

The results of orthogonal experiments were calculated by 
using the comprehensive indicator, whose values are tabulated 

in Table Ⅴ. ik  is the sum of comprehensive indicators at the 

i-th level of factors and ik  is the mean value of ik . r is the 

range of ik  , and σ is the variance of ik . The larger the range 

of a factor is, the more significant the impact of the factor on 

image quality. The larger the ik  of a factor is, the more 

significant the impact of the level on image quality. 

TABLE IV.  RESULTS OF 6 EXPERIMENTS WITH THE RIGHT CAMERA 

No. 

Factors Image Quality Evaluation Indicators 

A B C 
Information 

entropy 

Average 

gray 

intensity 

Variance 
Average 

gradient 

Comprehensive 

indicator 

1 1 1 1 0.7000 241.280 2833.36 0.2400 1.1510 

2 2 1 2 0.6600 240.640 3087.94 0.1900 0.9460 

3 3 2 1 0.7100 243.070 2244.70 0.2600 1.0170 

4 1 2 2 0.6700 240.530 3127.14 0.2000 0.9900 

5 2 3 1 0.7100 243.050 2253.85 0.2800 1.0800 

6 3 3 2 0.6900 242.260 2522.78 0.2200 0.9170 

TABLE V.  RESULTS OF ORTHOGONAL EXPERIMENTS BY COMPREHENSIVE 

EVALUATION INDICATORS 

Camera Factors 
Evaluation Indexes 

1k  2k  3k  1k  2k  3k  r σ 

Left 

A 1.748 1.712 1.690 0.8740 0.8560 0.8450 0.0290 0.00043 

B 1.727 1.700 1.723 0.8635 0.8500 0.8615 0.0135 0.00011 

C 2.661 2.489 / 0.8870 0.8300 / 0.0570 0.00162 

Right 

A 2.141 2.026 1.934 1.0705 1.0130 0.9670 0.1035 0.00538 

B 2.097 2.007 1.997 1.0485 1.0035 0.9985 0.0500 0.00152 

C 3.248 2.853 / 1.0827 0.9510 / 0.1317 0.00867 

From Table Ⅲ, Table Ⅳ and Table Ⅴ, it can be seen that 
the ambient light has the greatest impact on image quality, 
camera gain has the smallest impact on image quality and 
backlight intensity has a moderate impact on image quality, 
i.e., C > A > B. The image quality is the highest when the three 
influencing factors are set to the first level, i.e., the optimal 
parameter combination is C1A1B1. 

V. DETERMINATION OF EXPOSURE PARAMETERS BASED ON 

INFORMATION ENTROPY AND AVERAGE GRAY INTENSITY 

A. Information Entropy-Exposure Time Model for Images of 

Single Material Object 

The exposure time required in imaging is related to the 
reflectivity of the object surface. Dark areas with low 
reflectivity require longer exposure times. In contrast, bright 
areas with higher reflectivity require shorter exposure times. 
When imaging a single material object or an object with 
multiple materials but little difference in reflectivity, the 
relation curve of the information entropy of the acquired image 
to the exposure time is a downward parabola. The information 
entropy first increases with increasing exposure time. When the 
information entropy reaches the maximum value, it will 
decrease with increasing exposure time, as shown in Fig. 4. 

 
Fig. 4. Theoretical relationship between exposure time and image entropy 

According to Fig. 4, when imaging a single material object 
or an object with multiple materials but little difference in 
reflectivity, the optimal exposure time can be set to 

0 1 0 2[ , ]t t t t  , where the exposure time is 0t and the 

information entropy is maximal. 1t  and 2t  are two positive 

numbers that are smaller than 0t . 

B. Information Entropy-Exposure Time Model for Images of 

Multi-Material Objects 

Different from single material object imaging, a 
multi-material object imaging has multiple peaks in its 
information entropy-exposure time curve, as shown in Fig. 5. 
The above method for determining the optimal exposure time 
cannot be directly used. Therefore, it is necessary to study the 
method of determining the optimal exposure time according to 
the characteristics of the information entropy-exposure time 
curve. 

C. Determination of Optimal Exposure Time based on 

Information Entropy and Average Gray Intensity 

The chip is composed of pins with high reflectivity and 
plastic packages with low reflectivity. As shown in Fig. 5, two 
peaks appear when the exposure time is 34200 μs and 500000 
μs. If the selected exposure time is less than 34200 μs or more 
than 500000 μs, it will not be conducive to high-quality 
imaging of chips made of both materials. Therefore, the best 
exposure time must be between 34200 μs and 500000 μs. 

No. 

Factors Image Quality Evaluation Indicators 

A B C 
Information 

entropy 

Average 

gray 

intensity 

Variance 
Average 

gradient 

Comprehensive 

indicator 

1 1 1 1 0.63 242.11 2802.76 0.21 0.908 

2 2 1 2 0.61 241.61 3026.27 0.18 0.819 

3 3 2 1 0.65 243.29 2431.72 0.23 0.860 

4 1 2 2 0.61 241.56 3042.61 0.19 0.840 

5 2 3 1 0.65 243.34 2411.14 0.23 0.893 

6 3 3 2 0.63 242.62 2703.44 0.20 0.830 
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Fig. 5. Information entropy-exposure time curve of objects with two 

materials 

The length of the above exposure time interval determined 
according to the information entropy is still relatively large. 
When collecting the pin image and the plastic package image, 
there is only one lower limit or upper limit of the exposure 
time. Therefore, the above interval needs to be further refined 
to obtain two subsections, which are applicable to collecting 
the pin image and the plastic package image. For this purpose, 
the relationship between the rate of the average gray intensity 
of images and the exposure time was analyzed. Fig. 6 and Fig. 
7 show the first-order difference and the second-order 
difference of the model of image average gray intensity and 
exposure time, respectively. 

 
Fig. 6. First-order difference of image average gray intensity vs. exposure 

time 

 

Fig. 7. Second-order difference of image average gray intensity vs. exposure 

time 

Fig. 6 shows that when the exposure time is greater than 
34200 μs but less than 95000 μs, the first-order difference in 
the average gray intensity of the image drops steadily. 
However, when the exposure time is greater than 95000 μs, it 
decreases while there is a certain amount of jitter. In Fig. 7, 
when the exposure time is between 34200 us and 95000 μs, the 
second-order difference of image average gray intensity 
basically shows a horizontal line, although it fluctuates slightly, 
while when the exposure time is greater than 95000 μs, the 
second-order difference of image average gray intensity has 
relatively large fluctuations. With increasing exposure time, 
low reflectivity targets can be imaged better. When the 
exposure time is 380000 μs, a peak appears in the first-order 
difference curve of image average gray intensity vs. exposure 
time, as shown in Fig. 6. This means that the average gray 

intensity of the image has a relatively sharp change at 
approximately 380000 μs. According to the above analysis, the 
exposure time intervals for two targets with different materials 
were determined to be [34000, 95000] and [380000, 500000], 
respectively. It should be noted that the first exposure time is 
rounded off appropriately to make calculation more 
convenient. 

Then, the above two exposure time intervals were divided 
into several segments, and multiple images were accordingly 
collected and fused. The areas with different materials of chips 
in the fused image are clear. A camera parameter, defined to be 
the product of exposure time and gain, was used to reasonably 
determine the segmentation. According to the optimal gain 
determined by the orthogonal experiments and the exposure 
times determined by the peak of the information entropy vs. 
exposure time curve, the camera parameters for two material 
targets are 136800 and 2000000, respectively. Compared with 
imaging objects with high reflectivity materials, the camera 
parameter should be larger when imaging objects with low 
reflectivity materials. Accordingly, the segmentation of the 
interval [34000, 95000] should be much smaller than that of 
the interval [380000, 500000]. Consequently, the former 
interval was divided into 20 subintervals, and the latter interval 
was divided into 10 subintervals. The segmentation of the 
former interval is 3100μs and that of the latter interval is 12000 
μs. 

VI. EXPERIMENTS RESULTS AND DISCUSSION 

Thirty multi-exposure images were collected with the 
machine vision system shown in Fig. 3. During image 
acquisition, the previously determined optimal exposure 
parameters were adopted. The proposed multi-exposure image 
processing algorithm was implemented by using MATLAB® 
2015. An ordinary PC with a 64-bit operating system was used 
as an image processing system. Some collected images are 
included in Table Ⅵ. 

TABLE VI.  SOURCE IMAGES WITH DIFFERENT EXPOSURE TIMES 

Images Exposure times (μs) Descriptions 

 

45000 

The pins can be imaged, but 

the brightness is slightly dark. 

The characters are completely 

invisible. 

 

85000 

The pins are incomplete and 

the characters are still 

invisible. 

 

400000 
The pins are missing and the 

characters are visible. 
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A. Subjective Evaluation 

The information entropy method, window segmentation 
method and the proposed joint method were employed to fuse 
the images, and the results are shown in Fig. 8. 

 
(a)          (b)        (c)         (d) 

 
(e) 

Fig. 8. Results of image fusion. (a) image fusion result based on the 

Laplacian pyramid strategy with σ = 0.1; (b) image fusion result based on the 

Laplacian pyramid strategy with σ = 0.2; (c) image fusion result based on the 

Laplacian pyramid strategy with σ = 0.3; (d) image fusion result based on 

ordinary window segmentation; (e) image fusion result based on the proposed 

joint method 

Fig. 8(a) to 8(c) show the image fusion results based on the 
Laplacian pyramid strategy. From the perspective of character 
clarity, the characters on the plastic package in Fig. 8(a) are 
very vague. The clarity of characters on the plastic package in 
Fig. 8(b) is obviously improved compared with that of Fig. 
8(a). Compared with Fig. 8(a) and Fig. 8(b), the characters on 
the plastic package in Fig. 8(c) are the clearest. From the 
perspective of the pin area contrast, the pin area in Fig. 8(b) has 
the highest contrast. Fig. 8(d) is the result of image fusion 
based on window segmentation. Although the contrast of the 
pin area is high and the characters are relatively clear, there is 
an obvious "fracture" trace in the fused image, which will 
cause relatively large interference in subsequent image 
processing and thus may easily cause measurement errors. Fig. 
8(e) is the image fusion result based on the proposed joint 
method. The characters are clear, the pin area contrast is high, 
the "fracture" trace is significantly eliminated, the details are 
well protected, and the visual effect is good. 

B. Objective Evaluation 

The above image fusion results were quantitatively 
analyzed and compared by using three indices, namely, 
information entropy, average gray intensity and time 
consumption. The results are tabulated in Table Ⅶ. 

According to Table Ⅶ, in image fusion based on the 
Laplacian pyramid strategy, the value of σ will affect the 
information entropy and average gray intensity of the fused 
image, while it has little impact on the image fusion efficiency. 
When σ = 0.1, the information entropy of the fused image is 
6.1473, and the average gray intensity of the fused image is 
89.9575. Compared to σ = 0.1, when σ = 0.2, the information 
entropy of the fused image increases by 1.27%, and the 
average gray intensity of the fused image increases by 33.65%. 
Compared to σ = 0.1, when σ =0.3, the information entropy of 

the fused image increases by 2.12%, and the average gray 
intensity of the fused image increases by 38.09%. 

TABLE VII.  OBJECTIVE INDICATORS OF DIFFERENT FUSION RESULTS 

Fusion Method 
Information 

Entropy 

Average Gray 

Intensity 
Time (s) 

Laplace pyramid strategy 

with σ = 0.1 6.1473 89.9575 6.246965 

Laplace pyramid strategy 

with σ = 0.2 6.2252 120.2241 6.245941 

Laplace pyramid strategy 

with σ = 0.3 6.2778 124.2241 6.220413 

Ordinary window 

segmentation 6.4937 117.4303 5.112153 

Proposed method 6.2922 131.5629 4.967878 

Image fusion based on window segmentation has the 
largest information entropy, which is 5.63% higher than the 
minimum value. However, the average gray intensity of the 
fused image is not high, ranking fourth (penultimate). The 
efficiency of the fusion algorithm is improved. Compared with 
the three image fusion methods based on the Laplacian 
pyramid strategy, the efficiency of the algorithm is increased 
by 22.20%, 22.18 %and 21.68%. 

Image fusion based on the proposed joint method has 
higher information entropy, which is better than the three 
image fusion methods based on the Laplacian pyramid strategy 
and second to the image fusion method based on window 
segmentation. The average gray intensity of the fused image is 
the highest. Compared with the other four methods, the average 
gray intensity is increased by 46.25%, 9.43%, 5.91% and 
12.03%. The fusion algorithm takes the least time. Compared 
with the image fusion method based on the Laplacian pyramid 
strategy, it takes approximately 1.3 seconds less. Compared 
with the image fusion method based on window segmentation, 
the efficiency of the algorithm is also improved, and this 
algorithm takes 2.90% less time. 

VII. CONCLUSIONS 

To address the difficulty of acquiring high-quality images 
with single imaging for chips made of two materials with 
extremely different reflectivity, an image enhancement method 
based on multi-exposure image fusion was proposed in this 
paper. First, a joint image fusion algorithm based on the 
Laplacian pyramid and window segmentation was proposed, 
improving image quality and reducing processing time. Then, 
the factors that affect the imaging quality their levels were 
analyzed and the imaging parameters were optimized through 
orthogonal tests. After that, a method of determining the 
exposure time based on information entropy and first and 
second order difference of average gray intensity was studied. 
Finally, multi-exposure image sets were established, and 
experiments and subjective and objective evaluations were 
subsequently performed. The results show that the fused image 
has a good visual effect, its information entropy was 6.29, and 
its average gray intensity was 131.56. Furthermore, compared 
with the Laplace pyramid strategy, the time consumed was 
averagely reduced by 1.26 s. The fusion algorithm has the 
advantages of being less time consuming and high efficiency. 
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It has been demonstrated that the image enhancement 
method based on multi-exposure image fusion proposed in this 
paper is effective for an imaging object composed of two 
materials with great difference in reflectivity. However, 
obtaining high-quality images is not the ultimate goal, and it is 
necessary to further verify the effectiveness of the method in a 
defect detection or size measurement task. Furthermore, the 
proposal can be further explored and applied to the objects 
composed of more than two kinds of materials. On the other 
hand, although the proposed algorithm takes the shortest time 
in the above experiments, the image fusion process still takes 
4.6 s. So the efficiency should be further improved. 

ACKNOWLEDGMENT 

All authors express their gratitude to the Editor and the 
anonymous Reviewers for their valuable and constructive 
comments. And this research was funded by the National 
Natural Science Foundation of China under grant number 
51705238, the Promotion Project for Modern Agricultural 
Machinery Equipment and Technology Demonstration of 
Jiangsu Province under grant number NJ2021-58 and 
Postgraduate Research & Practice Innovation Program of 
Jiangsu under grant number SJCX21-0913. 

REFERENCES 

[1] Wang, S.; Wang, H.; Yang, F.; Liu, F.; Zeng, L. Attention-based deep 
learning for chip-surface-defect detection. Int.J.Adv.Manuf.Tech. 2022, 
121, 1957-1971. 

[2] Kapil Joshi; Manoj Diwakar; Joshi, N.K.; Lamba, S. A Concise Review 
on Latest Methods of Image Fusion. Recent advances in computer 
science and communications 2021, 14, 2046-2056. 

[3] Lapray, P.-J.; Heyrman, B.; Ginhac, D. HDR-ARtiSt: an adaptive 
real-time smart camera for high dynamic range imaging. Journal of 
Real-Time Image Processing 2016, 12, 747-762. 

[4] Zhuang, P.; Ding, X. Correction to: Underwater image enhancement 
using an edge-preserving filtering Retinex algorithm. Multimed Tools 
Appl 79 2020, 1729. 

[5] Vijayalakshmi, D.; Nath, M.K.; Acharya, O.P. A Comprehensive Survey 
on Image Contrast Enhancement Techniques in Spatial Domain. Sensing 
and Imaging 2020, 21, 40. 

[6] Celik, T. Spatial entropy-based global and local image contrast 
enhancement. IEEE Trans Image Process 2014, 23, 5298-5308. 

[7] Enesi, I.; Çiço, B.; Harizaj, M. Increasing quality in fingerprint images 
by Implementing wavelet transform based fusion technique. Association 
for Computing Machinery 2021, 112-117. 

[8] Zhang Z; Xu Y; Yang J. A Survey of Sparse Representation: Algorithms 
and Applications. IEEE Access, 2017, 3:490-530. 

[9] Vivone G ; Alparone L ; Chanussot J. A Critical Comparison Among 
Pansharpening Algorithms. IEEE Transactions on Geoence & Remote 
Sensing, 2015, 53(5), 2565-2586. 

[10] Ma, Z.; Oh, C. A Wavelet-Based Dual-Stream Network for Underwater 
Image Enhancement. In Proceedings of the ICASSP 2022 - 2022 IEEE 
International Conference on Acoustics, Speech and Signal Processing 
(ICASSP), 2022; pp. 2769-2773. 

[11] Fu Z ; Zhu H; Yu S. Multi exposure HDR Image Reconstruction Based 
on Gray Scale Mapping Function Modeling. Journal of Data Acquisition 
and Processing, 2019. 

[12] Wang, C.; He, C.; Xu, M. Fast exposure fusion of detail enhancement 
for brightest and darkest regions. The Visual Computer 2021, 37, 
1233-1243. 

[13] Ma K; Hui L; Yong H. Robust Multi-Exposure Image Fusion: A 
Structural Patch Decomposition Approach. IEEE Transactions on Image 
Processing, 2017, 26(5), 2519-2532. 

[14] Lyu, Q.; KinTak, U. A Multi-focus Image-fusion Scheme Based on 
non-Uniform Triangular Partition. International Conference on 
Information Communication and Networks 2019, 191-195. 

[15] P, R.T.; D, R. A Hybrid Method for Block-Based Feature Level Image 
FusionTechnique of PAN and MS Image Using Contourlet Transform 
with Neural Network. Journal of Emerging Technologies and Innovative 
Research 2019. 

[16] Hua K L; Wang H C; Yeh C H. Background Extraction Using Random 
Walk Image Fusion. IEEE Trans Cybern, 2018,1-13. 

[17] Singh, S.; Mittal, N.; Singh, H. Review of Various Image Fusion 
Algorithms and Image Fusion Performance Metric. Archives of 
Computational Methods in Engineering 2021, 28, 3645-3659. 

[18] Vanmali, A.V.; Gadre, V.M. Visible and NIR image fusion using 
weight-map-guided Laplacian–Gaussian pyramid for improving scene 
visibility. Sādhanā 2017, 42, 1063-1082. 

[19] Qu, Z.; Huang, X.; Liu, L. An improved algorithm of multi-exposure 
image fusion by detail enhancement. Multimedia Systems 2021, 27, 
33-44. 

[20] Turgut S S ; Oral M. Multi-Focus Image Fusion based on Gradient 
Transform. Computer Vision and Pattern Recognition, 2022. 

[21] Kataoka K, Kameda Y, Hamamoto T. Adaptive Exposure-time Control 
Based on Image Entropy for Multiple-exposure-time Image Sensor. ITE 
Transactions on Media Technology and Applications, 2021, 
9(2):128-135. 

[22] Zhang W, Sun X, Yu Q. Fast Exposure Fusion Based on Camera 
Response Function. DEStech Transactions on Computer Science and 
Engineering, 2020. 

[23] X. Deng; Y. Zhang; M. Xu; S. Gu and Y. Duan.Deep Coupled Feedback 
Network for Joint Exposure Fusion and Image Super-Resolution, IEEE 
Transactions on Image Processing 2021, 30, 3098-3112.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

158 | P a g e  

www.ijacsa.thesai.org 

Image Matting using Neural Networks 

Nrupatunga J, Swarnalatha K S 

Dept. of Information Science and Engineering 

Nitte Meenakshi Institute of Technology, Karnataka, India-560064 

 

 
Abstract—Image matting, also refers to picture matting in the 

article, is the task of finding appealing targets in a picture or 

sequence of pictures i.e., video, and it has been used extensively 

in many photo and video editing applications. Image composition 

is the process of extracting an eye-catching subject from a 

photograph and blending it with a different background. a) 

Blue/Green screen (curtain) matting, where the backdrop is clear 

and readily distinct between the foreground (frontal area) and 

background (foundation) portions. This approach is now the 

most used type of image matting. b) Natural picture matting, in 

which these sorts of photos are taken naturally using cameras or 

cell phones during everyday activities. These are the present 

known techniques of picture matting. It is difficult to discern the 

distinction between the frontal area and the foundation at their 

boundaries. The current framework requires both the RGB and 

trimap images as inputs for natural picture matting. It is difficult 

to compute the trimap since additional framework is required to 

obtain this trimap. This study will introduce the Picture Matting 

Neural Net (PMNN) framework, which utilizes a single RGB 

image as an input and creates the alpha matte without any 

human involvement in between the framework and the user, to 

overcome the drawbacks of the prior frameworks. The created 

alpha matte is tested against the alpha matte from the PPM-100 

data set, and the PSNR and SSIM measurement index are 

utilized to compare the two. The framework works well and can 

be fed with regular pictures taken with cameras or mobile 

phones without reducing the clarity of the image. 

Keywords—Picture matting; RGB picture; Blue/Green screen; 

foreground; background 

I. INTRODUCTION 

With the commonness of cell phones [24], image sensors 
have expanded strongly, and accordingly expanding the 
quantity of pictures [19] being captured through electronic 
devices. Hence, to handle this immense measure of visual 
information into helpful visual data, image processing has 
formed into a need in the ongoing moment capturing situation. 
Image processing has many applications and few of them are 
up-gradation of image, rebuilding of image, and getting 
relevant information from an image. Picture matting (or Alpha 
matting) is a sub-space of image processing that can remove 
the forefront from a picture, as an alpha matte. It has an 
assortment of utilization [2][3], like segmentation based on 
colour in an image [28], removal of reflectional lights, picture 
colorization, deblurring (bokeh effect), fashion e-commerce 
[14, 29, 30] and denoising to give some examples. 

Numerically, picture matting issue can be demonstrated as: 

                

where I, F and B signify input picture, frontal area of 
output and foundation picture separately. α ranges from 0 to 1 
which denotes frontal area opacity. 0% opacity of frontal area 
and 100% opacity of foundation is obtained when α = 0 and 
vice versa when α = 1. For every one of the fragmentary 
estimations of α, these pixels lie in the blended or obscure 
locales. 

In picture matting, most pixels have α esteems either 1 or 
0, the essential issue is to gauge the exact α values for pixels 
in blended locales, obviously to isolate frontal area and 
foundation locales. Given an information picture I, we need to 
appraise F, B and α at the same time which is a poorly 
presented issue. To resolve this issue the most generally 
utilized technique is a pre-characterized trimap [26] as 
deduced above. Notwithstanding, for humans it takes more 
time to get the trimap manually like annotating the edges and 
will be less precision even if captured through a depth camera 
or else [17, 18] there arises for another framework for getting 
a trimap. As a result, a few recent studies [16] have attempted 
to eliminate model reliance upon this trimap by developing 
trimap-free techniques. 

The proposed PMNN, is a lightweight neural net which 
disintegrates the representation matting process in three 
corresponding sub-undertakings and streamlines them at the 
same time through unambiguous constraints, in order to 
predict a precise alpha matte from just a single RGB picture. 
There are two bits of knowledge behind PMNN. In the first 
place, neural networks are better at learning a bunch of 
straightforward targets as opposed to a mind boggling one. In 
this manner, addressing the series matting of sub-targets can 
accomplish better execution. Secondly, by supervising every 
sub-target allows different components of the system to know 
decoupled knowledge, allowing the sub-targets being 
addressed in one framework. 

Due to the removal of the trimap input, the tests suggest 
that PMNN is more robust in practical scenarios. The 
technique is attempting to determine whether or not a green 
screen is required for ongoing picture matting. In rundown, 
will introduce a neural net framework design called PMNN 
achieving progressively without trimap representation matting. 

II. LITERATURE SURVEY 

There are various picture matting approaches [1] 
(Learning-based matting, propagation-based matting (alpha 
propagation-based matting), sampling-based matting) have 
been used to demonstrate the importance of exact alpha matte 
computation, pixel sample selection, and trimap generation. 
The interval line based picture matting approach is used to 
speed up the matte computation. Learning based matting 
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solutions are becoming more popular among established 
procedures. To improve Matte precision, propagation based 
techniques and sampling based strategies can be combined, 
and learning based matting approaches can be used to modify 
the matte result. 

In [4], the author provides a complete semantic matting in 
the absence of trimap as supplementary information by 
combining a data set of coarse annotations [20, 25] as 
information with fine annotation data. To create a prediction 
of a mask [21, 27] by a network using hybrid information to 
gauge the mask of coarse semantics, and then introduce a 
qualitative unification neural net that can bring together the 
nature of previous output of coarse mask. To estimate the final 
alpha matte, a matting refinement neural net takes in the 
combined mask and information picture. By this it expects to 
predict the opacity of the per-pixel of the frontal area of 
human locale which is very difficult and for the most part 
requires trimap and a lot of excellent annotations on the 
information. Annotation on such information is work 
concentrated and requires extraordinary abilities beyond the 
ordinary use, particularly taking into account the exceptionally 
point by point hair part of people [13]. 

By incorporating neural net into the process of learning an 
alpha matte principal propagation, [5] proposes a deep 
proliferation based picture matting structure. The deep 
component extraction module, the propagation of matte 
module, and the learning affinity [15] module are connected to 
create the deep learning engineering. By using the training 
process from end to end, these three components can be 
separated and streamlined in relation to one another. By 
learning deep picture depictions tuned to propagation matte, 
the structure creates a semantic-level sequence of 
comparability of pixels for proliferation. It consolidates the 
force of deep learning and matte proliferation. The complex of 
training was approved by the exploratory outcomes from 
243K pictures made in light of two benchmark matting data 
sets. In order to understand [23] deep picture representation 
with an adaptation to propagation of alpha matte and create 
more appealing pairwise propagation compatibility, for the 
design of a DeepMattePropNet. 

Past calculations have terrible showing when a picture has 
comparable frontal area and foundation tones or textures of 
complication. The main reasons are due to older 
methodologies. a) using only features of low-level, b) lack of 
context from high level. In this [6] study, presents a unique 
deep neural net-based approach that addresses both of these 
problems. There are two parts to the deep framework. The first 
section is a convolutional neural encoder-decoder model that 
predicts an alpha matte of a picture using a picture and the 
comparative trimap as information sources. The next section is 
a small convolutional neural net that enhances the prior 
network’s alpha matte forecasts to see more precise alpha 
quality and finer borders. Moreover, they’ve also created a 
massive scope picture matting data - set, which includes 
training pictures of 49300 and 1000 test pictures. And 
evaluated the calculation using a picture matting benchmark, a 
trial set, and a variety of real-life images. The calculation 
clearly outperforms previous strategies in the trials. 

By thoroughly examining numerous differences between 
the foreground and background images, Jizhizi Li et al.[31] 
identified the  domain gap issue between composite images 
and real-world photos. They discover that a properly planned 
composition route RSSN that seeks to lessen the disparities 
can result in a superior model with impressive generalization 
ability. Additionally, they offer a benchmark that includes 
10,000 portrait photographs with their manually labelled alpha 
mattes and 2,000 high-resolution real-world animal images, to 
be used as a test set for determining how well the matting 
model generalises to real-world images. To fully utilize the 
trimap information in the transformer block, GyuTae Park et 
al. [32] suggest a transformer-based image matting model 
called MatteFormer. The initial step in our procedure is the 
introduction of a prior-token, which is a global representation 
of each trimap region (e.g., foreground, background and 
unknown). As global priors, these prior-tokens take part in 
each block's self-attention process. PAST (Prior-Attentive 
Swin Transformer) blocks, which are used at each stage of the 
encoder and are based on Swin Transformer blocks but differ 
in a few ways. 

III. DATA COLLECTION 

It’s interesting that the offer the Photographic Portrait 
Matting benchmark (PPM-100) includes 100 representative 
photographs with meticulous annotations and various 
foundations. In order to modify the example varieties in PPM-
100 and assure test variety, need to characterise a few ordering 
rules. For illustration, (a) if the entire human body has been 
included; (b) is the picture foundation occluded; (c) if the 
person is carrying any other items. Since this is more in line 
with the practical uses, need to respect small items that people 
hold as part of the closer view. The examples in PPM-100 do 
have flamboyant postures and more regular foundations, as 
shown in Fig. 1. In this approach, the PPM-100 standard is a 
more thorough benchmark. 

 
Fig. 1. The PPM-100 data set. 

 Fig. 1, has more variation in the frontal areas and unique 
picture foundations. To display experiments having thin hair 
[10], including more elements [11], and in the absence of 
bokeh or in the presence of full-body. 

IV. METHODOLOGY 

PMNN comprises three branches, which gain disparate 
sub-targets through unambiguous requirements. A low-goal 
branch for measuring human semantics is present in PMNN 
and is controlled by the base truth matte’s thumbnail. As a 
result, a high-goal branch that is familiar with the center 
around the representation limits is controlled by the progress 
area (α ε (0, 1)) in the base truth matte. In order to predict the 
final alpha matte, a combination branch (controlled by the full 

https://link.springer.com/article/10.1007/s11263-021-01541-0#auth-Jizhizi-Li
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base truth matte) is introduced toward the end of PMNN. So 
that it can examine the branches employed to address each 
sub-objective in the subsections that follow. 

 
Fig. 2. Block diagram of PMNN. 

Fig. 2 uses three associated branches, S, D, and C. PMNN 
predicts human semantics sp, edge subtleties dp, and last alpha 
matte p given an information image I. So that it is easy to 
simplify PMNN from beginning to end because the 
disintegrating sub-targets are correlated and help reinforce one 
another. 

1) Semantic assessment: The first phase of PMNN is to 

locate the person information Picture I, much like other 

existing frame-work techniques. It is essential that to only use 

an encoder, or the low-goal branch S of PMNN, to extract the 

high-level meanings, it has two primary benefits. First, since 

the decoder is no longer used to perform semantic assessment, 

it will be more effective. Finally, resulting branches and joint 

streamlining benefit from the high level depiction S(I). As a 

backbone for S, any CNN [9] [12] can be used. Framework 

chose the MobileNetV2 [7] technology and [8], a great model 

created for cell phones, as the S in order to operate with 

continuous collaboration. 

S(I) is through into a convolution layers that is initiated by 
the sigmoid activation function to bring down the channel 
count to 1 in order to estimate the sp coarse semantic mask. 
And to control sp using a small portion of the fundamental 
truth matte αg. So the block employ loss of L2 here because sp 
should be smooth, 

like in: 

     
 

 
               

Where G represents Gaussian blur and also represents the 
16x down sampling. It eliminates the fine designs (like hair) 
that are not fundamental for human semantics. 

2) Detail assessment: A high-goal branch D that uses I, 

S(I), and the low-level components of S as information sources 

surrounds the frontal area representation in the progress. 

Reusing the low-level spotlights is done in order to reduce the 

computational burden on D. Additionally, enhancing D in the 

three following perspectives: (a) Compared to S, D has less 

convolution layer; (b) The convolution layer in D are chosen 

with lower channels; (c) Through D, the block doesn’t 

maintain the initial information resolution. In actuality, D has 

a max channel count of 64 and comprises 12 convolution 

layer. In the first level, the feature resolution of the map is 

down-scaled to 1/4 of I, and in the following two levels, it is 

recovered. 

The D outcome results as D(I, S(I)), the intricacy between 
the sub target human semantic S(I) of high level is needed in 
prior for detail assessment. From D(I, S(I)), determine the 
maximum detail matte dp and grip it along loss of L1, as 
follows: 

                   

where md serves as a binary mask for Ld to emphasise the 
representational boundary. Erosion and dilation on αg result in 
the production of md. If the pixels are inside the transitional 
area, its attributes are 1, otherwise they are 0. In actuality, the 
pixels in the dim area of the trimap are those with md = 1. 
Despite the possibility of inaccurate quality in dp for pixels 
with md = 0, it has great accuracy for pixels having md = 1. 

3) Semantic-detail combination: A direct CNN module, 

the combination branch C in PMNN combines semantic and 

detail. Firstly increase the sample size, to align S(I) from with 

D(I, S(I)). At that point, S(I) and D(I, S(I)) is added to estimate 

alpha matte αp, which is anticipated by: 

                      

where Lc is the loss of composition. The background 
picture ground truth, the frontal area ground truth and the 
outright difference between the information picture I and the 
composited picture obtained from αp are all estimated. 

Using the appropriate amounts of Ls, Ld, and Lα PMNN is 
ready from beginning to end. 

                        

where, adjusting the three loss: λs, λd, and λα are hyper 
parameters. The process of training the hyper parameter is 
robust. Which lay down λs = λα = 1 and λd = 10. 

V. RESULT 

The below Fig. 3 represents the outcome from the 
framework and the Fig. 4 represents the sample comparison 
between the generated alpha matte and the dataset alpha matte. 

The output of a model is tested using an image similarity 
measures of PSNR - peak signal-to-noise ratio using the 
formulas as shown, 

      
                          

     


MSE - Mean Square error. The information picture has M 
row and N column. The following formula is used to 
determine the PSNR: 

               
  

   
 

 
Fig. 3. Output of the framework consisting of RGB Image, extracted frontal 

area and alpha matte (From left to right). 
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Fig. 4. The Comparison result between the generated and PPM alpha matte. 

R is the highest pixel value that the image can contain. 
Notice that to get decibel value logarithm function is used. 

SSIM - Structural Similar Index Measure, is based on 
structures that may be seen in the photograph. In other words, 
SSIM assesses the perceived variation between two analogous 
images. Between -1 and 1, the SSIM score denotes complete 
structural similarity, where 1 being perfect similarity. The 
distance X-Y across two windows: 

            
                         

   
                

      
       



In Fig. 4, the first column displays the alpha matte from 
the PPM - 100 data - set. The second third column picture 
displays the PMNN generated output of alpha matte. The 
PSNR and SSIM calculated values are displayed in the second 
column for the generated picture along with the standard data 
set of PPM - 100. 

The framework not only performs well with the data set 
but also outperforms well along with the real picture captured 
with the cell phones or camera irrespective of the dimension 
or pixels or size of the picture. 

VI. CONCLUSION 

A quick, easy, and interesting PMNN is introduced as a 
result of the framework's aim to avoid the use of a green 
screen [22]. By relying just on RGB photos as data, the 
technique permits the forecasting of alpha mattes under 
changing landscape. The framework operates effectively with 
the PPM-100 data set, as stated in the result section, and also 
with captured images, regardless of the file size and dimension 
of the captured image. The frontal region may now be 
extracted from the image more easily and without the need for 
human interaction thanks to the model editing. 

PMNN is exhibited to have excellent exhibitions on the 
meticulously sketched PPM-100 benchmark and various here 
and now facts. The model's future application must include 
even more accurate and exact extraction of fine hair and fine 
details in the image with a move toward zero error. The one 
significant feature that may be introduced is the user's choice 
of extraction in the image, similar to how the green/blue 
screen offers the option for the fine extraction of required 
frontal area from the device captures. This extraction could be 
an object in the image, a person with some objects, or a person 
alone. 
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Abstract—Steganography is the process of hiding secret data 

inside other media or cover media. Balancing the requirements 

for capacity, security, and imperceptibility is the main challenge 

for any successful steganography system. In text steganography, 

the data hiding capacity is limited because of the lack of 

redundant data compared to other digital media, such as images, 

video, or audio. Other challenges in text steganography are 

imperceptibility and security. Poor imperceptibility results from 

the structure of the text file, which is more visually apparent in 

terms of syntax and grammar than in other media. Low level of 

security results from the sequential selection of positions for 

embedding secret data due to insufficient redundant data in a 

text file. Therefore, an attacker or a third party would notice 

slight changes in the text file. This paper proposes a new text 

steganography method that combines cryptography and 

compression techniques to deal with these issues. This technique 

is used to conceal secret data to achieve high data hiding capacity 

in the cover text while maintaining security and imperceptibility. 

Multilayer encoding and Format-Preserving Encryption (FPE) 

with Huffman Coding, are applied to secret data before 

embedding. Invisible Unicode characters are employed to embed 

secret data into English text files to generate stego files. Results 

show that the proposed method satisfies capacity and 

imperceptibility in the cover file by comparing it with previously 

developed methods. 

Keywords—Text steganography; format-preserving encryption; 

Huffman coding; unicode characters 

I. INTRODUCTION 

Modern advancements in digital communication are 
essential to our everyday lives. The utilization of data transfer 
has substantially expanded because of developments in web-
based technologies and the digitization of information. The 
data transfer includes audio, video, text, and images among 
individuals and groups, which has become very convenient [1]. 
However, the allocation of such massive amounts of data over 
the Internet makes them vulnerable to attacks. Thus, protecting 
sensitive data has become an important issue requiring 
immediate solutions. In general, two techniques are used to 
preserve the security and privacy of sensitive data: 
cryptography and steganography. One of the most attractive 
fields for data security is cryptography. This method uses 
several data encryption techniques to convert sensitive data 
into ciphertext, which is an incomprehensible format. Another 
technique for protecting communications during data 
communication is steganography. Although they have the same 

goal, steganography and cryptography use different techniques. 
Steganography, as compared to cryptography, keeps the 
original data by concealing it in various medium [2] [3]. 

Both Greek terms "Stegano" and "Graphy," which make up 
the name "Steganography," have to do with "Cover Writing". 
The practice of steganography began centuries ago. For 
instance, Histiaeus employed steganography to transmit 
messages by inking (tattooing) on the head of his slave, who 
would travel after the tattoo had grown enough hair to conceal 
it. Greeks were famous for transmitting secret messages [4] [5]. 
Since the text has fewer redundant bits than in other cover 
media like images, music, and video, inserting hidden data in 
the cover text is the main challenge in text steganography. Due 
to the scarcity of redundant bits, any little adjustments made to 
the cover text will be noticeable. Any steganography system 
must have three main requirements: capacity, security, and 
imperceptibility [6] [7]. Steganography highly values the 
imperceptibility of hiding sensitive data in other media. The 
hiding process is performed without being noticed by human 
eyes. The concept of "security" refers to "undetectability", 
where the concealed data is incapable of being found by 
statistical methods [8]. A steganography system typically seeks 
to communicate a significant amount of confidential 
information using the least-covered media to reduce the risk of 
being discovered when communicating over an unsecured 
connection [9]. 

Let's say there is a need to embed a significant amount of 
sensitive data in a cover file (which will later be called a stego 
file). In that instance, altering the cover file is more challenging 
due to the difficulty in achieving imperceptibility and the 
possibility of distortion. Therefore, the trade-off between 
hiding capacity with imperceptibility and hiding capacity with 
security must be identified [10]. The hiding capacity has an 
inverse relationship with imperceptibility, which means that 
when large secret data are hidden within a specific size of 
cover text, inevitably, the stego file will be distorted. This 
distortion attracts the intruder's attention, and thus the hidden 
data is noticeable. In general, Unicode characters are used to 
embed secret data, which requires modification of the cover 
file. However, because text media suffer from insufficient 
locations for hiding secret messages, more text will be needed 
for embedding. In addition, the selection process of the 
embedding positions of the secret data is performed 
sequentially. Sequential patterns of the positions make the 
algorithm vulnerable to attacks [2]. Moreover, text media is 
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naturally bounded in terms of syntax and grammar, making 
text media more visually apparent in the embedding process. 

Several researchers have worked on the relationship 
between hiding capacity and imperceptibility. Compression 
techniques are used to reduce the hidden secret data size, 
simultaneously minimizing the amount of modification in the 
cover file and increasing the imperceptibility [11], such as 
work in [12], which compressed the secret message using 
Huffman coding. Secret messages are also compressed in 
research found in [13] that combined algorithm with minimum-
maximum weight and Huffman coding. Meanwhile, in [14], 
the secret data are concealed in the forward email IDs platform 
after compressing it with Huffman coding. 

Despite implementing the compression algorithms, there 
are limitations, especially regarding the compression keys. In 
steganography, the compressed data will be hidden with the 
compression information, including the decompression keys, 
which will be shared separately between authorized 
participants. However, any third party getting the 
decompression keys could also obtain the secret data. In other 
cases, compression also led to low imperceptibility, as found in 
[15]. 

In addition, research on hiding capacity and security is 
being done to provide data protection while maintaining hiding 
capacity. Work in [16] used the RSA algorithm to provide 
security by encrypting data with minimum modifications in the 
presence or characters layout. Another research by [17] 
employs the Data Encryption Standard (DES), a symmetric 
encryption key, and combines steganography and cryptography 
for secure data transfer. However, despite these implemented 
approaches that improved security, cryptography algorithms 
also increased the secret data size since encryption generally 
increases the overall size of the data. 

Therefore, any new text steganography technique must 
consider these issues and propose a method that minimizes the 
secret message size compatible with the available capacity in 
the cover text. In addition, changes in the cover text should be 
minimum since embedding secret data in bulk is more 
noticeable than in other media. More importantly, the 
embedding technique used to add layers of security must be in 
such a way that it does not increase the secret message size. 

These issues give the motivation to develop the proposed 
method described further in Section III, which considers the 
relationship between hiding capacity and imperceptibility on 
one hand and hiding capacity and security on the other through 
the combination of cryptography and compression algorithms. 
This combination has two objectives. Firstly, is to adjust all 
steganography requirements simultaneously. Secondly is to 
preserve the trade-off between high hiding capacity and 
maintaining the imperceptibility of the stego file. 

This paper suggests a new text steganography technique 
using multilayer encoding with FPE and Huffman Coding, 
which is applied to secret data that will be embedded using 
invisible Unicode characters inside the cover text. In addition, 
this paper explains the nature of the text media and the 
relationship among factors that must be considered when 
proposing new techniques for text steganography. 

The rest of the paper is organized as follows: Section II 
presents related works. Concepts in Multilayer encoding with 
format-preserving encryption (fpe) and Huffman coding 
illustrated in Section III. Proposed method is illustrated in 
Section IV. Then, Section V presents the experimental results, 
followed by the conclusion of the work in Section VI. Lastly, 
recommendations for future research are presented in Section 
VII. 

II. RELATED WORK 

This section analyses related works that share the same 
fundamental concept as the proposed method. Randomization 
is a concept that can be used as opposed to the sequential 
concept. This concept can be seen used in text steganography, 
as found in [18], which used randomization in selecting the 
forward emails as a cover text. A randomized index-based 
word dictionary is used to encrypt the carbon copy field that 
contains hidden data. A temporary stego key from the public 
key cryptography generates a system time-based random 
bitstream and is transmitted separately. This method is 
considered secure against attacks because noises are excluded 
from the actual email body content. Moreover, randomizing 
each word of the index values adds an extra layer of security by 
inserting an 18-bit key generated using the system time in the 
"date" column of the forward email format. However, the use 
of public key cryptography increased secret message size and 
affected negatively on data hiding capacity. 

The author in [19] suggested a set of two letters words 
based on the Oxford dictionary as indicators to hide the secret 
data represented through non-printing Unicode characters 
(UC). The proposed approach maps secret data so that every 
two bits of secret text with a specific UC generates a UC 
mapping table that will be shared between the sender and 
receiver. However, the inserting of secret message after each 
two letters words leads to increase the changes in a cover text 
and that minimizes a level of imperceptibility. This work is 
improved in [20] with the Lempel-Ziv-Welch compression 
algorithm to minimize the secret data size. The secret data are 
then represented through non-printing UCs to generate the UC 
mapping table that will be shared between both sender and 
receiver. However, the capacity is still low due to mapping 
representation that used a few bits with non-printing UCs in 
UC mapping table. 

Color coding and LZW compression technique are used by 
[21] that employed the forward mail as a cover text for the 
secret data embedding process. The secret data is then 
compressed by the LZW compression technique and embedded 
inside the cover text by coloring it based in a color-coding 
table. However, the capacity is still low due to limitation in 
mapping representation in color-coding table. Another work 
that used the Huffman compression can be found in [22] to 
minimize the secret data. A specific number of characters in an 
email ID indicates the bits of hidden messages. However, the 
capacity is still low due to mapping representation that used 
one bit only in color-coding table. 
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III. CONCEPTS IN MULTILAYER ENCODING WITH FORMAT-

PRESERVING ENCRYPTION (FPE) AND HUFFMAN CODING 

The rapid increase in the number of covert activities in 
communication networks has intensified the need to devise an 
efficient data-hiding method to protect secret information from 
malicious attacks. One possible solution to this problem is to 
combine steganography techniques with encryption and 
compression techniques. As previously mentioned in Section 
II, several encryptions and compression techniques have been 
proposed, each with unique advantages and disadvantages. An 
encryption and compression technique that can provide a high 
security and compression ratio while maintaining an acceptable 
imperceptibility for the output file must be adopted. To this 
end, the proposed model applies multilayer encoding with 
(FPE) and Huffman Coding, which seeks to encode by 
encrypting and compressing the secret message before 
embedding. 

This model consists of encryption and compression 
techniques (as shown in Fig. 1), which are applied to encrypt 
and compress the secret message and consequently increase the 
security ratio and hiding capacity. 

 

Fig. 1. Multilayer encoding with FPE and Huffman coding process 

A. Format-Preserving Encryption (FPE) 

A novel symmetric encryption method known as FPE is 
gaining popularity as a solution to previously mentioned 
problems. This method differs slightly from traditional 
encryption protocols like AES and DES [23] [24]. It is a 
rapidly growing cryptography tool that serves the purpose of 
secrecy in cryptography by ensuring data security. As the name 
suggests, format-preserving encryption aims to encrypt data 
without changing its size or format. It involves encrypting data 
so that the output matches the input's size and format, which 
offers several advantages over traditional encryption. Feistel 
structure-based schemes called FF1 and FF3 are used to 
implement FPE algorithms. The National Institute of Standards 
and Technology (NIST) advises only two operating modes: 
FF1 and FF3. A basic block cipher component called BPS-BC 
is proposed to be used in Cipher Block Chaining (CBC) mode 
to encrypt messages of any length. FF1, known initially as 
format-preserving Feistel-based encryption (FFX), was 
proposed by [25], and FF3, corresponding to the BPS-BC 
(Brier Peyrin Stern), was proposed by [26]. Fig. 2's non-binary 
Feistel structure is the foundation for both operating modes. 
Both FF1 and FF3 can use electronic code book (ECB) mode 
to encrypt data blocks. 

Despite using AES as the underlying block cipher, 
operating modes may be considered a type of FPE block 
ciphers. The encryption of data with changeable forms, such as 

Primary Account Numbers (PANs) or Social Security Numbers 
(SSNs) that are not in binary format, is an example of a 
practical use of FPE [26][27]. FPE can also be used in 
communication systems when it's crucial to encrypt specific 
protocols, such as in industry or the military or when 
encrypting particular image formats [28]. 

 
Fig. 2. Generic cipher structure for format preserving encryption: (a) 

ciphering, (b) deciphering 

The present study focuses on the concept of using format-
preserving encryption FF1 mode. Data encryption must be 
considered when developing a conceptual framework because 
the technique of data encryption leads to an increase in the 
level of security with maintaining the capacity ratio of stego 
text files. 

B. Compression using Huffman Coding 

This section examines the data compression techniques that 
benefit from current compression techniques related to text 
files. These techniques can also be combined with 
steganography to improve the proposed solution. Data 
compression refers to the process of encoding input data by 
using a few bits representing the input's original size [29]. In 
other words, data compression denotes information in a 
compact format. The data's structure must first be determined 
to construct such small representations. These data may refer to 
characters in a text file generated by other processes. 
Compressed data are only used when both communicating 
parties are informed of the coding scheme, similar to any other 
type of communication. Compression is important since it 
lowers the use of costly resources. 

Data compression techniques are highly recommended to 
increase the hiding capacity in cover files. These techniques, 
which are popular in computing, require the data transmitted 
over the Internet to be as compact as possible. Named after the 
late David Huffman in the 1950s, Huffman coding is a data 
compression technique that utilizes the greedy algorithm and 
achieves remarkable savings in capacity (ranging from 20% to 
90%). 

A variable-length code is employed in Huffman 
compression coding. Utilizing lower-frequency characters with 
more extended codes is also preferable in this case. The 

Encrypted and compressed secret message 

Compression with Huffman Coding 

Multilayer Encoding with FPE 

Secret message 
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encoding process involves assigning a numerical string based 
on the frequency of characters. The Huffman code algorithm 
takes a string of symbols and transforms them into a varying-
length binary string. Then, a binary tree is generated for 
decoding the binary strings. Each binary character is assigned 
with 1 for the right child and 0 for the remaining child routes. 

IV. PROPOSED METHOD 

This section describes the proposed method. There are four 
main components: the encoding phase, embedding phase, 
extracting phase, and decoding phase, as shown in Fig. 3. 

 
Fig. 3. Block diagram of the proposed scheme 

A. Encoding Phase 

In this phase, a combination of compression and security is 
achieved by implementing the multilayer encoding with FPE 
and Huffman Coding for compression, where secret messages 
are encoded using FPE. This stage is called multilayer 
encoding because it involves a few layers of encoding, such as 
from text to binary, then binary to decimal, and finally 
applying mod 26 to obtain the final encoding. FPE and the 
multiple encodings provide multilayer security to the secret 
message before its actual embedding. Multilayer encoding also 
reduces the size of hidden messages while providing more 
hiding spaces, as shown in Algorithm 1 of the multilayer 
encoding with FPE (Fig. 4). Next, Fig. 5 depicts the algorithm 

for data compression using Huffman Coding. This algorithm 
starts by computing the frequency of occurrence of each data 
(output code from FPE), which is calculated in the input 
stream. These codes are then arranged from the highest 
frequency to the lowest. 

Algorithm 1: multilayer encoding with FPE 

Input:                                  
Output:     ,    

Steps: 

1. Select Kp  

2. For each Char in secret message (  )   

               Convert    into Binary. 

    End For 

3. Convert the binary value of    into decimal (  ) 

4. Divide    with   ,     
  

 
  // x is random length of the 

divisor. 

5. Encrypt    with    using FPE. 

                            (          

6. Take mod 26 of the Encrypted Block 

(  )    =    mod26. 

7. Store the reminder bits of mode 26 as the second key,    for 

each block. 

Fig. 4. Algorithm 1: multi-layer encoding with FPE 

Algorithm 2: Huffman message compression 
Input: Output codes from the multilayer encoding with FPE  
Output: Compressed secret message (CM) 

Steps: 

1. Read the output codes 

2. Compute the frequency of occurrence of each output code in a list 

of (output code, frequency). 

3. Arrange the list from the highest to the lowest frequency. 

4. Calculate summation of the last two frequency numbers. 

5. Rearrange the values in descending order based on their frequency 

numbers. 

6. If there is more than one element in the list 

        Repeat Step 3. 

        End-If  

7. Construct a Huffman tree by assigning the value (0,1) to each pair 

of branches in the tree. 

8. Construct the final table (Huffman coding) that contains the leaf 

nodes (output codes) and their respective codes according to the 

Huffman tree. 

9. Generate the compressed secret message (CM) by rewriting the 

output codes using the table in Step 7. 

 

Fig. 5. Algorithm 2: Compression with Huffman coding 

In Algorithm 1 (Fig. 4), in line 1, the algorithm selects the 
value of the FPE key (Kp). The block encoding and encryption 
processes are shown in lines 2–8. Firstly, each character of the 
secret message (Ms) is converted into binary. Next, in line 4, a 
binary string is converted into a decimal string Md, and Md is 
divided into equal blocks with a random length of the divisor 
(x), shown in line 5. After that, the encryption phase (labelled 
as Eph) is applied on each block (Bi) with Key (Kp),      
                   (line 6). In line 7, mod 26 on     is 

calculated, and finally, the     values are determined by 
collecting the reminder bits of mode 26 for each block (line 8). 
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The    values are used to regenerate encrypted blocks in the 
extraction process. 

In Algorithm 2 (Fig. 5), Huffman coding begins with the 
input, representing the output codes of the multilayer encoding 
with the FPE algorithm that need to be compressed. The 
algorithm then computes the frequency of occurrence of each 
output code in the input stream. These codes are subsequently 
arranged from the highest to the lowest frequency. The two 
codes with the lowest frequencies are treated as children of the 
node, and the parent node comprises the total frequency of 
these two child nodes. This node is then inserted back into the 
list, and the list is rearranged. 

The process of applying Multilayer Encoding with FPE and 
Huffman coding is shown in the following example: 

Suppose the Secret message is: "Universiti Kebangsaan 
Malaysia". 

1) Multilayer encoding with FPE: 
Step 1: Select the encryption key "Kp" value for FPE. 

Assume    Kp=1200. 

Step 2: Convert the secret message into random binary 
stream blocks. The obtained binary blocks are given below: 

01010101 01101110 01101001 01110110 01100101 01110010 
01110011 01101001 01110100 01101001 00100000 01001011 
01100101 01100010 01100001 01101110 01100111 01110011 
01100001 01100001 01101110 00100000 01001101 01100001 
01101100 01100001 01111001 01110011 01101001 01100001 

Step 3: Convert each binary block into a decimal stream to 
obtain the following decimal stream: 

85110105118101114115105116105327510198971101031
1597971103277971089712111510597 

Step 4: Convert the decimal stream into random blocks: 

8511010511    8101114115    1051161053    2751019897 
1101031159     7971103277    9710897121    11510597 

Step 5: Encrypt each decimal block using FPE with 
Kp=1200; the resultant encrypted blocks are given like the 
following: 

1909100954      6927975788     1398002705    6714036020      
1293204947       2415200591     2308156747   39114904 

Step 6: Apply mod 26 on each encrypted block, and the 
remaining bits of each block after applying the mod 26 
equation are stored as the second key, Ks. 

The results of applying mod 26 on each encrypted block are 
as follows: 

[20  6  21 16 21 11 13 10 ] 

2) Applying huffman coding: 
Step1: Read the output codes of multilayer encoding with 

FPE, which are: 

[20, 6, 21, 16, 21, 11, 13, 10]. 

Step 2: Construct the final table (Huffman coding table) 
that contains the leaf nodes (output codes), as shown in Table I. 

TABLE I.  HUFFMAN CODING TABLE 

Step 3: Generate the compressed secret message by 
rewriting the output codes using the table of Huffman coding.  

Original secret message: (20, 6, 21, 16, 21, 11, 13, 10) 

Compressed secret message: (110, 1000, 11, 101, 00, 010, 
011, 1001). 

The length of the compressed secret message, as computed 
using the Huffman algorithm, is 24 bits. 

B. Embedding Phase 

By using the invisible Unicode characters (UC), the 
embedding process aims to resolve the cover text limitation in 
data hiding capacity. In the proposed method, the embedding 
process is performed using eight Unicode characters to embed 
the secret data. These characters are inserted into spaces 
between words of the cover text. This phase proposes a text 
steganography technique using the property of data redundancy 
in the English text to improve the imperceptibility of hidden 
information. This method uses eight invisible Unicode 
characters UC by mapping three bits in each UC, as shown in 
Table II. 

TABLE II.  UC MAP FOR HIDING 3 BITS IN EACH CHARACTER 

Unicode characters Abbreviation Representation 

Zero width character ZWC 000 

Zero width joiner  ZWJ 001 

Zero width no- joiner ZWNJ 010 

Invisible plus  IP 011 

Invisible separator  IS 100 

Inhabit Symmetric Swapping ISS 101 

Empty string  „‟‟‟ 110 

Left-To-Right Embedding LRE 111 

The algorithm uses UC to hide three secret message bits 
after each word in the cover text. The first step of Algorithm 3 
is to read the cover text and start segmenting text into words. 
Then, secret messages are converted to binary, which is 
divided into blocks of three bits. Next, every three bits are 
checked according to UC mapping, as defined in Table II. 
Then the alternative Unicode character is inserted after each 
word of cover text. Fig. 6 shows the Embedding algorithm. 

  

Node 20 6 21 16 21 11 13 10 

Codeword 110 1000 11 101 00 010 011 1001 
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Algorithm 3: Embedding process 
Input: cover text, secret message, UC 
Output: Stego-text file   

Steps: 

1. Read the secret message. 

2. Read the cover text file. 

3. Segment cover text to words  

4. Divide the hidden data into blocks of 3 bits each. 

5.     For each block in a secret message 

                 // there are 8 block options (i.e 

000,001,010,100,101,110     and 111) are 

available to insert UC after each word. 

                       Check the state of the first 3 bits of block   

  5.1     IF 3 bits of block = “000” Insert ZWC after it  

            Else Read a new word, Repeat Step 5.1. 

  5.2     IF 3 bits of block = “001” Insert ZWJ after it  

          Else Read a new word, Repeat Step 5.2. 

          End IF. 

  5.3     IF 3 bits of block = “010” Insert ZWNJ after it  

          Else Read a new word, Repeat Step 5.3. 

          End IF. 

  5.4     IF 3 bits of block = “011” Insert IP after it  

          Else Read a new word, Repeat Step 5.4. 

          End IF. 

  5.5     IF 3 bits of block = “100” Insert IS after it  

          Else Read a new word, Repeat Step 5.5. 

          End IF. 

  5.6      IF 3 bits of block = “101” Insert ISS after it  

           Else Read a new word, Repeat Step 5.6. 

           End IF. 

  5.7     IF 3 bits of block = “110” Insert „‟‟‟ after it  

          Else Read a new word, Repeat Step 5.7. 

          End IF. 

  5.8      IF 3 bits of block = “111” Insert LRE after it  

           Else Read a new word, Repeat Step 5.8. 

           End IF. 

    End for  

6.  Return Stego-text file 

Fig. 6. Algorithm 3: Data embedding 

C. Extraction Phase 

The extraction phase is the third phase implemented in the 
proposed method. The stego text file is used as input. The 
extraction phase aims to extract the hidden data from the stego 
text file by retrieving each invisible UC. The extraction starts 
by reading the stego text. Next, the alternative Unicode 
character after each word is extracted. Then, each UC is 
mapped as defined in Table II to show the three bits of hidden 
data. Finally, return the recovered encoded secret message bits 
for the Decoding phase to reconstruct the secret message. Fig. 
7 summarizes the extraction process. 

Fig. 7. Algorithm 4: Data extraction 

D. Decoding Phase 

The decoding phase includes two processes, namely: the 
decompression and deciphering of the secret text. The encoded 
secret message retrieved in the extraction phase is used as the 
input, while the retrieved secret message text is produced as the 
output. 

1) Decoding of Multilayer Encoding with Format-

Preserving Encryption and Huffman code: An encoded secret 

message retrieved from the extracting phase is decoded using 

the Huffman coding table to return the indexes. The Huffman 

coding table is transmitted as a key file. Decoding the 

retrieved encoded secret message and returning the indexes 

require rebuilding the Huffman tree based on the Huffman 

coding table. This process iterates through the binary encoded 

data. 

Algorithm 4: Extraction process 
Input: Stego-text file 
Output: Recovered encoded Secret message 

Steps: 

1. Read the stego text file. 

2. Set secret data is null 

3. Segment stego text to words. 

4. Read each word and extract the alternative UC. 

5. For each UC 

  5.1     IF UC = ZWC add to hidden data = “000”  

          Else Read a new UC, Repeat Step 5.1 

          End IF. 

  5.2     IF UC = ZWJ add to hidden data = “001”  

          Else Read a new UC, Repeat Step 5.2. 

          End IF. 

  5.3     IF UC = ZWNJ add to hidden data =“010”  

          Else Read a new UC, Repeat Step 5.3. 

          End IF. 

  5.4     IF UC= IP add to hidden data = “011”  

          Else Read a new UC, Repeat Step 5.4. 

          End IF.. 

  5.5     IF UC= IS add to hidden data =“100”  

          Else Read a new UC, Repeat Step 5.5. 

          End IF. 

  5.6     IF UC = ISS add to hidden data =“101”  

          Else Read a new UC, Repeat Step 5.6. 

          End IF. 

  5.7     IF UC = „‟‟‟  add to hidden data =“110”  

          Else Read a new UC, Repeat Step 5.7. 

          End IF. 

  5.8     IF USC= LRE  add to hidden data =“111”  

          Else Read a new UC, Repeat Step 5.8. 

          End IF. 

       End for  

 6.   Return secret message. 
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The process starts traversing from the root until a leaf is 
found to find the characters that correspond to the current bits. 
The node on the left of the tree is then approached if the 
current bit is 0. If the bit is 1, the approach is made to the right 
node of the tree. When traversing, a leaf node is reached, and 
its character is displayed. After that, the encoded data is 
iterated till the end. The significant advantage of Huffman 
coding is that, although each character is coded with various 
bits, the receiver will automatically locate the character in 
order. 

In FPE, the encoded data stream is decoded following the 
same principles applied in the encoding process. The process 
starts by obtaining the secret message bits from the 
decompression process with the Huffman code and then 
applying the decryption process with Ks, which is the key 
established after applying mode 26 in the multilayer process in 
the encoding stage. The next step is decrypting the secret 
message bits from FPE using the Kp key, converting secret bits 
from decimal to binary to rebuild the characters using ASCII 
code at the end of this algorithm (Fig. 8). 

Algorithm 5: Decoding Multilayer Encoding with Format 
Preserving Encryption 

Input: Encoding data stream  ,        

Output: Recovered Secret message 

Steps: 

1. Read Encoding data stream.   

2. For each number in stream i.e. (20,6,21,16, 21,11,13,10). 

            get ND using   . 

          get NS using    . 

                End for  
        3.     For each number in ND stream 
                                   add number in Temp T  

                          IF T ≥ 64 then  

                                  Add to DI list  (T) 

                                  T=0 

                                  Else   

                                  IF T =32 then  

                                  Add to DI (T) 

                                  T=0 

                                  Endif  

                End for 

        4.     For each number in DI list  

                               convert to binary  

                              retrieve secret message SM 
                 End for 

        5.      Return secret message. 

Fig. 8. Algorithm 5: Data decoding 

For example: 

The retrieved message: (20,6,21,16, 21,11,13,10) 

Step 1: decrypt (20,6,21,16, 21,11,13,10) using     which 
is mod 26 reminder bits of each number in encode stage. 

The results of decryption will be: 

 1909100954      6927975788     1398002705   

6714036020      1293204947       2415200591         

2308156747              39114904 

Step 2: decrypt each block using FPE with Kp; the 
resultant decrypted blocks will be: 

8511010511    8101114115    1051161053    

2751019897      1101031159      7971103277       

9710897121             11510597 
Step 3:  combine blocks of numbers to accomplish the 

stream of decimal numbers. The stream will be separated 
according to original decimal numbers that represented each 
binary of secret bits: 

8511010511810111411510511610532751019897110

10311597971103277971089712111510597. 
Step 4: steps to accomplish the separation according to the 

original of the decimal numbers: 

 take two numbers. 

 If the summation of the two numbers equals 32, then 
separate 

 else-if the sum of the two numbers equals or is more 
than 64, then separate 

 Else take three numbers and separate 

where 32 represents the word space in decimal, which are 
separate words. This condition identifies the word spaces in the 
algorithm. At the same time, since each letter in the English 
language starts with 64 when represented in decimal, and the 
numbers reflect the secret message letters in decimal, the 
retrieval numbers must be 64 or more. This condition could be 
satisfied with two or three numbers from the string while 
separating the secret message. The output from this stage will 
be (85 110 105 118 101 114 115 105 116 105 32 75 101 98 97 
110 103 115 97 97 110 32 77 97 108 97 121 115 105 97). 

Step 5: Convert each decimal number into binary and then 
retrieve the secret message from the binary. The binary 
representation will be as follows: 

01010101 01101110 01101001 01110110 01100101 

01110010 01110011 01101001 01110100 01101001 

00100000 01001011 01100101 01100010 01100001 

01101110 01100111 01110011 01100001 01100001 

01101110 00100000 01001101 01100001 01101100 

01100001 01111001 01110011 01101001 01100001 
The secret message will be "Universiti Kebangsaan 

Malaysia". 

V. EXPERIMENTAL AND ANALYSIS 

In this section, we analyze the experimental results of our 
proposed method. The performance of the proposed method is 
measured in terms of capacity and imperceptibility. The hiding 
capacity is a major crucial parameter for analysis of the text 
steganography algorithm performance. We used the Jaro-
Winkler distance, as used in [20], which is a similarity metric 
for the cover text and stego cover (1) and (2). The similarity 
metrics were used to calculate how similar two strings were to 
one another, with (0) indicating a difference and (1) indicating 
equal matching or imperceptibility of strings. 

                             (    (  –           ))

 (1)
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  is the length of the common prefix at the start of the 
string up to a maximum of 4,   is the constant scaling factor 
            ,   is the number of matched characters,    
is the first string,    is the second string, and   is the number of  
transpositions. As in [18, 21], hiding capacity is defined as the 
hidden data size relative to the size of the stego cover. 
Formulation (3) can be used for calculating the hiding capacity. 

                
                                 

                             
     

 (3)

The proposed method is applied to the cover file as shown 
in Fig. 9 and secret messages shown in Fig 10, which are 
divided into twelve samples to be embedded into the cover file. 
Table III shows the results of the experiments, which include 
the secret messages, size secret message (n) and Jaro-Winkler 
(JW), for the proposed method and the comparison with 
previous related studies. 

 
Fig. 9. Cover text (1) 

 

Fig. 10. Secret message (1) 

As shown in Table III, the experimental results indicate that 
the proposed method can be applied to embed the secret 
message in the cover file. The Jaro-Winkler similarity score is 
0.984 which is higher than in the two previous studies. 

TABLE III.  JW OF THE PROPOSED METHOD COMPARED WITH RELATED 

STUDIES 

Next, the performance in capacity is compared with related 
studies that use the same secret message, as shown in Fig. 11 
and the cover file in Fig. 12. Results show that the proposed 
method also scores higher in hiding capacity results. Table IV 
compares the hiding capacity of the proposed method with 
existing techniques. The proposed method achieved 18.4% 
capacity, which performed better than the other techniques for 
the same cover text and the secret message. Fig. 13 presents the 
bar chart comparison of the capacity that is listed in Table IV. 

 
Fig. 11. Secret message (2) 

Secret Message Message 

size 

(Bit) 

JW 

[15] 

JW 

[16] 

JW 

Proposed 

work 

the import 80 0.99 1 1 

the importance and s 160 0.98 1 1 

the importance and size 

of tex 

240 0.98 0.99 0.99 

the importance and size 

of text data hav 

320 0.97 0.99 0.99 

the importance and size 

of text data have increase 

400 0.96 0.99 0.99 

the importance and size 

of text data have 

increased at an ac 

480 0.95 0.98 0.99 

the importance and size 

of text data have 

increased at an 

accelerating 

560 0.95 0.98 0.98 

the importance and size 

of text data have 

increased at an 

accelerating pace beca 

640 0.94 0.98 0.98 

the importance and size 

of text data have 

increased at an 

accelerating pace because 

the re 

720 0.94 0.98 0.98 

the importance and size 

of text data have 

increased at an 

accelerating pace because 

the reliance on 

800 0.93 0.97 0.97 

the importance and size 

of text data have 

increased at an 

accelerating pace because 

the reliance on text based 

880 0.93 0.97 0.97 

the importance and size 

of text data have 

increased at an 

accelerating pace because 

the reliance on text based 

web 01234. 

936 0.92 0.97 0.97 

Average 0.953 0.983 0.984 

“The loss of tree cover as a result of forests being cleared 

for other land uses such as farming and logging is called 

deforestation. Deforestation activities affect carbon fluxes 

in the soil, vegetation, and atmosphere. However, logging 

can also lead to carbon emissions if the surrounding trees 

and vegetation are damaged. Deforestation is defined as 

the destruction of forested land. It is a major problem all 

over the world. The causes of deforestation vary from 

place to place. The most common causes, however, are 

logging, agricultural expansion, wars, and mining. 

Deforestation has been the cause of many problems 

facing the world today such as erosions, loss of bio 

diversity through extinction of plant and animal species, 

and increased atmospheric carbon dioxide. In this paper, I 

will present that we can reduce deforestation by moving 

from physical letter mail to electronic mail. From the 

ancient era physical letter mail has come, till now it is 

going on, but, on the other side due to this everyday trees 

are being cut i.e., deforestation is taking place by the 

paper industry, hence increasing CO2 emission and 

global warming. In place of physical letter mail, we can 

use electronic mail which will definitely do some 

reduction in deforestation. There are critical effects of 

deforestation.” 

“The importance and size of text data have 

increased at accelerating pace because the 

reliance on text based web01234.” 

“Behind using a cover text is to hide the 

presence of secret messages the presence of 

embedded messages in the resulting stego 

text cannot be easily discovered by anyone 

except the intended recipient” 
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Fig. 12. Cover text (2) 

TABLE IV.  CAPACITY OF PROPOSED METHOD COMPARED WITH RELATED 

STUDIES 

Method Hiding Capacity Ratio % 

[22]  7.21 

[20] 12.02 

[18] 12.17 

[21] 13.43 

Proposed Method  18.4 

 

Fig. 13. Capacity of the proposed method compared with related studies 

VI. CONCLUSION 

This paper proposes a new technique of text steganography 
using Multilayer encoding with FPE and Huffman coding. The 
use of UCs shows a significant invisibility due to high 
imperceptibility after embedding the secret data into the cover 
text. Each Unicode character represents three bits of data. 
Before hiding secret data, the proposed scheme minimized the 
secret data size by applying multilayer encoding and Huffman 
compression. FPE is applied to secret data to achieve the 
encryption objective without increasing the size of the secret 

data. Results show that the proposed method has demonstrated 
significant improvement when compared with previous studies. 

VII. FUTURE WORK 

In future work, enhancement can be made by proposing a 
new method to solve the sequential pattern in the embedding 
process by introducing a randomization concept. Therefore, the 
security level will be increased without using any encryption 
techniques that require sharing of keys between participants. In 
addition, increasing the number of bits in UC mapping 
representation will result in increasing the amount of 
capacity in cover text. 
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Abstract—The security of personal identities is a serious 

challenge in today's digital world, with so many daily 

transactions requiring secure solutions. The use of biometric 

characteristics of the person is presented as the reliable solution 

to solve this problem. Indeed, this solution is effective, but it 

hides a weak point which lies in the ability to reproduce certain 

biometric characteristics for fraud. To overcome this weak point, 

we propose a secure approach for palmprints that relies on the 

concept of merging multiple features. Indeed, these features will 

be extracted from multi-spectral images with different spectra, 

which allow the extraction of information under the skin of the 

palm for two different spectrums sequentially in two different 

times (T1, T2) but instantly. The instant fusion of these 

characteristics will be impossible to replicate. The images used 

are grayscale. To satisfy a construction of a reliable and secure 

system, for this kind of patterns (palmprints), we will use the 

Compound Local Binary Pattern method, since this method adds 

an additional bit for each P bits coded by LBP corresponding to a 

neighbor of the local neighborhood, in order to build a robust 

system. This feature descriptor, it uses both the sign and tilt 

information of the differences between the central and 

neighboring gray values. The reliability of the proposed 

approach has been demonstrated on the Casia Multi-Spectral 

database. The final experimental results show reliable 

recognition rates and these recognition rates vary between 99% 

and 100% for the left and right palms. 

Keywords—Biometrics; multispectral palmprint, local features; 

fusion; compound local binary pattern 

I. INTRODUCTION 

The uniqueness of personal identity has always been the 
major concern of individuals in society. This concern is 
justifiable given the seriousness of the risks. The identity is 
the entity requested to ensure the majority of critical 
transactions. Various applications have been proposed to 
guarantee this uniqueness, however, in this set of applications, 
biometrics remains the most appropriate solution [1, 2]. A 
multitude of scientific research has been undertaken in recent 
decades in this direction. Researchers have proposed a large 
set of recognition systems with very promising results. A large 
number of modalities have been investigated and they have 
shown a distinctive character that ensures the uniqueness of 
the identity. Among these modalities, we can cite the use of 
the fingerprint [3], the iris [4], the finger knuckle [5], the voice 
[6], the hand geometry [7], etc. However, it should be noted 
that these different biometric mechanisms offer advantages on 
the one hand and disadvantages on the other. The suitability of 
a mechanism for all current applications cannot be judged 

with certainty. Because of this, scientific researchers have 
varied their research to try to meet the requirements of 
different fields. Like all these researchers, the orientation of 
our work has been guided by constraints. One of the most 
important constraints that we have taken into consideration 
relying on the Biometric Zephyr analysis, is intrusion [8]. 
Indeed, the intrusive nature of the sensors makes the 
participants uncomfortable during the capture process such as 
the retina and iris based sensors [9]. This constraint, directed 
us towards the use of the modalities which reduce the impact 
of this factor like the descriptors based on the hand. The ease 
of use and convenience for this kind of descriptors has pushed 
research in this direction. In the literature, there is a large 
number of studies that have opted for the use of hand-based 
modalities and in various fields, such as fingerprints [10, 11], 
hand geometry [12, 13], finger knuckle print [14, 15] and 
palmprints [16-18]. Nevertheless, fingerprint-based systems 
have many challenges that are summed up in the ability of 
their spoofing easily by third parties [19, 20]. Furthermore, 
compared to other biometric descriptors, palm prints show low 
distortion, good stability over time and a highly distinctive 
character [21, 22]. Unfortunately, palmprint patterns are 
sensitive to pose orientations, lighting variations, and sensor 
noise. These factors can lead to misclassification and therefore 
affect the ability of such systems to recognize users. To 
overcome these problems, various researches have been done 
on the extraction mechanisms to improve the relevance of 
features, which will have a positive impact on the matching of 
these features. The majority of these researches employed 
coding-based, statistics-based, subspace-based, and line-based 
methods. 

Coding-based methods are a category widely used in much 
research on palmprint recognition systems. Various palmprint 
codes have been generated, among which we cite the fusion 
code [23], which allows the coding of the phases and the 
responses of the six Gabor filters. The Robust Line 
Orientation Code (RLOC) [24], which allows the extraction of 
palmprint orientation features with a modified finite Radon 
transform. The feature vector obtained in this technique is 
used as a competitive code. But, the extracted features have a 
large size, which leads to a classification over-fitting. The 
combination of Block Dominant Orientation Code (BDOC) 
for rough characteristics extraction and Block-based 
Histogram of Oriented Gradient (BHOG) for fine 
characteristics extraction [25], Half-Orientation Code (HOC) 
for palmprint feature extraction, this code employs half Gabor 
filters [26]. The Double Orientation Code (DOC) of Gabor 
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filters for feature extraction with a nonlinear classifier [27]. 
This category can be expensive in computation time and 
implementation. 

Another category that is also used, this category relies on 
statistics-based approaches; they have shown good 
performance [28–29]. A multitude of statistical methods have 
been employed in this category such as variance, standard 
deviation, energy and histograms of local binary models [30], 
Zernike and Hu moments[31]. Some transformations have also 
been used such as the wavelet transform to convert the 
palmprint image into a small number of wavelet coefficients, 
and then calculate the variance and the mean of these 
coefficients to generate the image characteristics [32]. Other 
methods have been introduced to calculate the statistical 
characteristics after the extraction phase with certain filters 
and transforms such as Gaussian derivative filters, Gabor 
wavelet, and Fourier transform [33]. The use of principal 
component analysis (PCA) and wavelet transform to extract 
features from the quaternion matrix, combined with the 
Euclidean distance classifier for matching process [34]. 

Approaches based on the concept of subspace also form an 
important category that intervenes in the construction of 
recognition systems. This kind of approach has been widely 
used in scientific research related to palmprint recognition. 
Among this research, we can cite the use of approaches in the 
works such as principal component analysis (PCA) [35], 
independent component analysis (ICA) [36] and linear 
discriminant analysis (LDA) [37]. In [38], a method to convert 
palmprint images into a set of feature space, named 
eigenpalms was proposed to build a palmprint recognition 
system. For matching, the Euclidean distance classifier was 
been employed. Researchers in [39] used Two-dimensional 
vertical and horizontal LDA (2DLDA) to extract Gabor 
features and then a distance-based adaptive approach to merge 
the vertical and horizontal features. Other approaches based 
on multi-spectral images have been deployed; in [40] kernel 
discriminant analysis (KDA) was used to reduce feature 
dimensionality and classification was provided by a KNN 
classifier and in [41], researchers proposed a multi-spectral 
method based on a digital Shearlet transform. This category 
can be affected by environmental variables (light and pose 
rotation). 

A last category which is based on the use of lines to 
recover outlines and lines of palm prints with edge detection 
methods. Among the studies based on this concept we can cite 
[42], in which a technique that employs the Sobel edge 
detector with morphological operations to ensure the feature 
extraction phase of lines and [43] who used the Sobel mask to 
calculate the amplitudes of the lines and projected those 
amplitudes along the x and y axes to produce the discriminant 
histograms for each class. This last category offers medium 
performance. 

In a brief summary of what preceded, we can identify the 
following issues: the intrusiveness of the modality, the 
complexity of many methods employed, the sensitivity of 
some methods to environmental lighting or rotation of 
employed modality (in the case of the hand-based modalities) 

and finally the possibility of usurping the personal identity by 
the reproduction of false descriptors. 

To overcome these problems, we propose a reliable 
approach using local features to build a non-intrusive, secure, 
robust and efficient recognition mechanism, in which, we take 
into account the optimization of the computational 
complexity. We will use palmprints to reduce intrusiveness. 
To reduce the influence of environment lighting, capture 
conditions and extract relevant features, we will use method of 
extracting local features Compound Local Binary Pattern 
(CLBP) [44, 45], which we will evaluate on different block 
sizes with different classifiers. The classification phase will be 
based on the use of classifiers that reduce computation time 
such as distance-based classifiers. We will test three variants 
of measurements: Jeffrey Divergence, City-Block and 
Euclidian Distance. We will also pre-process the Casia 
Multispectral Palmprint database [46], in order to reduce 
computation time and improve performance. 

This paper is organized as follows: Section II describes the 
proposed approach and the methods used. Section III reports 
and discuss the experimental results conducted on the Casia 
Multispectral Palmprint database. Finally, Section IV draws 
conclusions. 

II. PROPOSED APPROACH 

The design of the global system went through several 
stages before arriving at the final system scheme. In the first 
part, we chose a local extraction method, given the nature of 
palmprints pattern, which are rich with local information. In 
addition, this method must be as robust to variations in the 
lighting of the environment and to rotations. It turns out that 
the compound local binary pattern method [47] can satisfy 
these constraints. The objectives of this part can be 
summarized in two points. In the first point, the goal is trying 
to demonstrate the reliability of the chosen extraction method. 

The second point will concern the classification, which 
represents a crucial phase to determine the reliability of the 
systems and their cost in computing time. In this sense and in 
order to satisfy its needs, experiments will be made with 
distance-based classifiers, known for their reduced 
computation time. Several classifiers will be discussed at the 
beginning, then the choice will be based on the most 
appropriate with respect to the local extraction method used 
(ratio optimization: recognition rate and computation time). 
The concept used for this evaluation is illustrated in Fig. 1. 

In the second part, a new gait will be experimented, which 
aims at the adequacy of the size of the cropping chosen to 
extract the regions of interest, in order to further improve the 
reliability and the reduction of the calculation times. During 
this last point, we will extract the regions of interest with the 
Principal Based ICP method [48], this cropping will be done 
with a size of 192x192 pixels; which will generate the first 
database of ROI images, thereafter, we will proceed to a 
resizing of the ROI images with the size 128x128 pixels to 
obtain the second database (Fig. 2). With this approach, it will 
be discovered that the size 128x128 pixels can offer better 
results than 192x192 pixels, this can be justified by the fact 
that if the size of the division block is large and the pattern is 
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poor in information, then the rate inter-class similarity 
increases, which will reduce the recognition rate. The 
consequence of this increase will be a reduction in system 
performance and an increase in computation times, which we 
aim to avoid with this approach. 

Subsequently, in the experimental part, the relationship 
between cropping resolution and scoring performance will be 
demonstrated. 

Finally, in the last part, the experimental results and the 
conclusions obtained in the two previous steps will be used to 
test the reliability and robustness of the proposed approach. In 
the proposed approach, the choice will be in favor for a 
sequential capture of two images at two different times T1 and 
T2, which follow each other with two different spectrums, in 
our case we will use the 640 nm spectrum for image 1 and 940 
nm for the image (we will explain this choice in the 
experimental part). These two images will form two different 
descriptors, in addition, with the 940nm spectrum some veins 
under the skin will be visible and other characteristics will 
change. The proposed palmprint multispectral recognition 
system is shown in Fig. 3. 

 
Fig. 1. FKP Recognition System adopted for evaluation. 

 
Fig. 2. Cropping and resizing process for ROI image. 

 
Fig. 3. The proposed multispectral recognition system. 

Indeed, this sequential capture in very close times (in ms) 
will aim; the security of the capture phase against any attempts 
at fraud or use of false artifacts. Since these fake methods 
cannot deploy quickly to present two descriptors in a short 
time (in ms) and therefore, even if descriptor 1 (image1) will 
be spoofed, descriptor 2 (image2) will not. This will secure the 
proposed system. This approach will be based on fusion at the 
score level. The results obtained in this step will be analyzed 
and compared to the previous step. 

A. Features Extraction Process 

The construction of recognition mechanisms is generally 
based on two key factors; the first factor depends on the 
computation time allocated to satisfy the operation, the second 
factor depends on the efficiency and the recognition rates. It is 
also necessary to take into consideration the conditions of the 
environment which can constitute handicaps for the 
performance. To avoid this kind of handicaps, local methods 
robust to rotations and light variations will be introduced 
(which is the case of this database of palm prints).The feature 
extraction step will be ensured by a robust variant of Local 
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Binary Patterns (LBP), this method is called Compound Local 
Binary Patterns (CLBP) [47].  The LBP method was first 
introduced by Ojala and Al [49], this method is effective for 
feature extraction from images in real environments. The local 
binary pattern is recognized by a gray scale texture operator 
characterizing the local spatial structure of the image texture 
[50]. Given a central pixel in the image, a pattern code is 
calculated by comparing it to its neighbors. This method is 
illustrated in Fig. 4. The LBP operator calculates the signs of 
the differences of the gray levels of P neighbors equidistant 
with respect to the central pixel, which will be represented 
with a binary number of P bits (Fig. 4). If a neighbor is not 
exactly on a pixel position, then the value of that neighbor will 
be estimated using bilinear interpolation. The histogram of the 
coded image block obtained with the LBP operator will then 
be used as a texture descriptor for this block. 

 
Fig. 4. Local binary pattern operator. 

The LBP operator takes the form: 

     c yc   ∑ 2n   in-ic 
 
    (1) 

where in this case n runs over the eight neighbors of the 
central pixel c, ic and in are the gray-level values at c and n. 
Function S(x) is s defined below, 

   )   {
                          
                        

 (2) 

The LBP operator uses a method that employs only the use 
of the sign of the difference between two gray values, which 
sometimes leads to a failure to generate binary codes 
consistent with the texture properties for the local region (Fig. 
5). To avoid this handicap, a variant of this operator will be 
used. This variant assigns a 2P binary code to the central pixel 
according to the gray values of the local neighborhood 
comprising P neighbors; this method is Compound Local 
Binary Pattern (CLBP) [47]. The CLBP operator uses two bits 
for each neighbor to encode the sign as well as the magnitude 
information of the difference between the center and the 
neighboring gray values, unlike the LBP which uses only one 
bit for each neighbor by representing the sign of the difference 
between the center and the corresponding neighboring gray 
values. In this method, the first bit represents the sign of the 
difference between the center and the corresponding 
neighboring gray values as the basic LBP encoding. The 
second bit is used to encode the magnitude of the difference 
with respect to a threshold value, which is the average 
magnitude Mavg of the difference between the central and 
neighboring gray values in the local neighborhood of interest. 
The CLBP operator chooses the value 1 for the second bit if 
the magnitude of the difference between the center and the 
corresponding neighbor is greater than the threshold Mavg. 

Otherwise, it takes the value 0. Thus, the s(x) indicator of 
equation 2 is replaced by the function below: 

 (     )   {

                |      |     

               |      |     

                |      |     

                                                   

    (3) 

 
Fig. 5. Generation of inconsistent binary pattern in LPB. 

 
Fig. 6. Compound local binary pattern operator. 

where ic and ip are the gray values of the central pixel and 
the neighbors, and the average magnitude of the difference 
between ip and ic in the local neighborhood is Mavg. The 
mechanism of the CLBP operator is shown in the Fig. 6. 

B. Matching Process Phase 

The choice of classifiers is crucial for a better performance 
concerning the proposed approach, to ensure this important 
phase in all recognition systems, we relied on two important 
factors. The first factor depends on the resolution of the 
images used, which is low, classifiers like SVM will be 
disregard, because are more for high resolutions [51, 52]. The 
second factor is also important, it depends on the computation 
time costs, which represents a decisive point for the success of 
a recognition mechanism; these points will direct our choice 
towards distance-based classifiers. The consideration of the 
directives already mentioned, directed the choice towards a set 
including three classifiers based on the distance, which we 
will use with the method of extraction employed and see their 
performances for the generation of the recognition rates. 
These classifiers are based on Euclidean distance, City-block 
and Jeffrey Divergence. 

The Euclidean distance is the best-known distance metric 
and used in datasets that represent low-dimensional images, 
examines the root of the squared differences between the 
coordinates of a pair of objects. This process is generally 
known as the Pythagorean Theorem. For the tests, we used 
this classifier, to calculate the minimum distance between the 
test image and the train image. The Euclidean distance d is as 
follows: 
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     )   √∑       )
  

      (4) 

The Manhattan distance classifier, city-block distance 
classifier, also called, rectilinear distance, L1 distance, L1 
norm, Manhattan length. It represents the distance between 
points in a city road grid. It examines the absolute differences 
between the coordinates of a pair of objects as follows: 

     )   ∑ |      |     
 
    (5) 

The Jeffrey divergence is a modification of the Kullback-
Leibler (KL) divergence, if P = (p1, . . . pN ) and Q = (q1, . . . 
qN) are two discrete distributions, the Jeffrey divergence 
between P and Q is defined as: 

     )  ∑         
  

  
        

  

  
   (6) 

Where      
      )

 
 

III. EXPERIMENTAL RESULT 

In this part, an experimental study spread over several 
stages will be made. The objective of these steps will be 
articulated on the progressive demonstration of the process 
reliability for the proposed system. The evaluation of this 
system will be conducted on the Casia multispectral palmprint 
database [46]. It should be noted that this database is one of 
the standards of scientific research in this field. 

A. Casia Multispectral Palmprint Database 

The construction of the CASIA Multi-Spectral Palmprint 
database is based on the acquisition of 7200 palmprint images 
from 100 volunteers. This set of images is shared equally 
between the palms of the right hand and the left hand (3600 
images on each hand). It should be noted that the set of palmar 
images for each hand is captured in two sessions. The time 
between the two capture sessions has an interval greater than 
one month. During a session, each volunteer gives three 
samples for each hand (a total of six images per user in a 
single session, so 600 images for 100 volunteers). Each image 
of a sample is captured with six different electromagnetic 
spectrums (Fig. 7). The wavelengths used for these captures 
correspond to the following six spectrums: white light (WL), 
460 nm, 630 nm, 700 nm, 850 nm and 940 nm. The captures 
have been made in such a way that the user has a certain 
freedom for the pose concerning the angle and the rotation of 
his hand, the goal is to produce variations of hand postures 
during the capture session. This procedure will simulate a use 
that is done in the real world and increase the diversity of 
samples in the same class, which will present interesting 
challenges for measuring the performance of a biometric 
system. It is reminded that the palm images captured are 8-bit 
grayscale JPEG files. 

Generally, the  biometric database preparation follows a 
process that relies on two phases;  the first concerns the 
acquisition of images over different time intervals and  the 
second revolves around preprocessing mechanisms, that can 
vary depending on  the modality nature and the objectives 
targeted by the  research  conducted. 

A careful examination of the database images reveals two 
important factors that will direct our preprocessing towards an 

extraction of the regions of interest; the first is seen on the 
capture of hands that will undergo changes (Hand with Corn, 
Callosity, Induration)  due to manual work or intense physical 
activities in strength sports such as bodybuilding or 
powerlifting (Fig. 8). 

 
Fig. 7. Casia multipectral palmprint  database. 

 
Fig. 8. Images with corn, callosity and induration in casia multipectral 

palmprint  database. 

The second factor is noticeable in the images where the 
pose of the hand for capture is free and not standardized. This 
hand posing manner (flexion hand) may in some cases present 
angles with respect to the capture support, which cause the 
relevant features at the level of the hand palm contour to be 
inhibited, the same in the case of the poses of the hand which 
have a concavity (Fig. 9). 

 
Fig. 9. Poses with flexion and concavity in casia multipectral palmprint  

database. 

These two factors may skew experimental results, on the 
one hand, the change that certain parts of hand palm may 
undergo, which increases intra-class variations, on the other 
hand, the absence of relevant features on areas of the hand 
palm, which may increase the interclass similarities of the 
histograms with the local methods. To avoid these problems, it 
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is essential to carry out a pre-processing which aims at 
extracting the regions of interest ROI. This process of regions 
of interest extraction will be used to solve the problems of the 
Casia Multi-spectral Palmprint database images already 
mentioned. Indeed, the principle aims to adjust the rotation of 
different angles and the normalization of the scales, then to 
carry out a cropping on the normalized image central region to 
extract the relevant characteristics. It is obvious that an ROI 
extraction method that is based on a good algorithm will be 
decisive in generating palm prints images with zones, which 
allow the maximum of distinctive characteristics. This effect 
will have a significant impact on the performance of the 
recognition system to be built. The majority of existing 
methods use algorithms that perform an ROI extraction based 
on the limit of the palm, or key landmarks between the 
fingers, or some external factors [53, 54]. 

Many existing palmprint recognition mechanisms assume 
that palmprint images are aligned before performing feature 
extraction and matching. Because of this, they are often 
affected by residual variations in translation and rotation after 
the alignment process. To avoid this problem, the Principal 
Based ICP [48] will be employed, this method uses the linear 
features to refine the alignment of the image before 
performing the cropping operation to extract Region of 
Interest (ROI) images (Fig. 10). 

 
 Casia multipectral palmprint Fig. 10. ROI database. 

B. Evaluation and Analysis of Experimental Results 

To approve the recognition mechanism, we opted for an 
evaluation process divided into three different parts. The first 
part focuses on the extraction of ROI images with the 
Principal Based ICP method for a crop of 192x192 pixels and 
verifying the ability of the chosen classifiers to offer efficient 
results with the extraction method adopted.  In this phase, 
several detailed experiments for each hand (left and right) will 
be carried out and which will have as a goal; the determination 
of the classifiers most adapted to this kind multi-spectral 
images, this adaptation will obviously be evaluated on two 
points: the first concerns the recognition rates obtained and the 
second point concerns the duration of the calculations 
necessary for the matching process concerning all the classes. 
In the second part, the resolution adopted for the ROI images 
will be changed. The resolution will become 128x128 pixels 
instead of 192x192 pixels. After obtaining the results of this 
new phase, we will compare them with the previous phase and 
we will proceed to the analysis of the data to draw conclusions 
concerning the impact of the resolution of the global image. In 
the case where the impact of this operation represents positive 
points in terms of performance and computation time, it will 
be adopted for the rest of the experiments. Finally, in the last 

part, the conclusions obtained in the global approach will be 
used, the final experimental results of the proposed approach 
will be examined and the conclusions on the obtained 
reliability will be drawn. 

1) Multispectral palmprint evaluation: During this first 

step, the system will be evaluated. It should be noted that the 

Casia database presents images in the same class, which 

represent concavities during the pose and varying angles 

depending on the capture pose, these factors increase the intra-

class variation. For this, an experimental protocol which will 

respect the real conditions will be used (Fig. 11). The training 

database will be composed of five images per user and the test 

database will be composed of a single image per user (as in 

the real case to ensure the operation in the devices 

implemented). Therefore, for each volunteer, there are five 

training samples and one test sample for each spectrum. The 

proposed approach is based on local techniques. Therefore, the 

performance of the mechanism will be examined with 

different sizes of sub-images. 

 
Fig. 11. Protocol used for experiments. 

Block subdivision sizes have been classified into three 
categories: large subdivision, medium subdivision, and small 
subdivision. The large subdivision is defined by two block 
sizes: 64x64 and 48x48 pixels, for the medium size: 32x32 
and 24x24 pixels, and for the small size: 16x16 and 8x8 
pixels. To ensure a better performance of the classification 
process of the proposed approach, several classifiers based on 
Euclidean distance, Jeffrey divergence and City-Block was 
experimented. The recognition rates for each palmprint with 
the image sub-divisions chosen for the different spectra will 
be presented later in tables. This comparative evaluation is 
made in order to show the most adaptive classifiers in our case 
and the cost in computation time. 

a) Result of experiment with cropping 192x192 

resolution: In this first phase of the experiments, we will use 

the diagram Fig. 1 with the resolution 192x192 pixels for the 

images obtained from the cropping made by Principal Based 

ICP method. This phase aims to evaluate the extraction 

method, the classifiers used and their impact on Matching 

Process Time (MPT) with all the spectrums: white light, 

460nm, 630nm, 700nm, 850nm and 940nm. 
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TABLE I.  RECOGNITION RATE FOR  LEFT PALM - WHITE LIGHT 

Table Recognition rate RR  for left palm with white light 

Block size RR/MPT 
Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

64x64 
RR 74% 82% 81% 

MPT 0,079923 s 4,801806 s 0,139913 s 

48x48 
RR 79% 85% 83% 

MPT 0,085569 s 8,424969 s 0,215667 s 

32x32 
RR 83% 87% 87% 

MPT 0,143411 s 18,388208 s 0,431222 s 

24x24 
RR 85% 89% 89% 

MPT 0,224072 s 31,534391 s 0,734840 s 

16x16 
RR 87% 92% 92% 

MPT 0,414146 s 64,496038 s 1,608370 s 

8x8 
RR 78% 92% 89% 

MPT 1,774764 s 166,262356 s 6,320234 s 

This Table I, clearly shows that the recognition rates (RR) 
obtained by the classifiers based on the city-block distance 
and the Jeffery divergence are clearly better than those 
obtained by the classifier based on the Euclidean distance. The 
classifiers based on the city-block distance and the Jeffery 
divergence give the best value of recognition rate 92% for the 
divisions (sub-images) of 8x8 and 16x16 pixels. We also note 
that the Matching Process Time MPT increases proportionally 
to the decrease in the size of the division block. This remark is 
logical, since the smaller the block size, the more the number 
of sub-images increases, and consequently the histogram of 
the image too. It should be noted that despite the similar 
performance shown by the classifier based on Jeffrey  
divergence (92%) with the 16x16 pixel block compared to that 
obtained with city-block (92%), nevertheless, the overall 
computation time for the set of classes is high (64.496038 s) 
compared to the city-block distance based classifier (1.608370 
s). 

We can conclude that even if the rates obtained with 
Jeffrey diverge and city-block are almost similar, the ratio 
(recognition rate \ calculation time) remains in favor of city-
block. In the following, we are going to join on the same table 
the recognition rates of the left and right palm prints 
(resolution 192x192) and no longer record the calculation 
time, since we already know the behavior of the calculation 
time with the Table I. 

For the right palm (R Palm), Table II shows the same 
remarks as the left palm (L Palm), the superiority of the 
classifiers based on the Jeffrey divergence and the City-block, 
and that the computation time is privileged for the city-block. 
Note that the value of the high recognition rate is 97% with 
Jeffrey divergence for block size 8x8 pixels. 

In Table III, the results obtained affirm that the resulting 
recognition rates with the classifiers based on the Jeffrey 

divergence and the City-block are the best. Note that the value 
of the high recognition rate obtained is 91% with city block 
for a block of size 8x8 pixels with Left palm and 98% with 
right palm. 

In Table IV, we have the same previous remarks, the 
superiority of the classifiers based on Jeffrey divergence and 
the City-block is maintained. Note that the value of the high 
recognition rate obtained is 88% with Jeffrey divergence for a 
block of size 24x24 pixels with left palm and 100% with 
Jeffrey divergence for a block of size 8x8 pixels with right 
palm. City-block also shows similar results: 99% for a block 
of size 8x8, 16x16 and 24x24 pixels with right palm, and 87% 
for a block of size 16x16 and 24x24 pixels with left palm. 

TABLE II.  RECOGNITION RATE - WHITE LIGHT 

Table Recognition rate RR  for left and right palm with white light 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

64x64 74% 63% 82% 80% 81% 81% 

48x48 79% 76% 85% 89% 83% 87% 

32x32 83% 80% 87% 92% 87% 91% 

24x24 85% 87% 89% 95% 89% 94% 

16x16 87% 90% 92% 96% 92% 95% 

8x8 78% 87% 92% 97% 89% 96% 

TABLE III.  RECOGNITION RATE – SPECTRUM  460 

Table Recognition rate RR  for left and right palm - spectrum 460nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

64x64 77% 76% 87% 87% 85% 84% 

48x48 81% 81% 88% 92% 87% 90% 

32x32 84% 85% 90% 96% 89% 94% 

24x24 85% 95% 88% 96% 88% 96% 

16x16 87% 96% 89% 97% 89% 97% 

8x8 86% 90% 90% 96% 91% 98% 

TABLE IV.  RECOGNITION RATE – SPECTRUM  630 

Table Recognition rate RR  for left and right palm - spectrum 630nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

64x64 72% 76% 84% 89% 80% 87% 

48x48 74% 83% 85% 95% 83% 92% 

32x32 84% 90% 86% 97% 87% 97% 

24x24 85% 93% 88% 98% 87% 99% 

16x16 79% 95% 87% 99% 87% 99% 

8x8 69% 87% 86% 100% 83% 99% 
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TABLE V.  RECOGNITION RATE – SPECTRUM  700 

Table Recognition rate RR  for left and right palm - spectrum 700nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

64x64 72% 77% 86% 85% 83% 82% 

48x48 80% 81% 86% 91% 85% 86% 

32x32 80% 88% 87% 96% 85% 95% 

24x24 85% 88% 90% 95% 89% 95% 

16x16 80% 88% 91% 95% 90% 94% 

8x8 73% 81% 88% 97% 87% 93% 

In Table V, we note again the superiority of the classifiers 
based on the Jeffrey divergence and the City-block. Note that 
the value of the high recognition rate obtained is 91% with 
Jeffrey divergence for a block of size 16×16 pixels with left 
palm, and 97% for a block of size 8x8 pixels with right palm. 

TABLE VI.  RECOGNITION RATE – SPECTRUM  850 

Table Recognition rate RR  for left and right palm - spectrum 850nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

64x64 73% 75% 92% 94% 87% 92% 

48x48 84% 88% 94% 96% 92% 96% 

32x32 86% 92% 93% 96% 93% 97% 

24x24 89% 94% 94% 98% 95% 98% 

16x16 86% 98% 94% 98% 94% 98% 

8x8 68% 81% 95% 98% 91% 98% 

In Table VI, the superiority of classifiers based on Jeffrey 
divergence and City-block is maintained. Note that the value 
of the high recognition rate is 95% with Jeffrey divergence for 
a block of size 8x8 pixels and City-block for a block of size 
24x24 pixels, the same for the right palm; we notice that the 
highest recognition rate is obtained with Jeffrey divergence 
and City-block for the blocks: 8x8, 16x16 and 24x24 pixels. 

TABLE VII.  RECOGNITION RATE – SPECTRUM  940 

Table Recognition rate RR  for left and right palm - spectrum 940nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

64x64 77% 74% 89% 92% 85% 88% 

48x48 85% 83% 93% 95% 89% 93% 

32x32 86% 92% 94% 97% 92% 97% 

24x24 91% 94% 93% 98% 94% 97% 

16x16 90% 97% 94% 98% 94% 98% 

8x8 80% 89% 93% 98% 94% 98% 

Finally, for the 940nm spectrum, Table VII again shows 
the superiority of the classifiers based on the Jeffrey 
divergence and the City-block. Note that the value of the 

higher recognition rate is 94% with Jeffrey and City-block 
divergence for different block sizes: 8x8, 16x16, 24x24 and 
32x32 pixels with left palm. We notice the same thing for the 
right palm, note that the value of the higher recognition rate is 
98% with Jeffrey and City-block divergence for different 
block sizes: 8x8, 16x16pixels. 

In summary, we can draw up the following two tables 
which summarize the recognition rates obtained for all 
spectrums. 

TABLE VIII.  BETTER RECOGNITION RATES FOR  LEFT PALM – 192X192 

RESOLUTION 

Table Recognition rate RR  for left palm 

Block size 8x8 16x16 24x24 32x32 48x48 64x64 

White light 92% 92% 89% 87% 85% 82% 

460 nm 91% 89% 88% 90% 88% 87% 

630 nm 86% 87% 88% 86% 85% 84% 

700 nm 88% 91% 90% 87% 86% 86% 

850 nm 95% 94% 95% 93% 94% 92% 

940 nm 94% 94% 94% 94% 93% 89% 

TABLE IX.  BETTER RECOGNITION RATES FOR  RIGHT PALM – 192X192 

RESOLUTION 

Table Recognition rate RR  for left palm 

Block size 8x8 16x16 24x24 32x32 48x48 64x64 

White light 97% 96% 95% 92% 89% 81% 

460 nm 98% 97% 96% 96% 92% 87% 

630 nm 100% 99% 99% 97% 95% 89% 

700 nm 97% 95% 95% 96% 91% 85% 

850 nm 98% 98% 98% 97% 96% 94% 

940 nm 98% 98% 98% 97% 95% 92% 

Both Tables VIII and IX show promising recognition rates 
for the proposed mechanism which vary between 81% and 
100%. We also see the superiority of the results obtained with 
palm prints of the right hand. We can also say that on average 
the spectrums that give the best results for both hands are the 
850nm and 940nm spectra with the exception of the 630nm 
spectrum for the right hand. It should also be noted that the 
(recognition rate / global computation time) ratio remains in 
favor of City-block. 

b) Result of experiment with  resizing 128x182 

resolution: Based on the previous conclusions concerning the 

computation time, and the pattern characteristics of the 

regions of interest of the palmprints which show clearly 

visible and large-scale features, we thought that there is a 

relationship between cropping resolution and the performance 

of the proposed approach which is based on local methods. 

This assumption comes from the fact that if we have a high 

resolution with little relevant information, then we will have 

division blocks that will be similar between the different 

classes and therefore a reduction in recognition rates. This is 

what we will try to dismantle with the following experiments. 
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In the following we will resize images from 192x192 pixels to 

128x128 pixels. The results of previous experiments will 

guide future experiments towards small and medium-sized 

blocks, which give reliable recognition rates. The second 

orientation concerns the choice of 940nm, this choice is due to 

the fact that the 940nm spectrum shows the veins of the palm 

which makes the system robust to the temptations of fraud and 

it has shown good results. The last orientation concerns the 

460 nm spectrum, this spectrum best show the characteristics 

of the pattern and it shows a good performance against white 

light. The results of these choices will help in the construction 

of the final mechanism. 

At the beginning, we will experiment with white light for 
left palm, to study the improvement brought with this resize. 

TABLE X.  RECOGNITION RATE FOR  LEFT  PALM – WHITE LIGHT 

Table Recognition rate RR  for left palm – white light 

Block 

size 
RR/MPT 

Euclidian 

distance 

Jeffrey 

divergence 
City-Block 

32x32 
RR 82% 88% 86% 

MPT 0,067901 s 5,478638 s 0,142141 s 

24x24 
RR 85% 92% 91% 

MPT 0,095663 s 10,647785 s 0,257458 s 

16x16 
RR 88% 93% 91% 

MPT 0,160716 s 19,651213 s 0,472513 s 

8x8 
RR 86% 91% 93% 

MPT 0,524071 s 53,258396 s 1,867898 s 

The Table X shows a clear reduction in the calculation 
time compared to the 192x192 resolution, we cite as an 
example 166.262356 s (8x8 Jeffrey divergence in 192x192) 
and 6.320234s (8x8 City-block in 192x192) which will be 
reduced to 53,258396 s (8x8 Jeffrey divergence in 128x128) 
and 1,867898s (8x8 City-block in 128x128). Similarly the 
recognition rates have been improved. Note that the value of 
the high recognition rate is 93% with Jeffrey divergence for 
block size 16x16 pixels and City-block for block size 8x8 
pixels against 92% obtained with Jeffrey divergence for block 
size 8x8 with 192x192 (cropping resolution) and MPT= 
166.262356 s. In the rest of the experiments, we will no longer 
put the calculation times in the tables; we know very well that 
it will be significantly reduced. 

TABLE XI.  RECOGNITION RATES FOR  128X128– WHITE LIGHT 

Table Recognition rate RR  for left and right palm – white light 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

32x32 82% 80% 88% 95% 86% 94% 

24x24 85% 87% 92% 97% 91% 95% 

16x16 88% 98% 93% 98% 91% 98% 

8x8 86% 95% 91% 98% 93% 99% 

We note in Table XI, the superiority of the Jeffrey 
divergence and the City-block classifiers, and the value of the 

highest recognition rate is 99% City-block for blocks of size 
8x8 with right palm and 93% with left palm. 

TABLE XII.  RECOGNITION RATES FOR  128X128– SPECTRUM 460 

Table Recognition rate RR  for left and right palm - spectrum 460nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

32x32 85% 93% 92% 99% 92% 99% 

24x24 87% 96% 95% 99% 95% 99% 

16x16 92% 100% 93% 99% 93% 99% 

8x8 89% 89% 93% 100% 95% 100% 

The Table XII shows good value rates, the value of the 
high recognition rate is 95% with Jeffrey divergence and City-
block for blocks of size 8x8 pixels and 24x24, similarly, for 
the right palm we have perfect value rates, the value of the 
high recognition rate is 100% with Jeffrey divergence and 
City-block for blocks of size 8x8 pixels. 

TABLE XIII.  RECOGNITION RATES FOR  128X128– SPECTRUM 940 

Table Recognition rate RR  for left and right palm - spectrum 940nm 

Block 

size 

Euclidian distance Jeffrey divergence City-Block 

L Palm R Palm L Palm R Palm L Palm R Palm 

32x32 76% 85% 95% 97% 92% 94% 

24x24 86% 91% 94% 98% 95% 96% 

16x16 89% 93% 94% 98% 96% 98% 

8x8 81% 92% 93% 98% 94% 98% 

Table XIII also shows good value rates, the high 
recognition rate value is 96% City-block for blocks of size 
16x16 with the left palm. With regard to the right palm, we 
have effective value rates; the value of the high recognition 
rate is 98% with Jeffrey and City-block divergence for blocks 
of size 8x8 pixels, 16x16 and 24x24 pixels. 

The results of the experiments confirmed that resizing the 
resolution of the crop to 128x128 instead of 192x192 pixels 
improved the performance of the recognition rates and 
reduced the calculation time. This is normal, since image 
databases will have small sizes, this resizing will have a 
significant impact in the real world for large populations.  The 
blocks that show the best performance are 8x8, 16x16 and 
24x24 pixels, which is normal since we are using a local 
method for feature extraction. Large size subdivisions are not 
efficient for this kind of methods, henceforth we will only use 
the 8x8, 16x16 and 24x24 pixel blocks for the remaining 
experiments. 

C. Global Evaluation of Proposed Approach 

 In this section, we will conduct our experiments to 
evaluate the proposed approach (Fig. 3). These experiments 
consist in exploiting the sizes of the blocks, which have shown 
their performance previously (24x24, 16x16 and 8x8). In this 
evaluation, we will use the approach with a score-level fusion, 
with city-block distance and Jeffrey divergence. We will use 
the Cumulative Matching Characteristics (CMC) curves for 
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each fusion case to measure the identification accuracy. CMC 
curves demonstrate the ability of a recognition system to 
identify a given user in a set of data. 

1) Results of  fusion left palmprint 460nm and  left 

palmprint 940 

a) Results for block size 8x8 pixels: In Fig. 12, we 

notice that the curves resulting from the fusion of the 460nm + 

940nm multi-spectral images with the classifiers with Jeffrey 

divergence and city-block are clearly higher than the other 

curves. The recognition rate obtained with the approach equal 

to 100%, this rate is higher than the best rate obtained for the 

systems studied with a single spectrum. 

 
Fig. 12. CMC curve for fusion 460nm+940nm with 8x8 blocks. 

b) Results for block size 16x16 pixels: In Fig. 13, we 

will report the same remark in the case of the block equal to 

8x8. The recognition rate obtained with the approach is equal 

to 99%, this rate is higher than the best rate obtained for the 

systems studied previously. 

 
Fig. 13. CMC curve for fusion 460nm+940nm with 16x16 blocks. 

c) Results for block size 24x24 pixels: In Fig. 14, we 

notice that the curve resulting from the fusion of the 460nm + 

940nm multi-spectral images with the classifier based on city-

block is superior to the other curves, but this is not the case of 

the fusion curve which uses the classifier based on Jeffrey's 

divergence. The recognition rate obtained with the approach 

equal to 100% using the classifier based on the city-block 

distance, this rate is higher than the best rate obtained for the 

systems studied with a single spectrum. 

 
Fig. 14. CMC curve for fusion 460nm+940nm with 24x24 blocks. 

TABLE XIV.  RESULTS OF GLOBAL APPROACH FOR LEFT PALM 

Recognition rate for left palm – fusion with spectrums 460 and 940 

Block size Jeffrey divergence City-Block 

24x24 99% 100% 

16x16 99% 99% 

8x8 100% 100% 

The Table XIV summarizes the performance obtained by 
the global approach used. 

2) Results of  fusion right palmprint 460nm and  right 

palmprint 940 

a) Results for block size 8x8 pixels: In the Fig. 15, we 

have perfect recognition rates for fusion equal to 100%. 

 
Fig. 15. CMC curve for fusion 460nm+940nm with 8x8 blocks. 

b) Results for block size 16x16 pixels: In Fig. 16, we 

still have perfect recognition rates for fusion equal to 100%, 

which demonstrates the robustness and efficiency of the 

proposed approach. 

 
Fig. 16. CMC curve for fusion 460nm+940nm with 16x16 blocks. 
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c) Results for block size 24x24 pixels: In Fig. 17, we 

still notice that the curves resulting from the fusion of the 

460nm + 940nm multi-spectral images with the classifiers 

with Jeffrey divergence and city-block are clearly higher than 

the other curves. The recognition rate obtained with the 

approach equal to 99%, this rate is higher than the best rate 

obtained for the systems studied with a single spectrum. 

 
Fig. 17. CMC curve for fusion 460nm+940nm with 24x24 blocks. 

TABLE XV.  RESULTS OF GLOBAL APPROACH FOR RIGHT PALM 

Recognition rate for right palm – fusion with spectrums 460 and 940 

Block size Jeffrey divergence City-Block 

24x24 99% 99% 

16x16 100% 100% 

8x8 100% 100% 

The Table XV summarizes the performance obtained by 
the global approach used for right palm. 

The results demonstrated by the experiments that we see in 
the CMC curves, on the Tables XIV and XV and the 
comparison with others methods in Table XVI, reflect the 
effectiveness of the approach used to build a reliable and 
robust recognition system. 

TABLE XVI.  A COMPARISON OF RECOGNITION RATE OF THE PROPOSED 

APPROACH AND PREVIOUS METHODS 

Method Recognition rate 

EigenPalm (EP) [55] 91,25% 

FisherPalm (FP) 55] 92,32% 

Gabor-based RCM (GRCM)  [55] 96% 

Enhanced GRCM (EGRCM) [55] 98% 

Image level fusion by PCA [56] 95,17% 

Quaternion PCA [56] 98,13% 

Quaternion PCA+Quaternion DWT [56] 98,83% 

PCA on HOG [57] 98,73% 

KPCA on HOG [57] 98,737% 

Proposed approach (using 24x24 bloc) 99% 

LDA on HOG [57] 99,17% 

KLDA on HOG [57] 99,17% 

PCA on HOL [57] 99,73% 

KPCA on HOL [57] 99,73% 

Proposed approach (using 16x16 and 8x8 blocs) 100% 

IV. CONCLUSION 

In this work, multi-spectral images are used with different 
spectrums to build a secure system against tampering 
maneuvers. In this sense, two instances are employed with two 
spectrums that can be captured at the same time (but 
sequentially), to be used in a score-based fusion approach. The 
experimental results were conducted on the casia multispectral 
database after pre-processing with the Principal Based ICP 
method, subsequently the cropping used was improved for an 
optimal construction of the histograms, which made it possible 
to increase the performance and to reduce the calculation time, 
Finally, the conclusions drawn were deployed to guide the 
proposed approach, which clearly showed its effectiveness 
with rates varying between 99% and 100%. Thus, it is possible 
to conclude that this approach provides proven reliability and 
can be used for secure fingerprint recognition systems against 
fingerprint forgery fraud. This work aims at the possibilities of 
securing during the "capture" phase, nevertheless this securing 
will have to affect other aspects such as the base of the 
images. This perspective will be the subject of future work on 
securing biometric images with watermarking methods. 
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Abstract—The creation of this research was born out of 

interest in creating the art of carved sandstone into Buddha 

statue found in the area of Phayao Province, which was part of 

the Lanna Kingdom that prospered during the 19
th

-23
rd

 Buddhist 

century. In the area of Phayao province, the sandstone Buddha 

was created which is an art and valuable artistic feature that has 

been shown until now. There are five categories of sand stone 

Phayao Buddha style that are studied and classified which have 

distinctive characteristics of each Buddha statue. Nowadays, 

traditional techniques for making Buddha statue are becoming 

less and less popular as Buddha statue made of sandstone are not 

as popular as before. Creating a Buddha statue from stone was a 

difficult and laborious process. Including craftsmen in carving 

began to decrease in number. In this research, a tool for 

collecting data on Buddha statue was used photogrammetry to 

store and process into 3D objects and use processes and 

techniques for creating 3D work that has been created, and 

simulating the Buddha statue by using the outstanding features 

of the Buddha statue collected as the main part in selecting the 

proportion of the Buddha statue to combine to form a new 

Buddha statue in 3D format by simulating the Buddha statue by 

such methods as a prototype to reproduce the appearance of 

Buddha statue for use in the creation of works of art that are an 

important part of history. It is also used to study the 

characteristics of Buddha statue in combination to create the 

characteristics, and a new way to preserve art by using 

technology to transfer and preserve these valuable works of art 

in another way. 

Keywords—3D art; 3D artifacts; creation; blending art; 

reconstruction artifacts 

I. INTRODUCTION 

Creating Buddha statue data in a Phayao type Buddha 
statue entails using the exact qualities and structure of each 
portion of the Buddha statue collected to build a 3D digital file 
copy of the Buddha statue that references the Buddha statue’s 
true structure. The right structure and proportions of the 
sandstone Buddha statue are made by the distinguishing 
qualities developed for imagination and visualization, which 
are obtained by analyzing the data from the genuine structure 
and proportions. The depth of Phayao craftsmen's art has 
condensed the incredible dimensions found in Phayao 
sandstone Buddha statue from the beginning through the 
evolution of countless forms into the unique qualities of each 

Phayao artisan's work. Beginning with the sandstone Buddha 
statues discovered in the Phayao an area, the Buddha statues 
are mixed with characteristics of Buddhist art from other 
regions of the kingdom and art by other Buddhist artists. 

The Buddha statue is rather round and oval, as shown in 
the art of the Chiang Saen Buddha statue, which was 
influenced by the U-Thong Buddha statue. The two mouths of 
the Buddha statue that is frequently seen in the province of 
Phayao have a tiny and prominent nose; an oval face; a 
prominent nose; and a mouth with a boundary line. The 
researcher examined the creation of Buddha statue s by artists 
who make Buddha statues for temples and princes, as well as 
the development of Buddha statue s by local craftsmen in the 
region, in order to build a Buddha statue. The Buddha statues 
in this study are a mash-up of many types of art. 

The art of sandstone carving in Phayao Buddha statue is 
not popular with people in today. Because the construction of 
Buddha statue with sandstone is a difficult process. Due to the 
factors of the material used to build, the weight of the stone 
and the procurement of stone. The factors of skilled craftsmen 
in stone carving are in accordance with the correct 
characteristics and expertise in production. In addition, the 
characteristics and guidelines for creating Buddha statue 
should be inherited and have unique prototypes. The problems 
and factors mentioned above are the problems that should be 
using digital tools and technology to assist in the creation of 
step-by-step and scientific and innovative tools will be used to 
benefit the art for the preservation and development of these 
values in next generation. 

Instruments of technology and multimedia, such as data-
collection science and computers, have been expanded and 
improved in a variety of ways. All suppliers are also working 
on new developments to make the systems more cost-effective 
and accurate, while also reducing current limitations. This is, 
to the best of our knowledge, the first study to survey various 
smart shelf innovations and application scenarios. [1] Even 
human life and activities such as living, consumption, and 
viewing must be integrally tied to and congruent with the 
technological environment. As a result, the components of the 
digital and technical world are astounding. Today, the world 
and human life are extremely important. These digitization 
initiatives in the human sciences prompted the cross-
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disciplinary discipline of Digital Humanities to investigate 
computer based semantic analysis and media processing [2] 
Computer technology has become a new tool for modern 
artists in terms of art. As a result, animators can devote more 
energy to creative work rather than the heavy and tedious 
work of traditional animation [3]. These technological 
advances have also helped to preserve and promote art and 
historical understanding. The method of use is the approved 
recording technique that makes it easier to digitize 
archeological data. Photogrammetry, which is image-based, 
creates three-dimensional images by triangulating points (in 
these case pixels) and using correlation techniques to 
reconstruct a subject's volume. This method enables us to 
establish trustworthy digital archives, providing digital 
reproductions of the shelters and their etched panels [4]. 

The aim of this research was to simulate the Buddha statue 
3D by combining Buddhist art with technology of computer 
graphic, and 3D creation. In this research will use 
photogrammetry and the creative process of changing the 3D 
model to make a 3D model of the Buddha in the style of the 
ancient Phayao artists. The use of these digital tools and 
technologies for developing and generating concepts for 
creating such Buddha statue is another way to develop 
creative forms of Buddha statues and works. The art of 
sculpting sandstone Buddha statues today has many problems 
that can be solved with digital tools. It is also another method 
that helps to preserve the value of art and culture for further 
development and dissemination. With this information, art of 
Buddha statue can be hacked and changed, or they can be 
developed digitally for research in the future. 

II. LITERATURE REVIEW 

The main of research use photogrammetry and creative 
process of changing the 3D model to make a 3D model of the 
Buddha in the style of the ancient Phayao artists. Each of them 
has research and creative works to guide and suggest ideas for 
this research. Using 3D data for reconstruct 3D shapes from 
point clouds, despite the fact that many point cloud-based 3D 
reconstruction frameworks have been proposed in recent 
years, we discovered that the training loss is usually Chamfer 
Distance (CD), which assigns equal weights to all points 
within the point clouds. However, for human visual 
perception, edges and corners are more important than flat 
points. According to research, the proposed framework can 
focus on edges/corners and produce more appealing results. 
The visual-enhanced approach proposed here can also be used 
to generate high-quality point clouds in a 3D generative model 
[5]. 

Complex deep neural networks are required to grasp and 
disentangle spatial transformation and image data 
characteristics inherent in training data in order to effectively 
recreate 3D images which limit the use of data-driven 
techniques in many practical applications. That using existing 
geometric information from imaging technology improves the 
process of unfolding incoming sensor data into 3D space in 
the context of computed tomography image reconstruction [6]. 

In the computer vision and graphic design communities, 
learning to create three-dimensional (3D) point clouds is 
becoming increasingly popular. Numerous solutions have 

been proposed to address the issue of producing 3D point 
clouds. Because a 3D object can be presented in a variety of 
formats, such as point cloud, voxel, mesh, and implicit field, 
these approaches can be classified according to their output 
format. As a result, manually rebuilding point clouds is the 
most common method of creating 3D objects. Most techniques 
start with an encoder that extracts a latent feature from the 
source images or 3D point cloud, followed by a decoder that 
maps the latent feature to the ground truth of the 3D point 
cloud [7]. 

Visual improvements of 3D point cloud rebuilding from a 
single perspective is aimed at the construction of 3D Point 
cloud objects, a type of 3D object creation based on object 
data collection that is quite common nowadays with numerous 
types of 3D structure processing and integration procedures 
involving point cloud., voxel, mesh, and implicit fields. These 
methods assess processes for extracting 3D structure 
information from entire 3D objects using point cloud-based 
processes [7]. 

The aim of the research was to develop the most effective 
methodology for virtual 3D reconstruction of damaged 
archaeological sites, which included construction or building 
structures, for the sake of cultural heritage conservation. 
Based on the revised point cloud and excluding affected areas, 
a surface depicting the terrain shape of the archaeological site 
prior to mechanical damage was interpolated. Using textured 
solids and surfaces representing walls, connection channels, 
and vaults, a rigorous virtual reconstruction of the 
architectural complex's original condition was carried out 
using both measured and interpolated surfaces. [8] The goal of 
this study is to recreate 3D models of ancient buildings that 
have been severely damaged by using high-quality map data to 
produce 3D skeletal structures for the preservation of history 
and culture [8]. 

In certain circumstances, digital photogrammetry and 3D 
reconstruction can aid archaeological excavation by reducing 
time without sacrificing information and even generating 
unique data, as well as making the site accessible to the 
public. Using this method, in the research aims to support 
studies of relative chronology based on the observation of 
structure textures and the statistical processing of block 
measurements and presents the results in the case of the St. 
Maria Veterana complex (Triggiano, southern Italy), a very 
articulate archaeological site of unknown dating, whose 
stratification and constructive chronological phases have been 
very confusing thus far. The statistical analysis of the 
dimensional dataset revealed indicative correlations between 
the various rooms of the archaeological site, and thus 
suggested valuable information on building techniques 
through comparison with results of lithological and textural 
observations of areas [9]. 

The use of photogrammetry technology creates a scalable 
surveying option that can be deployed faster and at a lower 
cost than an airplane survey. These rapidly advancing 
technologies open up exciting new avenues for archaeological 
inquiry and methodology, with the potential to reach a broader 
audience by engaging with topics and disciplines outside of 
archaeology's traditional domains [10]. 
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The technique employed was centered on the use of point 
cloud 3D modeling to obtain virtual objects of a Roman 
cornice from the Castulo Archaeological Site (in Spain), 
followed by the use of those models for material restoration of 
the losses via 3D printing of the piece for reintegration. The 
process used focused on using photogrammetric 3D modeling 
to obtain virtual models of a Roman cornice from the Castulo 
Archaeological Site (in Spain), followed by the use of those 
models for material restoration of the losses via 3D printing of 
the piece for reintegration [11]. 

Photogrammetry procedures and processes for the 
digitalization and reconstruction of three-dimensional works 
in archaeological research and excavations can reduce study 
time and make knowledge accessible to the public through 
simulation approaches. The 3D model was created from an 
archaeological site in Spain using the 3D object modeling 
method, 3D manipulation of the specimen to generate the 
updated 3D structure, and 3D printing to validate the modified 
3D object data [11]. 

With a good setup and good quality cameras with a 
standard lens, photogrammetry-based digitization can be a 
powerful tool for documenting, conserving, analyzing, and 
making large swaths of archaeological collections and 
landscapes available to the public and fellow researchers. 
Archaeologists and 3D specialists believe that before even 
taking the object out of the box, one should question their 
motivations for digitization and ensure the best reproduction 
quality possible [12]. 

The use of photogrammetry has aided in the virtual 
reconstruction of the work for the restitution of the statue, but 
it has also provided a useful database in 2D and 3D for the 
documentation of the locations. The combination of these data 
with historical sources improves the approach for the proposal 
of a scientific approach useful in restitution work, which is 
still hypothetical and a topic for debate in the scientific 
community [13]. In creating a 3D model a method of 
simulating a similar structure can be used to complete the 
construction of the object. 

In fact, the use of photogrammetry allows for the creation 
of a detailed virtual model, which has two advantages: on the 
one hand, it provides valid and, above all, reliable support to 
historians, archaeologists, and restorers, and on the other, it 
allows for the dissemination of Cultural Heritage artifacts to a 
wider audience [14]. 

III. METHOD 

This application, which runs on the Windows 10 operating 
system, allows the researcher to create and improve 3D 
objects. The selection of a 3D acquisition method is an 
important step when designing a digitization plan, and it is 
highly correlated with requirements such as the purpose of 3D 
digitization, the final use of 3D models, as well as other 
aspects of a digitization project such as budget, duration, and 
available personnel experience [15]. 

a) Agisoft metashape - Photogrammetry Image 

processing applications and tools. (see Fig. 2) 

b) Autodesk maya 2020 - customization retopology 

process editing, and improvement tools for 3D models. 

This experiment employs both surveys and creative 
experiments, which are data collection and processing in both 
the science of producing ancient Buddhist art and the creation 
and evaluation of multimedia technological tools. 

Analysis of the different parts of Phayao Buddha art by 
looking at and rating the different types of sandstone Buddha 
statues and picking out the features that make each Buddha 
statue unique. Fig. 1 explains all the steps involved in the 
research process. 

 
Fig. 1. Research process 

1) Take a picture of the Buddha statue in each body by 

taking a picture around the Buddha statue . This photo 

recording uses the recording with the use of recording to 

obtain a digital image for processing. Photogrammetry is the 

next step. Data collection of Buddha statues digitally utilizing 

image processing techniques such as photogrammetry, which 

is a digital data recording procedure that converts images into 

3D images. This will make it easier to get the desired surface 

proportions and surface attributes for the material. 

2) Importing 3D image processing data in the form of 

photogrammetry. Retopology is the technique of decreasing 

the features of a 3D model to the lowest resolution possible 

while maintaining texturing and rendering equivalent to a high 

resolution actual image. This will make image processing in a 

computer program easier and faster, as well as enable the 

workpiece to be used in a wider range of applications, which 

is a crucial component in making 3D things that users of 3D 

tools grasp. It is important for 3D tools and applications. 

Take photos of the 
Buddha statue in 
each category. 

Import photos into 
a photogrammetry 

processing. 

3D of Buddha 
statue in each 

category. 

3D model into the 
retopology 

process. 

Blend the 
proportions of 3D 

Buddha statue. 
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Fig. 2. Photogrammetry processing in agisoft metashape 

3) But the workpiece obtained from the above process 

will have the same result as the real workpiece but with high 

polygon (high detail), making it difficult to use the 3D 

workpiece for editing or adjusting. Retopology is the use of 

the High polygon model to rearrange polygons with fewer 

polygons to make it easier to In order to create a new Low 

polygon piece from the original High polygon with the most 

proportions and appearance equivalent to the original 

workpiece, the surface treatment technique or Texture UV of 

the workpiece was also used. The 3D rendering is very close 

and looks the most similar to High polygon 3D. 

4) The Buddha statue s that have been carved into 

exceptional proportions from the 3D models in each piece can 

be brought to life by choosing the proportions of the Buddha 

statue s that have been sketched in a rough outline before 

joining the Buddha statue s in the next stage. 
Analysis of the different parts of Phayao Buddha art by 

looking at and rating the different types of sandstone Buddha 
statue s and picking out the features that make each Buddha 
statue unique. Exploration of alternative means of meaning 
making in archaeology based on non-linear narratives, three-
dimensional perspective, and virtual reconstruction is now 
possible thanks to 3D visualization and digital archaeological 
methods. [16] 

5) Creating a connection between each statue by using 

editing software and adjusting 3D pieces by emphasizing the 

connection to have the least amount of adjustment because it 

may affect other parts of the Buddha statue and collecting 

details, such as adjusting and adding texture to the surface for 

beauty. 
By evaluating the structure and proportions of the plinth 

elements, parts with characteristics that can be connected to 
each other are used. The parts of the statue will be adjusted to 
a minimum in order to maintain the original art that has been 
collected from data as much as possible. 

Since then, computer technology has advanced 
significantly. 3D images created with the right software are 
truly realistic and look like photographs. They are used for 
popularization, education, and research. Scientists have 
recognized the importance of digital 3D imaging as a tool for 
testing hypotheses and communicating research findings to the 
public. [17] 

IV. ANALYSIS OF PROPORTIONS AND CHARACTERISTICS IN 

ASSEMBLY AND USE 

Characteristics of the Buddha, the Buddha statue that have 
been selected and used to create this Buddha statue refer to the 
concept of creating a new 3D Buddha statue while retaining 
the distinctive characteristics of Buddha statue in the Phayao 

art style with a combination of characteristics and widespread 
beliefs. Therefore, the Buddha statue proportions in the 
obtained Buddha statue may have different characteristics and 
feature combinations that are different from those commonly 
seen in the art of sandstone Buddha statue. But the 
characteristics of the proportions necessary to take into 
account the proportions and composition of the sandstone 
Buddha statue of Phayao are as follows. 

1) The appearance of the head is oval, round, and flat. 

2) Curved eyebrows collide into a winged shape. 

3) Curved and prominent nose shape. 

4) The curved mouth resembles a bird's wing. 

5) Hair granules are round or square pyramidal or without 

hair granules. 

6) The hair pacifier looks like a lotus flower which comes 

in both small and large sizes. 

7) Body parts are plump, with large breasts protruding 

strongly and prominently. [18] 
The above characteristics are a clear feature that will be an 

indicator of the creation of sandstone Buddha statue in this 
research process to be creative as the correct characteristics of 
traditional art. 

V. RESULT 

Using digital tools and methods to convey or convey the 
meaning of antiques and to interpret or create new ones. This 
is a simple and convenient method that can be extended more 
widely. 

A touch-object, in the form of a 3D printed facial 
reconstruction, extends an otherwise visual experience to the 
visually-impaired and encourages 'embodied knowledge-
making' among all visitors. [19] 

The proportions and compositions of the Buddha statue s 
used to assemble to create a new Buddha statue in 3D are 
taken from the highlights of sandstone Buddha statue of 
Phayao that have been recorded, and study with the 
components shown as follows. 

1) A clear base is a type of base that is extensively used in 

the construction of sandstone Buddha statue  in Phayao. 

Because sandstone Buddha statues are manufactured from a 

single piece of sandstone, building a sandstone Buddha statue 

with a clean foundation is the method. Considering the 

techniques used by sandstone sculptors at the time, flat base 

styles are classified into three types: flat base, short base, tall 

base, and tidy hexagon base. 

2) The appearance of the Buddha statue 's sitting position 

is a strong influence from the Chiang Saen Buddha statue , 

which was influenced by the sandstone Buddha statue while 

making the first Buddha statue in the Phayao craftsman. The 

diamond meditation pattern seen in the building of the Buddha 

statue of Chiang Saen Sing 1st Characteristics of the Buddha 

statue originated in Chiang Saen Kingdom which is a vast 

ancient kingdom in the north) and also found in the Sukhothai 

Kingdom art Buddha statue was used in the fabrication. It has 

a huge, square foot form and is the same size as the toes. 

Align photo 
Build dense 
point cloud  

Build mesh Build texture 
Finish 3D 

object 
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3) On a wavy crown, the head has a Buddha-shaped 

mouth at the margin of the mouth. The corners of both sides of 

the lips are swept up; the eye is bent upward to meet the 

mouth; and the crown is shaped like a square, comparable to a 

pyramid. 

4) His physique is massive. His arms, influenced by the 

Chiang Saen Singha, 1st Buddha statue, are huge, plump, 

aligned, and the same size. Above the tan is a short robe 

(breast). 
A 3D visual used in archaeology to reconstruct cultural 

heritage objects is a software image that reflects the 
knowledge gained from an analysis of archaeological 
excavation sources. Spatial models are built using existing 
documentation and literature. 3D reconstructions are created 
by analysing and interpreting photographs taken during 
excavations. [17] In Fig. 3 creating a Buddha structure by 
using the structure of the Buddha statue 3D from process of 
photogrammetry, then selecting the proportions of each part of 
the statue to be adjusted and corrected using the tools from the 
3D program, which uses scaling to be appropriate to be able to 
connect seamlessly. 

 
Fig. 3. Characteristics of the components of the Buddha statue in each part 

to bring together 

The combination of the proportions of each piece from the 
3D creation of the Buddha 3D statue from Fig. 4 in each part 
that creates a smooth connection and is in accordance with the 
typical characteristics of creating a Buddha statue  carved in 
the Phayao style. 

 
Fig. 4. 3D Buddha statue created by blending proportions in each art style 

VI. DISCUSSION AND CONCLUSION 

The result of the development and experimenting is a 
digital work in the form of a 3D piece of Buddha statue that 
reveals the qualities of a sandstone Buddha statue carved 
uniquely because the evidence and art of sandstone sculptures 
have degraded and cracked significantly due to both eroding 
material and weather. The application of such strategies or 
technologies to foster honesty and connect thoughts and tales 
from the technological process is thus extremely significant 

and required in the manufacturing and fabrication of 
components to assist in the completion and operation of this 
work. In this sense, the selection of qualities is critical. The 
Buddha statue and its dimensions should be as similar as 
feasible so that they can be related to each other. Too much 
modification in the proportions of the Buddha statue may 
impact the features of the Buddha statue in other proportions 
the fullness of the Buddha statue reproduction while applying 
the creative concept of the Phayao craftsman in each 
proportion, which is uncommon nowadays. The prospect of 
extending and developing the concept of Buddhist art or 
features from simulations, or it can be used to compare 
simulated Buddha statue in order to estimate the proportions 
of shattered Buddha statue. The use of proportions that are the 
overall characteristics of the unique characteristics of the 
sandstone Buddha statue of the ancient Phayao Buddha art 
statue used to assemble the Buddha statue is also the 
researcher's concept that brings out the outstanding features of 
the Buddha statue of Phayao craftsmen in each era. Assembled 
into a Buddha statue without finding such a Buddha statue in 
the creation because the development of the art of creating a 
Buddha statue in Phayao sandstone stopped developing the 
guideline, when the Lanna Kingdom and Phayao's prosperity 
stopped during the decline of the Lanna Empire and the city of 
Phayao, was abandoned. The science of developing these arts 
has also stopped developing. This creation is another concept 
that brings the remaining works of art to be applied and 
assembled into a new piece without destroying the original 
prototype. In various movements to assess the probability of 
previous features, research and simulation, and perfect 
Buddha statue or antiquities that desire to be examined and 
postulated in connected and associated sciences diverse works 
of art in other multimedia domains via the use of simulation 
technology. In creating a 3D model of Buddha statue, this 
piece helps guide the construction and production of Buddha 
statue or is used to create and support the creation of art to 
occur more conveniently from technological and multi-tools 
media. It also reduces problems and steps that hinder the 
creation and production of work pieces. It may be used to 
compare and evaluate Buddha statue in order to estimate and 
evaluate Buddha because it will disrupt the connection of the 
proportions of the simulated Buddha statue. According to the 
qualities of Buddhist art, the proportions of the presentation 
may not be comprehensive and attractive. However, in this 
creative effort, the image utilized has ties to each component 
of the Buddha statue. The look that was born in this exhibition 
demonstrates. 
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Abstract—Modern integrated circuit design manufacturing 

involves outsourcing intellectual property to third-party vendors 

to cut down on overall cost. Since there is a partial surrender of 

control, these third-party vendors may introduce malicious 

circuit commonly known as Hardware Trojan into the system in 

such a way that it goes undetected by the end-users’ default 

security measures. Therefore, to mitigate the threat of 

functionality change caused by the Trojan, a technique is 

proposed based on the testability measures in gate level netlists 

using Machine Learning. The proposed technique detects the 

presence of Trojan from the gate-level description of nodes using 

controllability and observability values. Various Machine 

Learning models are implemented to classify the nodes as Trojan 

infected and non-infected. The efficiency of linear discriminant 

analysis obtains an accuracy of 92.85 %, precision of 99.9 %, 

recall of 80%, and F1 score of 88.8% with a latency of around 0.9 

ms. 

Keywords—Hardware trojan; machine learning; 

controllability; observability; detection and mitigation 

Abbreviations 

A Accuracy 

P Precision 

R Recall 

F F1–Score 

TP True Positive 

TN True Negative 

I. INTRODUCTION 

Hardware Trojans are modern-day system attacks that will 
cause prominent damage to the IC or system in numerous 
ways. Though the software is considered to be vulnerable, the 
underlying hardware is generally considered to be safe. 
However, research has shown that, due to the complex nature 
of the design, fabrication process, rapid prototype 
development, and distribution of the final product, new sources 
of attack are prominent [1]. Speeding up the development 
cycle and lowering R&D costs is the main goal of most 
manufacturing companies because the estimated R&D cost is 
up to $5 billion. Most companies cannot afford to invest such a 
huge amount from start to finish. So, companies frequently 
outsource fabrication to a third-party foundry, buy IP cores 
from third-party suppliers, and employ EDA tools from third-
party vendors. Third-party suppliers can readily enter such a 
model, and the supply chain is currently deemed vulnerable to 
assaults like Hardware Trojan insertion, reverse engineering, IP 

theft, IC tampering, IC cloning, and IC overproduction, among 
others. Hardware Trojans are arguably the most concerning of 
them, and they have attracted a lot of attention. It will 
eventually change the functionality of the system and the user 
will be unable to take any action against it [2]. 

Hardware Trojans can be defined as malicious components 
introduced during the design, manufacturing, fabrication, 
testing, or development phase [3]. Once introduced they can be 
activated anytime, anywhere, and according to the attacker‘s 
interest. The activation mechanism divides Hardware Trojan 
into two groups: always on and triggered. Always-on Trojans 
are active as soon as the systems or designs are turned on, 
whereas triggered Trojans require the activation of some form 
of condition. A Hardware Trojan circuit is generally designed in 
two parts; a condition-based circuit (trigger) and an operation 
circuit (payload) which is interconnected via  trigger net [4]. 
The Trojan will be triggered and activated when the predefined 
criteria is satisfied. The most dangerous part is that they can be 
inserted anywhere in the circuit, be it processor, IC power grid, 
IO, and there is no way to immediately know the source of the 
threat. By the time it is discovered and neutralized it may be 
too late as it can change the functionality of the circuit. They 
can also downgrade its performance, leak sensitive information 
and finally cause a Denial-of-Service attack [3]. Therefore, to 
find a solution for many such attacks, various researches are 
being conducted. Amongst them, the logic function test (LFT) is 
a traditional method [5]. Most of the existing methods of LFT 
do not effectively activate any potential hidden Trojans. 
Researchers use side-channel analysis to detect Hardware 
Trojans by modelling and analysing electromagnetic 
information generated during chip operation [6]. Traditional 
side-channel analyses' effect isn't sufficient, according to 
researchers [7], due to low sensitivity detection rates for big 
process fluctuations and a small Trojan footprint. Combining 
principal component analysis and linear discriminant analysis 
to analyse chip power is effective in evaluating Trojan 
detection accuracy [8]. Machine learning techniques for 
malware detection are the most successful state-of-the-art 
research topic because of their ability to keep up with malware 
evolution. They concentrate mainly on two areas, one is feature 
extraction, and the other is dimensionality reduction. Support 
Vector Machine algorithm seems to be the go-to algorithm for 
detection in multiple cases [9]. However other advanced 
algorithms are also being explored to trigger and detect a 
Trojan. Triggering a Trojan has an impact on the system's 
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power usage as well as the circuits' delay. This behavior is 
extensively used to study the power and delay characteristics of 
hardware Trojans in order to detect them [10]. 

Even though there is a possibility to detect the Trojan using 
the different techniques as stated so far, there is still scope for 
optimization. The contributions made by this paper are as 
follows: 

1) We propose the use of gate-level descriptions of nodes 

using controllability and observability values to generate a 

dataset to detect the presence of Hardware Trojan. 

2) Machine Learning techniques are used to detect the 

presence of Trojan. 

3) Benchmark circuits-C17, C3540 and C432 are 

considered to validate our proposed technique. 

4) We experimentally prove that our proposed model has 

an area and power reduction up to 75% and 80% respectively 

in Trojan free circuits. This performs better in comparison to 

other state-of-art techniques. 
The rest of this paper is organized as follows. Section II 

and III analyze the related works and motivation. Section IV 
shows the proposed scheme. The experimental results and 
discussion are presented in Section V. Section VI shows the 
conclusion. 

II. RELATED WORKS 

Various techniques ranging from score-based classification 
[6] for identifying Hardware-Trojan-free or Hardware-Trojan-
infected circuits without using golden model-based approach to 
deep learning techniques are researched. The side-channel 
analysis and detection method [11], uses dimensional reduction 
to detect HTs. This causes the loss of important feature 
information of Hardware Trojans after the principal component 
analysis or filtering process. To solve this problem, a Hardware 
Trojan detection technology is proposed based on Extreme 
Learning Machine (ELM), which can completely retain 
important information without any inaccuracies caused by 
modelling. Results show that detecting the Hardware Trojans 
only used about 0.15% of resources. The accuracy rate was 
about 90%. 

In terms of router looping, traffic diversion, or core 
spoofing, a trojan attack corrupts the router packet [9] by 
changing the destination address. As a solution, SVM is used 
to increase detection accuracy. According to the estimates, the 
suggested security solution architecture achieves a 93 percent 
accuracy for seizure detection applications in 4.8µS. 

Detection of Trojan using gate-level netlist based on 
observability and controllability analysis [4] produce sufficient 
results. When this technique was used on numerous trojans, the 
findings reveal that even in the worst situation, all Trojans are 
discovered effectively with zero false positive and negative 
rates in less than 14 seconds. 

Using a specific gate-level netlist that specifies the Trojan 
nets in full, the review paper [12] covers extracting 51 gate-
level Trojan features. The usage of an ensemble- based random 
forest classifier results in a true positive and true negative rate 
of 100 percent. 

Implementation of SVM using five-dimensional vectors 
[13] classifies all the nets in an unknown netlist into Trojan 
affected and normal ones using the Trust-HUB benchmark. 
Not only SVM but various other machine learning algorithms 
like Decision Tree, K Nearest Neighbour [14] is applied to 
identify the Trojan. Further to increase classification accuracies, 
Hardware Trojans are discretized based on their dominant 
attributes. The results show that both Machine Learning 
algorithms when trained on a given dataset perform well. DT 
and KNN models can accurately predict about 83% of the test 
data. 

In addition, existing deep neural networks security studies 
are not extensively conducted at these software algorithm 
levels [15] and the more realistic attacks by third-party vendors 
are not explored. So, it is successful in demonstrating how an 
attack is possible. Experiments reveal that the approach can 
quickly generate and activate a variety of Trojan attacks that 
can readily overcome existing defenses. This is very important 
in formulating a solution to the attack. 

III. MOTIVATION 

The presence of Hardware Trojans (HTs) in circuits causes 
malfunction on various scales depending on the type of Trojan 
attack. Amongst the numerous existing state-of- art techniques, 
the FANCI [16] technique uses a coverage-like approach 
where it does not require access to any verification stimuli. But 
the attackers like third-party vendors being aware of this can 
make the Trojan look benign. The third-party inputs from on-
chip IPs can be scrambled to suppress the Trojan triggers. But 
this would not work for analog triggers. So, the Side-channel 
techniques can be used to unmask Trojans injected by third 
parties [17], but this method is unusable until IC is 
manufactured and inside the supply chain. As a solution, the 
use of formal proofs enables to development of trusted IPs. 
However, this assumes that proof is sufficient to rule out 
injected Trojans and that IP specifications are known. 
Therefore, there is a need for better-advanced techniques to 
counter novel malware attacks. One such technique is Machine 
Learning (ML) [18]. 

The rise of Machine Learning has profound implications 
for many industries, including cyber security. ML-based anti-
malware tools are generally believed to provide better 
detection of modern malware attacks and improve scanning 
methods. Machine Learning algorithms perform better against 
unforeseen threats as they can be trained to handle unknown 
potential threats. This is a major advantage over other 
techniques. They yield more accurate, efficient solutions. As a 
result, employing ML techniques proves to be beneficial. 

IV. METHODOLOGY 

The proposed Trojan detection technique is a 
combinational circuit [19] for avoiding unintended malicious 
activity is as shown in Fig. 1. Controllability and Observability 
are the two parameters considered for the detection and 
classification of Trojan in the given circuit [20]. 

To implement the proposed methodology, let us consider 
ISCAS benchmark circuits. These are implemented using 
Verilog. We have designed a Trojan threat model and applied it 
to ISCAS benchmark circuits. Then we generate a Gate Level 
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netlist. Using Python and gate-level netlist, we obtain values of 
two parameters, Controllability and Observability to detect the 
presence of Trojan in the circuit. Hence, we create a dataset 
using these values as input. The model is trained and tested by 
applying different Machine Learning techniques. The desired 
output is obtained and verified using functional verification and 
overhead analysis. 

 
Fig. 1. Block diagram of proposed methodology 

A. Design of Trojan Threat Model 

A trojan is a unique circuit that performs specific malicious 
activity [21]. Trojan considered in our proposed work will 
change the functionality of the circuit. Fig. 2 shows the Trojan 
threat model designed for our work. Here, 4-bit Linear 
Feedback Shift Register (LFSR) is used to trigger the Trojan 
and NOT gate act as payload. One input to the comparator is 
from LFSR and the other input is a random number generated 
by the attacker. The output of the comparator is connected to 
the select line of MUX. If the output of the comparator is one, 
Trojan is triggered and vice versa. 

B. Benchmark Circuit Selection 

The proposed method is implemented on a standard ISCAS 
benchmark circuit [22]. The ISCAS '85 benchmark circuits are 
combinational circuits that are used by researchers as the basis 
for performing analysis and comparing results. C17-NAND 
only circuit, C432-a 27 channel interrupt, and C3540–an 8-bit 
ALU are the three circuits considered in our work as depicted 
in Fig. 3, Fig. 4 and Fig. 5. 

 
Fig. 2. Design of trojan threat model 

 
Fig. 3. C17 (NAND circuit) 

C. Gate Level Netlist 

Gate Level Netlist contains information regarding the 
logical connectivity of all standard cells and macros [23]. Gate 
level netlist of C17, C432, and C3540 is generated by 
synthesizing these circuits using the Cadence tool at 90nm 
technology. These gate-level netlists are used for calculating 
observability and controllability values. 

D. Controllability and Observability Calculation 

The presence of Trojans in the circuits is analyzed by 
calculating the controllability and observability values. 

1) Controllability analysis: Nets with poor testability are 

identified using combinational controllability. The levels of 

controllability range from 1 to infinity. Because the possibility 

of detecting such a node is very low, and controlling that 

particular node is quite difficult, nodes with high 

controllability (CC) ratings are more susceptible to having a 

trojan inserted. All signals from primary inputs to primary 

outputs have their controllability values determined first. The 

circuit is initially levelled by giving each gate a level value 

[24]. Each gate's output controllability is then calculated. 

Controllability (CC) in general is expressed as: 

CC (i)= √CC0(i )
2 + CC1(i )

2
  (1) 

where, CC0(i) is Combinational Controllability 0 and 
CC1(i) is Combinational Controllability 1 
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Fig. 4. C432 (27 channel interrupt controller circuit) 

 
Fig. 5. C3540 (8-Bit ALU circuit) 

2) Observability analysis: Observability is a measure of 

the ease (or difficulty) with which one can calculate the signal 

value at any logic node in the circuit by controlling its primary 

input and observing the primary output [4]. The observability 

values for all signals from primary outputs towards primary 

inputs are then calculated. The observability of one input of a 

AND gate with multiple inputs is given by 

CO(s) = P(x,y)+1  (2) 

where, x=output observability and y= CC1 of other inputs. 
If ‗U‘ is a primary output node of a digital circuit, then the 
combinational observabilities of node I are defined as, CO(U) = 
0. Table II, Table III, and Table IV reports the controllability 
and observability values obtained. 

E. Machine Learning Algorithms and Data Set       Creation 

The use of machine learning algorithms aids in the better 
analysis of various Trojan threats because they are capable of 
processing massive amounts of data with greater precision. 
Using Python, dataset is created by evaluating the 
controllability and observability values received from the 
chosen benchmark circuits. The more advanced algorithms 
can be trained to detect any kind of Trojan across various 
platforms. Hence, we employ various Machine Learning 
Techniques (MLT) [25] along with our proposed technique to 
detect the presence of Trojan in the circuits by classifying the 
nodes as Trojan free and Trojan infected. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Functionality Verification 

To understand the impact of Trojans on the circuits let us 
consider C3540, an 8bit ALU. C3540 consists of Mux, shift 
register, ALU_Core, xor gate, and BCD subtractor. Trojan can 
be introduced to any block in the circuit. To understand the 
effect of Trojan, we are introducing Trojan to the BCD adder 
block in C3540. Let us consider two and five as inputs to this 
BCD block. When this block is configured as adder, the output 
is six in the absence of Trojan. When Trojan is activated, the 
output changes. This can be observed in Fig. 11, where the 
Trojan activation at 72ns changes the output value from 6D to 83 
and remains in the same state as long as Trojan is activated. 
Once the Trojan is deactivated, output changes to the original 
value. As the blocks in C3540 are cascaded as seen in Fig. 11, 
the final output of ALU will also be changed. This clearly 
demonstrates that, due to the presence of Trojans, functionality 
of the circuit will change. Similarly, functionality verification 
of C17 and C432 benchmark circuits are carried out for both 
the cases, with Trojan and without Trojan. The obtained 
simulation results are shown in Fig. 6, Fig. 7, Fig. 8, Fig. 9, Fig. 
10, and Fig. 11. Thus, this shows how the entire functionality 
of a circuit or a system change upon Trojan activation. 

 
Fig. 6. C17 simulation result without Trojan 

 
Fig. 7. C17 simulation result with Trojan 
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Fig. 8. C432 simulation result without Trojan 

 
Fig. 9. C432 simulation result with Trojan 

 
Fig. 10. C3540 simulation result without Trojan 

 
Fig. 11. C3540 simulation result with Trojan 

B. Performance Analysis 

Performance analysis of the benchmark circuits-C17, 432 
and C3540 using area and power metrics are shown in Table I. 
The circuits are implemented in Verilog HDL using Cadence 
Incisive and synthesized in 90nm technology using Cadence 

Genus. It can be observed that, area of the circuits without 
Trojan is less compared to with t rojan. It can be noticed that, 
power consumption of the circuits in the absence of Trojan is 
less. From Table I, it is evident that Trojan presence can also be 
determined by performing area and power analysis. This is due 
to the fact that, any new addition of unwanted components such 
as Trojan, increases the area and power consumption in a 
drastic way. 

TABLE I.  SYNTHESIS REPORT 

Bench
mark 

Circuits 

Area(µm2) Power(µW) 

With
out 

Troja
n 

With 
Troja

n 

With
out 

Troj
an 

Wit
h 

Tro
jan 

C17 16.62 
227.0
7 

0.42
5 

6.7
6 

C432 
439.0
02 

3279.
648 

15.2
05 

107
.09 

C3540 
4931.
203 

5196.
118 

185.
38 

194
.27 

C. Controllability and Observability Calculation 

Controllability and Observability are the parameters used 
for detection of Trojan in the benchmark circuits. Netlist 
obtained from synthesis of C17, C432 & C3540 is converted 
into benchmark formats. The benchmark formats are then fed as 
input to the python code that determines controllability and 
observability values. The output in the form of a text file is 
used to create datasets. Combinational controllability is used to 
identify nets which show difficulty in testability. The 
controllability values range from 1 to infinity. If ‗I‘ is a 
primary input node of a digital circuit, then the combinational 

controllabilities of node ‗I‘ are defined 1 i.e., CC0(I) and 
CC1(I)=1. Similarly, calculations of combinational 
controllabilities for various gates are shown in Fig. 12. 

An Observability is simply a function of controllability, 
meaning that it is impossible to observe a given internal node if 
the circuit is not driven to a given state. The Observability 
values range from 0 to infinity. If ‗U‘ is a primary output node 
of a digital circuit, then the combinational observabilities of 
node ‗U‘ are defined as, CO(U) = 0 

The formulation of combinational observabilities for 
various gates are shown in Fig. 13 where, 

CC = Combinational Controllability 

CO = Combinational Observability   

Trojan value 0 = No Trojan detected 

Trojan value 1 = Trojan detected 

Table II, Table III, and Table IV represent samples of 
datasets generated using Controllability and Observability 
values obtained using the calculations for various gates 
mentioned in Fig. 12 and Fig. 13. The gate-level netlists are 
converted to benchmark codes that are fed into the python 
code that performs the calculations to output files with the           
testability measures. 
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Fig. 12. Combinational controllability calculation for  various gates 

 
Fig. 13. Combinational observability calculation for  various gates 

TABLE II.  C17 DATASET 

Line Name CC CO Trojan 

G3gat 4.2 17 0 

G1gat 1.4 5 0 

G22gat 6.4 0 0 

G10gat 3.6 3 0 

G19gat 4.5 3 0 

G3gat 4.2 54 1 

G10gat 38.1 3 1 

G19gat 4.5 3 1 

G1gat 1.4 42 1 

G22gat 7.1 0 1 

TABLE III.  C432 DATASET 

Line Name CC CO Trojan 

G159 13.5 74 0 

G165 13.5 74 0 

G295gat 14.3 152 0 

G1gat_1 1.4 38 0 

. 

. 

. 

   

G236gat_0 14.2 157 0 

G159 13.5 76 1 

G165 13.5 76 1 

G360gat 15.44 244 1 

. 

. 

. 

   

G1gat_1 1.4 56 1 

G236gat_0 14.2 163 1 

TABLE IV.  C3540 DATASET 

Line Name CC CO       Trojan 

G905 22.8 141 0 

G906 7.6 89 0 

G116 5.6 409 0 

. 

. 

. 

   

G353 11.7 0 0 

G68 8.4 364 0 

G905 126.3 141 1 

G906 42.1 89 1 

G116 5.6 384 1 

. 

. 

. 

   

G1018 41.2 82 1 

G625 42.1 4 1 

D. Machine Learning Techniques (MLT) 

MLT are used for detection of Trojans in the benchmark 
circuits. Controllability and Observability values calculated for 
C17, C432 and C3540 are used as input to create dataset. Upon 
pre-processing the data, dataset is split into training set and test 
set. This data set is used on various MLT for classifying the 
nodes as Trojan free and Trojan infected. Scatter plot shown in 
Fig. 14, Fig. 15 and Fig. 16 better visualizes the results. C17 
circuit is easier to classify as with Trojan and without Trojan 
but C432 circuit has considerable overlapping and is harder to 
classify. Thus, non-linear ML models have to be used in order 
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to separate this nonlinear data. Hence, we propose an MLT 
model which is a combination of LDA and Naive Bayes. 
Comparative study of all these MLT along with the proposed 
model in terms of accuracy, precision, F1 score and Recall is 
carried out for C17, C432 and C3540 circuits (see Fig. 17 to 
22).  It is evident from Table V, Table VI and Table VII that 
our proposed LDA+ Naive Bayes model is best among other 
MLT with the latency of around 0.9 ms in comparison with the 
other state-of-art techniques. 

 
Fig. 14. Observability (Y) vs controllability (X) scatter plot results of C17 

nodes 

 
Fig. 15. Observability (Y) vs controllability (X) scatter plot results of C432 

nodes 

 
Fig. 16. Observability (Y) vs controllability (X) scatter plot results of C3540 

nodes 

 
Fig. 17. C17 accuracy and precision metrics 

 
Fig. 18. C17 recall and F1-score metrics 

 
Fig. 19. C432 accuracy and precision metrics 
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Fig. 20. C432 recall and F1-score metrics 

 

Fig. 21. C3540 accuracy and precision metrics 

 

Fig. 22. C3540 recall and F1-score metrics 

The Performance Metrics in Table V, Table VI, Table VII 
use the following parameters: 

TABLE V.  C17 PERFORMANCE METRICS 

 

Model 

A 

(%) 

P 

(%) 

R 

(%) 

F 

(%) 
T P T N 

Tim e 

(ms) 

RBF SVC 43 29 40 33 4 2 0.9 

KNN 50 33 40 36 5 2 3.9 

Decision 

Tree 
50 42 100 59 2 5 0.9 

Random Forest 71 57 80 67 6 4 17.9 

Logistic 

Regression 

 

86 

 

71 

 

100 

 

83 

 

7 

 

5 

 

0.9 

Naive 

Bayes 
93 83 100 91 8 5 0.9 

Linear 

SVC 
93 83 100 91 8 5 0 

LDA + 

Naive Bayes 

 

93 

 

100 

 

80 

 

89 

 

9 

 

4 

 

0.9 

TABLE VI.  C432 PERFORMANCE METRICS 

 

Model 

A 

(%) 

P 

(%) 

R 

(%) 

F 

(%) T P T N 
Tim e 

(ms) 

Logistic 

Regression 

 

30 

 

11 100 
 

8 

 

9 

 

1 

 

0.0 

Random 

Forest 45 47 94 63 0 15 0.9 

Decision Tree 48 48 100 65 0 16 0.0 

KNN 52 50 50 50 9 8 1.9 

Naïve Bayes 55 52 81 63 5 13 0.0 

RBF SVC 79 76 81 79 13 13 11.9 

Linear  SVC 82 86 75 80 15 12 0.5 

LDA + 

Naïve Bayes 

 

82 

 

75 

 

94 

 

83 

 

12 

 

15 

 

1.9 

TABLE VII.  C3540 PERFORMANCE METRICS 

Model 
A 

(%) 

P 

(% 

R 

(%) 

F 

(%) 
TP TN 

Time 

(ms) 

RBF SVC 43 29 40 33 4 2 0 

Decision 

Tree 
50 42 100 59 2 5 0 

Random  

Forest 
64 50 60 55 6 3 9.9 

KNN 71 56 100 71 5 5 2.9 

Logistic 

Regression 

 

86 

 

71 

 

100 

 

83 

 

7 

 

5 

 

0.9 

Linear SVC 93 83 100 91 8 5 0 

Naïve Bayes 93 83 100 91 8 5 0.9 

LDA + 

Naïve Bayes 

 

93 
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4 

 

0.9 

  

0

0.2

0.4

0.6

0.8

1

1.2

0

0.2

0.4

0.6

0.8

1

1.2

F
1

-S
co

re
 

R
ec

al
l 

Models 

Recall F1 Score

0

0.2

0.4

0.6

0.8

1

1.2

0

0.2

0.4

0.6

0.8

1

1.2

P
re

ci
si

o
n

 

A
cc

u
ra

cy
 

Models 

Accuracy Precision

0
0.2
0.4
0.6
0.8
1
1.2

0
0.2
0.4
0.6
0.8

1
1.2

R
ec

al
l 

Models 

Recall F1 Score



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

200 | P a g e  

www.ijacsa.thesai.org 

VII. CONCLUSION 

Considering the various threats to the manufacturing 
process of an IC/system like functionality change, IC 
tampering, third party vendor attacks etc, a new Hardware 
Trojan detection technique using Machine Learning is 
proposed. Controllability and Observability analysis was 
performed using Gate Level netlists. Based on the values 
obtained, the various Machine learning models were able to 
distinguish the nodes in three of the benchmark circuits used as 
Trojan free or Trojan infected. Amongst them, our proposed 
model i.e., LDA + Naïve Bayes performed the best when 
compared to other state-of-art techniques with an accuracy of 
92.85%, precision of 99.9 

%, recall of 80% and F1 score 88.8%. The latency of the 
proposed technique was around 0.9ms. Along with this, the 
Simulation and Synthesis reports obtained using 90nm 
technology of Cadence tool also proved that presence of Trojan 
increasingly affects the system in terms of area and power. 
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Abstract—Path planning is vital for robust autonomous robot 

navigation. Driving in dynamic environments is particularly 

difficult. The majority of the work is based on the premise that a 

robot possesses a comprehensive and precise representation of its 

surroundings prior to its starting. The problem of partially 

knowing and dynamic environments has received little attention. 

This circumstance occurs when an exploratory robot or a robot 

without a floor plan or terrain map must move to its destination. 

Existing approaches for dynamic-path-planning design a 

preliminary path based-on known knowledge of the environment, 

then adjust locally by replanning the total path as obstacles are 

discovered by the robot's sensors, thereby sacrificing either 

optimality or computational efficacy. This paper presents a novel 

algorithm. A Near-Optimal Multi-Objective Path Planner (NO-

MOPP), capable of planning time-efficient, near-optimal, and 

drivable paths in partially known and dynamic environments. It 

is an expansion of our earlier research contributions called "A 

Multi-Objective Hybrid Collision-free Optimal Path Finder 

(MOHC-OPF) for Autonomous Robots in known static 

environments" and "A Multi-Objective Hybrid Collision-free 

Near-Optimal Path Planner (MOHC-NODPP) for Autonomous 

Robots in Dynamic environments". In the environment, a mix of 

static and moving dynamic obstacles are present, both of which 

are expressed by a hybrid, discrete configuration space in an 

occupancy-grid map. The proposed approach is executed at two 

distinct levels. Using our earlier method, A Multi-Objective 

Collision-free Optimal Path Finder (MOHC-OPF), the initial 

optimal path is found in environment that includes only known 

stationery obstacles at the Global-path-planning level. On the 

second level, known as Local Re-planning, this optimal path is 

continuously refined by online re-planning to account for the 

movement of obstacles in the environment. The proposed 

method, A Near-Optimal Multi-Objective Path Planner (NO-

MOPP), is used to keep the robot's sub-paths optimum while also 

avoiding dynamic obstacles. This is done while still obeying the 

robot's non-holonomic restrictions. The proposed technique is 

tested in simulation using a collection of standard maps. The 

simulation findings demonstrate the proposed method's ability to 

avoid static as well as dynamic obstacles, as well as its capacity to 

find a near-optimal-path to a goal location in environments that 

are constantly changing without collision. The optimal-path is 

determined by taking into account several performance 

measures, including path length, collision-free path, execution 

time, and smooth paths. 90% of studies utilizing the proposed 

method demonstrate that it is more effective than other methods 

for determining the shortest length and time-efficient smooth 

drivable paths. The proposed technique reduced average 15% 

path length and execution time compared to the existing 

methods. 

Keywords—Autonomous mobile robots; dynamic environment; 

planning; collision-free; time-efficient paths 

I. INTRODUCTION 

Path planning for mobile robots, especially when the 
environment is known, is a well-researched problem [1-8].  
However, one issue that arises when putting theory into 
practice is the fact that incomplete information about the 
environment is often available. In most cases, it seems 
unrealistic to expect to have a detailed map with all the 
obstacles clearly marked. Recent years have seen tremendous 
progress realized in the realm of path planning in dynamic 
environments across a wide range of domains. Particularly, 
mobile robots have found practical use across a wide range of 
domains. Applications incorporate emergency rescue 
management in natural disasters [12], planetary exploration 
[10, 11], inventory control [12], the manufacturing industry 
[13], etc. 

In the 1960s, research began in the arena of path planning 
for different kinds of robots [1, 2, 12]. The Path-Planning is the 
procedure of establishing a path-way in an environment that is 
no-obstacles and that connects a predetermined starting point 
and an intended ending point [14-15]. The environments in 
which robots operate can either be static or dynamic. When 
working in a static known environment, the locations of 
obstacles remain the same, but when working in a dynamic 
environment, their positions shift over the course of time. The 
goal of employing path-planning algorithms is to translate the 
high-level-specifications which humans execute into low-level-
steps [15]. This is accomplished by locating the optimal-path 
and presenting to the robot in the form of a series of waypoints 
that it should follow as moving directions. 

The dynamic environment comprises moving obstacles, the 
path-planning algorithm is a necessity not-only to determine 
the optimal-path but also to observe it. In order to persist 
responsive to its environments, the approach must know the 
current position of an obstacle, forecast upcoming paths, and 
bring up-to-date its path in real-time with sufficient frequency. 

In most cases, an autonomous mobile robot is free to follow 
any one of a number of predetermined routes. The length of the 
path, the amount of time it takes, and the amount of energy it 
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takes are all factors that go into determining what constitutes 
the optimal path. Numerous algorithms were developed to 
handle the problem of path planning; these algorithms can be 
categorized as either classical or intelligent. Artificial Potential 
Field [16], Rapid Exploration of Random Trees (RRT) [15, 17] 
and its variants RRT*, etc. [15,18], Partitioned Learning 
Traditional methods, such as D* [20], are utilized to solve 
dynamic path planning problems. As the search space grows in 
size, however, these methods become inefficient and get stuck 
at local maxima. Thus, intelligent optimization techniques like 
the Genetic Algorithm [21-22], Particle Swarm Optimization 
[23], Bees algorithm [24] [29] and etc. have been employed to 
solve path planning difficulties. 

Real-time dynamic path planning needs more investigation 
[30], as stated earlier. This study proposes an A*[3] based 
Near-Optimal Multi-Objective Path Planner (NO-MOPP) to 
swiftly identify a near-optimal drivable smooth path in a 
dynamic environment while taking the kinematic restrictions of 
the robot into account. The following are some of the 
contributions made in this work: 

1) "A Multi-Objective Hybrid Near-Optimal Dynamic 

Path Planner (NO-MOPP)" is a new dynamic path planning 

technique that finds no-collision near-optimal-drivable paths 

in a dynamic environment with a hybrid environment 

representation. Since A* ensures both optimality and 

completeness, the A* algorithm will serve as the foundation 

for this approach. This algorithm performs comparably to A*. 

2) The proposed technique performs on two distinct 

levels. Initially, using global path planning, the optimal-path is 

determined in an area with known static-obstacles. The second 

level, known as Local-replanning, adjusts the optimal path 

online with the assistance of sensors in order to prevent 

collisions with dynamically generated immovable and moving 

obstacles. After that, path tracking is performed, and the path 

is optimized during path tracking without sacrificing the 

algorithm's real-time performance. 

3) Kinematic constraints, like a robot's orientation, are 

employed in order to find the most efficient driving smooth 

paths in ever-changing real-time environments. 

4) It finds application in a wide range of different 

dynamic environments. The percentage of successful attempts 

is 90%. 

5) When compared to RRT and RRT*, our suggested 

method achieves superior outcomes in dynamic environments 

in relation to the amount of time required for execution, 

execution time, and the total length travelled path-length. 
The paper is organized as follows. Section II explains 

related research that is pertinent to the techniques for planning 
paths. The technique and underlying algorithm for path-
planning in the presence of static as well as dynamic obstacles 
are presented in Section III. Section IV looks at how well the 
suggested strategy works and gives the results of the 
experiments. Section V brings the article to a conclusion, 
which also offers guidelines for future work. 

II. RELATED WORK 

Past decades have seen many path-planning algorithms. 
Graph-based techniques include Dijkstra's algorithm [4,24], A* 
[3], D* [20], and etc. After discretizing the path planning state 
space into a graph structure, they employ graph search to find a 
feasible path. A* and Dijkstra's algorithms are suitable for 
lower-dimension static environments. D* is used for dynamic 
environments. Optimal Path Planning using Memory Efficient 
A*. Improved A* Path Planning Method Based on the Grid 
Map. Sensors [25], Time-Efficient A* Algorithm for Robot 
Path Planning [26], Safe Path Planning of Mobile Robot Based 
on Improved A* Algorithm in Complex Terrains [27], Optimal 
Path Planning using Memory Efficient A*[31] and Fast path 
planning using modified A* method [32]. 

The graph-based approach is full and resolution optimal, 
meaning it finds an optimal-path if a viable path-exists and 
fails otherwise. The graph-based partition of the state-space 
yields a massive search space, which makes these graph-based 
approaches unsuitable for large-scale issues. The recent 
updates on A*, in research papers like Dynamic-Algorithm for 
Path-Planning using A* with Distance-Constraint [13] and 
Improved-Analytic-Expansions in Hybrid A* Path-Planning 
for Non-Holonomic Robots [9]. They are suffering from high 
computation time. 

Another significant kind of path-planning algorithm is the 
sampling-based path-planning approach. Instead of discretizing 
the state space, it generates a graph or tree by randomly 
selecting points. Sampling-based path planning algorithms beat 
graph-based ones in large-scale situations. The sampling-based 
path planning strategy is probabilistically complete, thus when 
the trials number reaches infinite, the likelihood of discovering 
a suitable path-way approaches one. Sampling-based planners 
employ RRT [15,17] and PRM [19] algorithms. The RRT, a 
single-query path planning method that traverses state space by 
generating a tree rooted at the start state, is faster than the 
PRM. Despite finding an initial path in high-dimensional space 
quickly, RRT has many downsides. RRT's path may not be 
ideal because it is randomly generated. RRT* [18] advanced 
RRT. The RRT* takes time and memory to identify the best 
path. RRT* likewise experiences significant search time 
variability. Though, these techniques perform poorly and trap 
in local optima when the search space is big. 

Hence, intelligent optimization procedures have been 
employed in the process of solving path-planning problems. 
Some examples of these algorithms include the Genetic 
Algorithm [21-22] [28], Particle Swarm Optimization [23], 
Simulated Annealing [12], Ant Colony Optimization [8], Bees 
[29] and etc. Even if these algorithms conquered the difficulties 
of path planning, they still wouldn't be usable without the 
partitioning and pre-processing of environment maps. This is 
because such maps need to be prepared in advance. The 
accuracy is reduced as a result of discretization and pre-
processing, which also results in non-optimal pathways. 
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III. PROPOSED PATH PLANNING SYSTEM 

The purpose of path-planning is to discover a continuous 
path that will lead a system from its current state to a desired 
one. Finding a path across a dynamic environment that a non-
holonomic robot or vehicle can follow without colliding with 
any of the environment's obstacles is the goal of dynamic path 
planning. 

1) Problem formulation:  The path-planning issue‟s main 

objective is to identify an optimal-path for an autonomous-

robot to proceed from a given beginning-point to a certain 

goal location in a dynamically changing environment 

containing static and dynamic stationery as well as moving 

obstacles by satisfying optimization-criteria. The path-

planner‟s goal is to discover the optimal- or near-optimal-path 

for a mobile-robot that avoids obstacles in the surroundings. 
The environment is denoted as a Grid. The initial step in 

mobile-robot-path-planning is establishing an environment-
model for the mobile-robot's 2-dimensional. As identical 
square cells, grids are used to represent the mobile-robot's 
workplace. Each grid-cell is either free (logic 0) or forbidden 
(logic 1) by an obstacle. There are both static as well as 
dynamic stationary and moving obstacles in this area. 

2) Optimization criteria: The proposed path planning 

system NO-MOPP determines a no-collision smooth path that 

obeys multi-objective optimization criteria. The criteria is: 

first one is the Cost objective-function , minimum-cost path 

for a mobile-robot to move from its start-point to the goal-

point, provided that it is a smooth and safe path, i.e., the 

mobile-robot travels with no collision with obstacles. This 

measure is specified by Eq. (1) : 

Cost f = g + h + SO+DSO +DMO  (1) 

where cost-f is the sum-of-the-costs from the start-node to 
current-node (g), the estimated-cost (h) to the goal from 
current-node, the additional-cost for changing the orientation 
angle, SO is the cost for switching orientation, DSO 
corresponds to the cost of avoiding dynamic stationary 
obstacles, and DMO indicates the cost of avoiding dynamic 
stationary obstacles during local replanning. 

The second Criterion is the Execution time objective needed 
for finding a minimum length and safe path. This is given by 
equation (2): 

Ttotal = TGlobal-path-planning + Tlocal-replanning (2) 

where Ttotal is the time essential for the completion of 
execution of the path planner, TGlobal-path-planning is the time taken 
by the offline line path planner and TLocal-raplanning is the time 
needed to update the initial optimal path to skip dynamic 
stationery obstacles. 

The optimal path-planning problem can be stated as: 

“Find the lowest cost and least time taking near-optimal 
smooth path between the start-point and the goal-location, such 
that the above optimization-criteria Cost function f and 
Execution time T objective functions given in above equations 
(1) & (2) are lessened by taking non-holonomic constraints of 
the robot into account”. 

3) The proposed dynamic path planning system’s 

architecture: The component structure of the dynamic-path-

planning system is depicted in Fig. 1. The system will function 

efficiently on the two levels. At the first level, global path 

planning, the optimal route is determined using the 

information that is currently known about the environment, 

including the known static obstacles, for instance. After that, 

the robot will continue along this optimal path. This optimal 

path is updated online at the second level, which is known as 

"Local Replanning," in order to skip collisions with-obstacles 

which are dynamically presented and may be either stationary 

or dynamic. 
Primary components of the dynamic-path-planning system 

are depicted in Fig. 1. The environment is dynamic and 
comprises both static and moving obstacles. To represent this 
ever-changing environment, a binary occupancy grid map is 
employed. Constraints: Non-holonomic car-like robots or 
vehicles have kinematic constraints.  Optimization criteria: 
Path smoothness, path length, and the time required to locate a 
path comprise optimization criteria. 

4) Path-planning: The path-planning algorithm is the 

crucial component of a dynamic-path-planning system that 

addresses a path-planning issue. In this proposed system, there 

are two levels. A Multi-Objective Optimal Path Finder 

(MOHC-OPF) is used to obtain a quick initial optimal-path in 

an environment that includes known static obstacles only in 

the First level of Global Path Planning. Local-Replanning is 

the second level of our proposed dynamic path planning 

approach, a Near-optimal Multi-Objective Path Planner (NO-

MOPP), which is employed to avoid dynamic obstacles in 

dynamically changing environments. 

 
Fig. 1. Block diagram of the dynamic path planning system 

A. The Working Principle of NO-MOPP 

A novel method called NO-MOPP has been proposed as a 
way to avoid the limitations of the traditional A* methodology. 
The kinematics of the car-like robot or vehicle is added to 
predict the movement of the robot which is dependent on the 
steering angle in a continuous search space. The proposed 
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system has a collection of continuous states represented by the 
coordinates (xp, yp, θ), here (xp, yp) represents the location of 
the robot or vehicle and θ represents its orientation. Non-
holonomic robots and vehicles can benefit from this feature 
since it helps the path planner choose the best successor state 
for them to follow. One of the five steering actions, maximum-
left, left, maximum-right, right, and no-steering, expands the 
states and leads to an arc of a circle with a minimum turning 
radius, in accordance with the kinematic restrictions of the 
simple car-like robot or vehicle. On the basis of these 
operations, the proposed method, the NO-MOPP algorithm 
selects the states depicted in Fig. 2. 

 
Fig. 2. NO-MOPP incorporates kinematic constraints with 5 steering angles 

B. Multi-Objective Functions for Optimization 

As part of this effort, different objectives are analysed and 
taken into consideration so that the updated path can be 
optimized. 

Cost Function: It calculates the cost of driving from the 
present-point to a neighboring node. This cost f is the total-cost 
from the start node to the current node (g), the anticipated-cost 
from the present node to the goal-(h), and the cost for adjusting 
the orientation angle (SO). Eq. (1) is utilized to calculate this 
cost. 

1) Path length: The final path is made up of a series of 

path segments denoted by the notation P= {P1, P2, …, Pn}. 

The ultimate length of the path is equal to the totality of the 

lengths of all path segments that connect the Start state to the 

Goal state via any intervening states. This is illustrated in Fig. 

3. To get the length of this final path, Eq. (2) is utilized. 

 
Fig. 3. Path length 

                   where i= 1 to n. (3) 

At each stage, the next state with the lowest possible cost is 
chosen, and the arcs in the path are optimized to have the 
minimum turning radius. As a result, it ensures that the final 
path will be the shortest and most optimal one. 

2) Execution time: The amount of time required to carry 

out the method that was proposed for discovering a path and 

Eq. (2) is used for determining this. 
The travelled distance must be sufficient in order to exit the 

current cell, and the equation that describes this requirement is 
below (4). 

l >√2 s   (4) 

In this equation, l represents the length of an arc, and s 
indicates the size of a single cell in the grid map. At each node, 
the continuous state is rounded off to a discrete state in order to 
prevent the search graph from becoming an increasingly huge 
structure. This, in turn, results in a reduction in the amount of 
search time necessary to locate the ultimate path. 

3) Smooth path: Kinematic constraints determine the next 

node in this proposed approach, resulting in minimum turning 

radius curves. Therefore, the final path produced is smooth. 

C. The Heuristic Function 

The heuristic function predicts the minimum-cost from any 
node to the destination on the map. This reduces node 
exploration. Thus, heuristic function selection directly impacts 
the performance of path planning approaches. The Euclidean 
distance is employed as a heuristic function. Equation (5) 
determines each node's heuristic values. 

       –                     (5) 

D. The Proposed Path Planning Approach 

The proposed approach executes the path-planning 
procedure in a dynamic-environments with both dynamic as 
well as static obstacles. The method operates on two levels. 
Global Path Planning 2. Local Redevelopment Replanning. In 
the first level, the Global-path-planning method is applied to 
determine the optimal-path through a static obstacle 
environment. The attained path is provided for the robot to 
track during the second level. Simultaneously, the algorithm 
modifies the path in real-time to prevent a collision by means 
of any new obstacles, to ensure the sub-paths are optimum. 
Using proposed path-planning system, the path‟s optimality is 
preserved. Fig. 1 depicts this process. 

1) The global path planning:  By adhering to kinematic 

constraints, the MOHC-OPF method, which was the objective 

of our previous research, is used in Global Path Planning to 

swiftly construct an optimal path for a given environment 

containing only static obstacles. The MOHC-OPF algorithm 

employs Open-list and Closed-list. Comparable to the 

conventional A*, they keep track of the states while searching. 

The open list includes the neighbours of states that have been 

expanded during the search process. The closed list comprises 

all states for which processing has been finalized. Here is a 

summary of the MOHC-OPF algorithm. 
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Input: Occupancy grid map of the environment with static 
obstacles information, starting position (xstart), target position 
(xgoal), heading θ, and kinematic constraints of simple car-like 
robot and U(x) actions set with five forward steering angels. 

Output: A mobile robot's optimal path from its starting point 
to its goal, including path length and execution time. 

Step 1: Set Open list and Close list 

Step 2: Assign Xstart to the start state,  

Step 3: For each of the 5 steering angles, find Xstart 's 5 
neighbors. Using a simple car-like robot‟s kinematic model 
with a global location of (xg, yg, θ) generated using the 
equation (6) (LaValle, S.M. Planning Algorithms, 2006. [15]). 

             

            

                

ρ min = l/ tanφmax   __________ (6) 
 

Where u is an action set {0,1}, φ is the steering angle, ρ 
min is the minimum turning radius and l is the front-rear-axles 
distance of a simple car. 

Step 4: If any of the neighbors is a goal state, then quit. 

Step 5: Estimate the cost of each neighbor using the cost 
function equation (1) if they are not likely to collide. 

Step 6: Assign Xstart to a neighbor having the minimum cost 
function f-value, then execute the related action on the map. 
Keep the former Xstart and the f values in an open list. 

Step 7: Repeat from step 3 until Open-list is empty. 

2) The local replanning: Global path planning generates 

the optimal-path in a dynamic-environment with stationary 

obstacles only. In Local re-planning, the autonomous mobile 

robot or vehicle takes this optimal path from the starting-point 

to the target-point in a dynamically changing situation. The 

robot moves along the course with the aid of surrounding 

sensors and a scanning procedure. The robot's sensors allow it 

to survey an area from a 360-degree angle. 
The proposed method, NO-MOPP, begins by analysing 

sensor data to identify any new static or moving dynamic 
obstacles on the optimal path for tracking. Once an obstacle 
reaches the robot sensor's exposure range, sensor readings 
provide all information regarding the robot's movement and 
location, as well as all obstacles in the surroundings. Using this 
information, the likelihood of a robot and obstacle collision is 
evaluated. If there is no collision, the robot will continue along 
its original path as shown in Fig. 4(a). 

However, in the case of a collision, the proposed NO-
MOPP technique replans the segment of the path containing a 
potential collision location. The newly found subpath must be 
the best and shortest possible. The inventive optimal path was 
adjusted such that the-robot will track the updated no-collision 
path. The process of alerting a robot to the presence of new 
obstacles is known as obstacle detection. 

The proposed methodology enables the robot to-move 
toward the goal though detecting any new obstacles. The 
following stages are included in this implementation. The 
measurements of the sensor are recorded. The robot-obstacle 
distance is then estimated from the robot to the close exterior-
surface of the obstacle. 

3) Obstacle detection: The obstacle‟s presence is detected 

when sensors sense the obstacle. The obstacle-robot distance 

exceeds a certain threshold. The collision check method is 

invoked when an obstacle is encountered to find that the robot 

as well as the obstacle will crash. 

4) Collision check: Even if an obstacle is within the 

sensor range of the robot, not all detected obstacles will cause 

a collision. If there is no collision as depicted in Fig. 4(a), the 

robot will follow the optimal reference path. If there is a 

collision possibility as depicted in Fig. 4(b) and the distance 

amid the robot & the obstacle is greater-or-equal to the 

threshold value, then replanning is performed using the 

proposed local search method called NO-MOPP; otherwise, 

the robot will halt and pause for the obstacle to go before 

continuing along the same path. 
The likelihood of a collision is computed based on the 

robot's location and direction angle in relation to the sensed 
obstacle. Calculating the time and location of the collision is: If 
the robot's present location is P r-p1 (x r-p1, y r-p1) and it is 
heading toward Pr-p2 (xr-p2, yr-p2), and if the obstacle‟s present 
location is Pobst1 (xobst1, yobst1) and its goal is Pobst2(xobst2, yobst2). 
The formulas of the robot movement are given by (7). 

Calculating robot motion requires the following formula: 

xr-p = xr-p1 + vrobot tr cos θ 

yr-p = yrobot1 + vrobot tr sin θ (7) 

The equation for the movement of the obstacle could be 
expressed as (8). 

xobst1 = xobst1 + vobst tobst cos φ 

yobst1 = yobst1 + vobst tobst sin φ (8) 

The collision amid the robot and the moving obstacle 
occurs when the subsequent Eq. (9) is satisfied. 

xrobot = xobst1 (9) 

yrobot = yobst1 

i, e. 

xr1 + vr tr cos θ = xobst1 + vobst tobst cos φ (10) 

yr1 + vr tr sin θ   = yobst1 + vobst tobst sin φ 

where θ is orientation and vrobot is the robot-velocity, φ and 
vobst are the orientation and the obstacle-velocity respectively, 
and tr and tobst are the current time at which the robot and 
obstacle are there and they are positive. Then the point of the 
intersection can be determined by replacing Eq. (7) and (8) 
with Eq. (9) producing equation (10). In the case of a collision, 
the robot's sub-path consists of 3 locations. The robot's present 
location is represented by the first point, Xpresent (x1, y1), the 
collision points by Xcolisn (xc, yc), and the next point in its path 
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by Xnew_next (xn, yn). If there is a collision, the obstacle will be 
on this sub-path. For this reason, a modified local search is 
proposed, NO-MOPP, for replanning in order to locate an 
alternate collision-free sub-path. When both of the below 
circumstances are true Local replanning is done by invoking 
the proposed method NO-MOPP. The first circumstance is 
when a new obstacle enters the robot sensor's coverage range. 
Second, when a collision detection judgment is made 
favourably. In this local search, NO-MOPP looks for the next 
neighbour with minimum cost value calculated using Eq. (1) in 
the Global path planning from its neighbor‟s list, named Open 
list. The computational cost is less because the next node is 
selected from the open list which is readily available. 
Therefore, the replanning has no impact on the time efficiency 
of the proposed technique. Once again, the new neighboring 
point is checked for collisions; if there are none, a minimal 
turning radius path segment is constructed. This is repeated 
until the goal is found. 

 
(a)   

 
(b) 

Fig. 4. (a) No collision Case (b) Collision case 

The shortest path is guaranteed by a Minimum turning 
radius path segment. The near-optimal sub-path is returned by 
the proposed method NO-MOPP. The robot is instructed to 
pursue this new branch of the course. Because the Global-path-
planning of the proposed dynamic path-planning system 
previously computed the costs of five neighbors corresponding 
to each steering angle for each location on the global optimum 
path, the cost computing in the proposed method NO-MOPP is 
no longer required. There is therefore no computational 
overhead. The time needed for this is likewise quite short 

because there are just five neighbour points with regard to five 
steering angles while looking forward and only those points for 
which the arc length is greater than the cell size Eq. (4) So, 
search time is also reduced. Therefore, the method has no 
consequence on the efficiency of time. The following 
Algorithm 2 summarizes the pseudo-code of the proposed 
dynamic path planning algorithm NO-MOPP: 

Algorithm 2: NO_MOPP 
Input: Start, Goal, Closed-list and Open-list  
Output: The near-optimal-path for an autonomous mobile-
robot fromthe given initial point to the goal-position in Path 
length and Execution time. 
Algorithm NO_MOPP (Open_List, Closed_List, Xstart, Xgoal) 
1. Xnext=Xstart  
2. index=0 
3. optimal_path =Closed_List 
4. Pathlength= length (Optimal-path) 
5. Robot follows optimal_path 
6. for each point in Closed_List ()  
7. { 
8. index=index+1 
9. Robot move forward in the mentioned orientation 
10. Xnext = Closed_List(index)  
11. if Xnext ==Xgoal 
12. Print (“Path detected successfully”) 
13. Print (“Found near Optimal path”, Closed_List); 
14. Sensor data= Sensor reading from its coverage area 
15. If (Sensor data != Obstacle) 
16. Robot moves forward to the Xnext. 
17. Else if (Collision_detection () == false) 
18. Robot moves forward to the Xnext  
19. Else if 
20. {   
21. Xcurrent = Xnext 
22. While (neighbours of Xcurrent from Open_List ==true) 
23. {  
24. Xnew_next=Xcurrent „s neighbours with next minimum cost 

from Open_List () 
25. Xnew_next=Xcurrent having next minimum cost from Open_List 

() 
26. If Collision_detection (Xnew_next ) == false 
27. Robot moves to Xnew_next with the given orientation 
28. Update Closed_List 
29. Return  
30. Else  
31. Continue 
32. } 
33. update path length 
34. If (no more neighbors of Xcurrent in Open_List) 
35. Print (“There is no path exists”)  
36. } 
37. Method: Collision_detection (X new_next) 
38. { 
39. d= distance between the robot‟s current point and collision 

point 
40. if (d >= threshold value) 
41. return false 
42. else  
43. return true 
44. } 
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IV. EXPERIMENTAL RESULTS 

Using MATLAB 2021a on Windows 10 64bit-with an 
Intel-core i5 NIVIDIA G5-CPU, the performance of the 
proposed method, a novel Near-Optimal Multi-Objective Path 
Planner (NO-MOPP), was evaluated. For testing, sensor views 
from -45° to +45°, -90° to +90°, and -180° to +180° were 
captured. In ninety percent of the studies, it was discovered that 
the dynamic obstacles were successfully avoided. On a variety 
of dynamic maps, all simulations were executed with varying 
starting and ending points. Path-Length-Mean and Average-
Execution-Time between the provided start and goal locations 
on the map are the performance metrics considered when 
evaluating the effectiveness of our proposed system. The 
execution time and length of the near-optimal-path was 
recorded. 

1) Case-study-1: Complex Map: A more complex 

dynamic environment is considered; the environment is a 

complex maze with both static and dynamic obstacles that are 

stationary and moving. The proposed method was executed 

one hundred times in order to determine its average execution 

time. Fig. 5(a), (b) and (c) depicts a nearly optimal path 

generated by NO-MOPP for this complex environment on two 

levels known as Global path planning and Local-replanning 

paths and how robot (arrow) avoiding dynamic 

stationery(purple color) and moving obstacle(green color). In 

ninety percent of experiments, it successfully avoids dynamic 

obstacles. 

 
Fig. 5. (a) & (b): No collision and collision avoidance with a moving 

dynamic obstacle (green color) using NO-MOPP. (c) Collision avoidance with 

dynamic moving (green color) and stationary obstacles (purple color) using 

NO-MOPP 

The findings for the Complex map's Path Length Mean and 
Average-Execution-Time are given in below Table I. 

TABLE I.  TYPE  RESULTS FOR COMPLEX MAP 

 Offline path planning After Local-replanning 

Path length_mean in 
meters 

64.5589 67.8374 

Execution time in secs 0.457936 1.986376 

Direct_Path_Length in 
meters 

51.856 51.856 

2) Case-study-2: Package pickup in Warehouse scenario: 

A package pickup in a warehouse dynamic-environment 

contains static and dynamic moving and stationary obstacles. 

Fig. 6(a), (b), and (c) illustrate, NO-MOPP devised a path that 

was close to optimal for avoiding static (purple color) and 

moving (green color) obstacles on the way to the package 

pickup site. In 90% of the experiments, the proposed strategy 

was effectively avoided. 
The Path length mean and execution time outcomes for the 

Package Pickup scenario are summarized in Table II. 

 
Fig. 6. (a) & (b): No collision, collision avoided with a moving dynamic 

obstacle (green color) using NO-MOPP. (c) The collision was avoided with the 

moving dynamic obstacle (green color), and stationery obstacle (purple color) 

using NO-MOPP 

TABLE II.  RESULTS FOR PACKAGE PICKUP IN A WAREHOUSE SCENARIO 

 Global path 
planning 

After Local-
replanning 

Path length_mean in meters 73.5541 91.5263 

Execution time in secs 0.4951 2.953216 

Direct_Path_Length in meters 62.1488 62.1488 
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Performance Evaluation: In the preceding two case studies, 
we describe the efficacy of the proposed method NO-MOPP 
and comparability it to the current techniques RRT and RRT*. 
In this section, we compare NO-MOPP to RRT and RRT*. The 
proposed method NO-MOPP has been rigorously examined. 
The comparison of performance is summarised here. In 
comparison to RRT and RRT*, the path length supplied by the 
Proposed Method NO-MOPP was superior. The execution time 
of No-MOPP is considerably shorter. 

1) Case Study-1: Complex Dynamic map: Table III 

provides a visual representation of the results of a 

performance evaluation that compares the proposed technique 

NO-MOPP to the existing methods RRT and RRT* when 

applied to a complex dynamic map. The figures provide 

abundant evidence that the proposed technique is successful 

even when the level of map complexity increases. 

TABLE III.  PERFORMANCE EFFICIENCY COMPARISON IN A COMPLEX MAP 

Planner/performance 
metric 

Path length 
Mean in meters 

Avg_Execution Time 
in secs 

RRT 110.873295 4.136285 

RRT Star 105.567284 4.513792 

Proposed method NO-
MOPP 

67.8374 1.986376 

As is evident from the Fig. 7 below, the proposed method 
NO-MOPP performed better than the existing methods RRT 
and RRT* after being run through 100 iterations. The blue line 
that depicts its performance shows that the proposed method 
developed the shortest length paths in contrast to other existing 
approaches in the Complex Dynamic Map. This is proved by 
the fact that the method created the shortest length paths in 
each iteration. 

 
Fig. 7. Path length comparison in complex map 

The Fig. 8 displays the efficiency and efficacy of the 
execution time. The proposed method NO-MOPP is 
represented by a blue line in virtually all 100 iterations of the 
Complex Dynamic Map. This method generates paths that 
require significantly less time consuming compared to the 
existing techniques RRT and RRT*. 

 
Fig. 8. Execution time comparison in complex map 

2) Case Study-2: Dynamic map for Package Pickup: The 

RRT and RRT* approaches, as well as the proposed approach, 

were evaluated using the Warehouse scenario as a point of 

comparison. Table IV presents a comparison of various 

performance metrics for further consideration. Examining how 

the proposed solution comes up in path length as well as 

execution time in comparison to the other available options. 

The proposed method is carried out fairly well when applied 

to this difficult warehouse map. 

TABLE IV.  PERFORMANCE EFFICIENCY COMPARISON IN A COMPLEX MAP 

IN WAREHOUSE 

Planner/performance 
metric 

Path length Mean in 
meters 

Avg_Execution Time 
in secs 

RRT 170.8753 4.596832 

RRT Star 150.3547 4.975649 

Proposed method NO-
MOPP 

91.5263 2.953216 

The Fig. 9 indicates how the performance of the 
recommended method NO-MOPP compares to that of the 
existing methods RRT and RRT* in 100. When compared to 
the other existing methods in the Warehouse dynamic map, the 
proposed method NO-MOPP consistently created paths that 
were the shortest in length. This can be seen from the blue line 
that depicts the performance of the proposed methodology. 

 
Fig. 9. Performance metric path length comparison in warehouse map 
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The results of a comparison between the efficiency of our 
method NO-MOPP and the existing techniques RRT and RRT* 
can be found in the following Fig. 10, which can be found 
below. The strategy that was suggested consistently produced 
the least time-consuming paths when compared to other 
approaches that were already being used for the dynamic map 
of the Warehouse. 

 
Fig. 10. Performance metric execution time comparison in warehouse map 

V. CONCLUSION AND FUTURE WORK 

In this paper, A Near-Optimal Multi-Objective Path 
Planner (NO-MOPP) is used to determine the optimal path for 
mobile autonomous robots operating in dynamic environments. 
While complying with the robot's kinematic constraints, the 
robot is able to follow the determined path and avoid new 
obstacles. Detection of obstacles is dependent on the coverage 
area of the sensors of a robot and an assessment of the 
likelihood of a collision. Collision avoidance is achieved 
through re-planning if the collision check method indicates a 
collision with a newly introduced dynamic obstacle. 
Consequently, the development of smooth, drivable paths, 
which are required for realistic scenarios, is ensured. On 
average, smoother, collision-free, near-optimal paths may be 
discovered 90% of the time. NO-MOPP accomplishes Multiple 
Objective Optimization, which includes Path length, Execution 
Time, Cost function, and Path Smoothing. Based on the 
preceding experiments, it is obvious that applying the proposed 
technique reduced average 15% path length and execution time 
compared to the existing methods RRT and RRT*. Compared 
to these existing methods, the proposed method has exhibited 
superior performance efficiency in complex settings. 

Future studies may extend the NO-MOPP method to 
dynamic situations with higher dimensions for real-time 
autonomous robots and autonomous vehicles. 
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Abstract—In the modern world, cataracts are the 

predominant cause of blindness. Early treatment and detection 

can reduce the number of cataract patients and prevent surgery. 

However, cataract grade classification is necessary to control risk 

and avoid blindness. Previously, various studies focused on 

developing a system to detect cataract type and grade. However, 

the existing works on cataract detection does not provide optimal 

results because of high detection error, lack of learning ability, 

computational complexity issues, etc. Therefore, the proposed 

work aims to develop an effective deep learning techniques for 

detecting and classifying cataracts from the given input samples. 

Here, the cataract detection and classification are performed 

using two phases. In order to provide an accurate cataract 

detection, the proposed study introduced Deep Optimized 

Convolutional Recurrent Network_Improved Aquila 

Optimization (Deep OCRN_IAO) model in phase I. Here, both 

retinal and slit lamp images are utilized for cataract detection. 

Then, the performance of these two image datasets are analysed, 

and the best one is chosen for cataract type and grade 

classification. By analysing the performance, the slit lamp images 

attain higher results. Therefore, phase II uses slit lamp images 

and detects the type and grade of cataracts through the proposed 

Batch Equivalence ResNet-101 (BE_ResNet101) model. The 

proposed classification model is highly efficient to classify the 

type and grades of cataracts. The experimental setup is done 

using MATLAB software, and the datasets used for simulation 

purposes are DRIMDB (Diabetic Retinopathy Images Database) 

and real-time slit lamp images. The proposed type and grade 

detection model has an accuracy of 98.87%, specificity of 

99.66%, the sensitivity of 98.28%, Youden index of 95.04%, 

Kappa of 97.83%, and F1-score is 95.68%. The obtained results 

and comparative analysis proves that the proposed model is 

highly suitable for cataract detection and classification. 

Keywords—Cataract detection; grade classification; CRNN; 

dense CNN; Aquila optimization; BE-ResNet101 

I. INTRODUCTION 

The eyes are the major organs that offer a clear vision to 
humans and living organisms. A cataract is a severe eye 
disorder that affects the original vision of the eyes and 
produces vision distortion. A cataract is the major cause of 
vision impairment or blindness worldwide [1-2]. Vision or 
Visual Impairment (VI) in humans refers to the inability to 
perceive clear vision. A global survey by the WHO (World 
Health Organization) estimated that among 285 million 
people, 39 million are blind, and the remaining are reported to 
other VIs [3]. Some of the retinal disorders are Cataract, DR 
(Diabetic Retinopathy), Glaucoma, AMD (Aged Macular 

Degeneration), RP (Retinitis Pigmentosa), [4-5] etc. Cataracts 
are the leading cause of vision loss in aged and younger 
individuals [6-7]. The risk factors related to cataracts are 
people over 40 years, uncontrolled diabetes, steroid usage, 
family history, trauma in the eye, UV (Ultra-Violet) light 
exposure, [8] etc. 

Early cataract diagnosis can control global vision loss. 
Based on the location and development, the cataract is divided 
into different types, namely NC (nuclear cataract), CC 
(cortical cataract), and PSC (posterior subcapsular cataract) 
[9]. The severity of the cataract can be identified with the 
grading procedure. Eye diseases are often diagnosed using 
several methods such as slit-lamp images [10], VA (visual 
acuity) examination [11], digital photography [12], retinal 
images [13] and ultrasonic images [14-15].  Ophthalmologist 
utilizes retinal and Slit-lamp images to detect the presence and 
absence of cataracts [16-17]. In ophthalmology, the screening 
and detection of cataracts have produced robust outcomes with 
deep learning (DL) models [18-20]. DL offers significant 
advantages by using several HL (Hidden Layer) sequences to 
extract useful image features. Moreover, in the medical field, 
DL learns the image features effectively and automatically. 
The advent of computer infrastructure has contributed to the 
faster adoption of DL due to its high level of feature 
extraction, processing of huge amounts of data and accurate 
classification. 

Motivation: The eyes are the sensory organs that view the 
elegance of our surrounding environment. In recent years, the 
research organization are focussed on developing a robust 
cataract detection and classification methodology to assist 
affected people. From the recent studies, it is observed that 
deep learning techniques are attaining great attention for 
cataract detection. By using different types of datasets, the 
deep learning approaches gain better results in detecting and 
classifying cataract diseases. Many existing studies exhibit 
that using slit-lamp images produces high performance 
because of reduced cost, easy of maintain, flexibility etc. The 
neural network based feature extraction techniques can detect 
the features automatically. Also, such kind of feature 
extraction methods directly enhances the classification 
accuracy. Thus, it motivates the author to establish a deep 
learning based method for cataract detection and grade 
classification using slit lamp images. The major contribution 
of proposed work is given as, 

 To develop an effective cataract detection and 
classification in retinal and slit-lamp images by 
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proposing a new Deep Optimized Convolutional 
Recurrent Network (Deep OCRN). 

 To reduce the detection error rate, the presented loss in 
the proposed Deep OCRN model is minimized by 
updating the weight parameters through Improved 
Aquila Optimization (IAO) algorithm. 

 To extract the required features and to effectively 
identify the cataract type by proposing Dense CNN. 

 To develop Batch Equivalence ResNet-101 method for 
classifying the grades of cataracts. 

 To evaluate the performance of the proposed DL model 
by comparing it with other state-of-art classifiers. 

The rest of this paper is structured as follows: Section II 
discussed recent existing studies on cataract detection, and 
Section III presents the proposed cataract detection 
classification model grade classification model. Section IV 
represents the results and discussion of the proposed study, 
and Section V deals with the overall conclusion and future 
scope for further research. 

II. RELATED WORKS 

Some recent research studies which are carried out on 
cataract detection and classification are listed as, 

Pratap and Priyanka [21] presented a computer-aided 
robust cataract diagnosis using DNN (Deep Neural Network) 
in retinal fundus images. This diagnosis model involves CFE 
(Combined Feature Extraction) using dual fine-tuned 
independent DCNNs (Deep Convolutional Neural Networks). 
Moreover, multi-class SVM (Support Vector Machine) 
classifiers were trained on the noise levels from 0–25. The 
developed model obtained higher accuracy of (93.49%). 
However, the performance is affected due to noise problems. 

Akil et al. [22] introduced the deep learning based CNN 
model for detecting retinal abnormalities in retinal fundus 
images. The ensemble learning based DR (Diabetic 
retinopathy) detection attained 97.7% accuracy and, with the 
grading achieved 98.5% accuracy. The main drawbacks were 
caused due to the limited number of training images and the 
lack of earlier screening. 

Hu et al. [23] developed a unified automated NC (Nuclear 
Cataract) grading in slit-lamp smartphone images. The DL 
YOLOv3 model was used to localize the ocular lens nuclear 
region. Moreover, the combination of ShuffleNet and SVM 
was used in grading cataract severity by measuring the gray 
conjugate features of the core region. The overall performance 
obtained was accuracy (93.5%), F1 (92.3%), AUC (0.9198), 
and Kappa (95.4%). The drawbacks were high computational 
complexity and convergence loss. 

Liu et al. [24] presented the diagnosis framework based on 
the localization of paediatric cataracts in slit-lamp images 
using deep feature modelling of CNN. The classification was 
completed with the combination of SVM and Softmax 
classifier. The overall classification accuracy was 97.07%. 
The Performance is not as much effective due to an 
inappropriate extraction of features. 

Zhang et al. [25] developed automatic detection and 
grading of cataracts using DCNN (Deep Convolutional Neural 
Network). This DL framework DCNN was used to 
automatically examine cataracts by visualizing the feature 
maps with empirical higher-order semantic meaning at the 
pool5 layer. The overall accuracy performance obtained with 
cataract detection was (93.52%), and the grading of cataracts 
was (86.69%). The major limitation was classification and 
grading were analysed only on the fundus retinal images. 

Problem statement: Earlier and accurate diagnosis of 
cataracts is more essential to limit the risk categories and 
prevent blindness. In existing, different techniques are 
developed to afford accurate cataract detection. However, they 
face several challenges while detecting cataracts from the 
given input samples. The detection accuracy of existing 
methods are reduced due to an enhanced computational 
complexity problem and large number of parameters in the 
detection models. By concerning this, the proposed study 
optimally selects the needed parameters using an effective 
algorithm. In addition, to make effective detection, extraction 
and selection of optimal features are more important. But, the 
existing detection techniques cannot extract the relevant 
features because of reduced efficiency. So, that the existing 
methods are not as suitable for detecting cataracts from the 
provided inputs. Also, many of the existing studies prefer 
retinal images for detecting cataracts and only few of them 
uses slit lamp images. To fulfil this gap, the proposed study 
used both retinal and slit lamp images for detecting cataracts. 
Moreover, robust DL models are utilized in the proposed 
study to learn appropriate features and make the system to 
attain higher detection accuracy with reduced complexity. 

III. PROPOSED METHODOLOGY 

The proposed detection and classification of cataract 
images involves two phases. In phase 1, the detection of 
cataracts using both retinal and slit-lamp images are 
performed. Initially, image acquisition is enabled for 
collecting retinal and slit-lamp images from the DRIMDB data 
source and real-time slit lamp images. Next, pre-processing is 
enabled to refine the quality of images, which involves image 
resizing, color conversion, removal of uneven illumination, 
quality selection and image enhancement. Here, score based 
image quality selection is performed using Hybrid NIQE-
PIQE, and image enhancement is processed with Improved 
Mean Adjustment (IMA). To reduce the complexity and 
processing time, the proposed study extracts different features 
like shape, wavelet and texture. The relevant shape features 
are initially extracted through Pyramidal HOG (Histogram 
Oriented Gradient). Then, wavelet features are extracted using 
Haar Wavelet Transform (HWT) and the texture features are 
extracted using GLCM (Gray Level Co-occurrence Matrix). In 
order to reduce the high feature dimensionality, selecting an 
optimal feature set is essential. Thus, Relief Neighbourhood 
Component Analysis (RNCA) approach is proposed. Finally, 
the cataract detection is performed using Deep Optimized 
Convolutional Recurrent Network_Improved Aquila 
Optimization (Deep OCRN_IAO). Here, the loss in the 
network is optimized using Improved Aquila Optimization 
(IAO) and through this learning ability is increased. Moreover, 
the detection performance can be compared with other DL 
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models to validate the proposed performance. Fig. 1 represents 
the proposed methodology of the proposed work in both 
phases. 
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Fig. 1. Block diagram of proposed methodology 

In phase 2, the slit-lamp cataract type and stage 
classification are done. Initially, image resizing and green 
channel color conversion are performed to enhance the image 
quality. Next, feature extraction and type classification can be 
performed using the Dense Convolutional Neural Network 
(Dense CNN) based deep learning framework. Finally, the 
classification of stages or grading as mild, moderate and 
severe can be attained using Batch Equivalence ResNet-101 
(BE_ResNet101). 

A. Image Acquisition 

Image acquisition is the initial step for cataract detection, 
where various images are collected from different sources. 
The proposed work collects the retinal and slit-lamp images 
from popular datasets like DRIMDB and real-time slit lamp 
images. Fig. 2 shows some of the input images acquired from 
the dataset. 

 
Fig. 2. Original input images 

B. Pre-processing 

Pre-processing an image is a significant step because it 
affords better classification results. The proposed pre-
processing stage aims to refine the image quality to obtain 
effective performance. The images are pre-processed by, 

 Image resizing 

 Color conversion 

 Uneven illumination removal 

 Image enhancement 

 Quality selection 

In the proposed work, the high resolution images of the 
varied pixel are resized into 224*224 pixels for easy 
processing. The proposed work used green channel conversion 
in the pre-processing stage. Due to the presented uneven 
illumination and the available reflection of the eyes, the 
accurate classification of the different grades of cataracts is 
more difficult. Thus, the uneven illumination is removed in 
the pre-processing stage to enhance the performance of grade 
classification. 

Image enhancement using Improved Mean Adjustment 
(IMA): Image quality enhancement plays a vital role in each 
algorithm. The poor quality of images lead to performance 
degradation of a specific classifier. Therefore, it is necessary 
to enhance the image quality during the phase of training and 
testing. This method is performed to elevate the image 

contrast. Here, the original input image 
OI is utilized to 

generate the enhanced
EI image. The original image is split 

into 33 blocks of non-overlapping, and for each block mean 

is calculated. The highest mean value is mentioned as max

and the lowest mean is indicated as min . When the 

variations among max  and min is small, then it is 

represented that the image contains a poor contrast. Hence, it 
can be enhanced by, 
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Here, the gray scale value at  lkI O , is mentioned as f

and the maximum gray scale value in the given image is 

represented as s . 

Quality selection using hybrid NIQE-PIQE: The module 
of image quality selection is performed to filter out the 
improved quality of images for cataract diagnosis. The 
proposed work selects the image quality through the NIQE-
PIQE model [21]. In NIQE-PIQE, the score value is evaluated 
for each image in which a low score is considered the best 
quality of image and the high score of images is assumed to be 
the worst quality. By [26] and [27], the higher values of 
NIQE-PIQE for the best image quality are observed to be five 
and 50 correspondingly. NIQE-PIQE is evaluated on the 
presented dataset, and the quality selection is performed based 
on the threshold. Fig. 3 shows the pre-processed images in the 
proposed study. 

 
(a)                           (b)                       (c) 

Fig. 3. Pre-processed images (a) Resized image (b) Output image of color 

conversion (c) Enhanced image 

C. Feature Extraction 

When the pre-processed images are directly subjected to 
the classification stage, the system faces several problems in 
diagnosing cataract disease and also it degrades the 
performance. Thus, extracting suitable features is essential to 
attain optimal detection results. The features that extracted by 
proposed feature extraction stage is described as, 

1) Extraction of shape feature through pyramidal HOG: 

Pyramidal HOG is utilized for the object retrieval process and 

is highly suitable for extracting shape features from the input 

samples. In existing several methods are used to extract the 

shape features but they are not as much effective. The 

proposed method separates a localized and tracked region into 

several cells at varying pyramid levels. Depending the 

direction of the image gradient, the pyramidal HOG is termed 

an image descriptor. The gradient direction ),( ba and 

gradient magnitude ),( bam is evaluated in each cell on every 

pixel. It is mentioned as, 

22 ),(),( bagbagm ba 
 

(3) 

),(

),(
arctan

bag

bag

b

a

 

(4) 

Where, ),( baga and ),( bagb are indicated by the image 

gradients with the directions a and b correspondingly. The 

histogram vector is computed based on the direction and size 
values in all the cells. A large feature vector is generated by 
concatenating the histogram vectors of cells together, and the 

last feature vector is the outcome of the pyramidal HOG 
approach. 

2) Extraction of wavelet features through Haar Wavelet 
Transform (HWT): The Haar transform is one of the simplest 
methods in wavelet transforms. This HWT method cross 
multiplies a function over the Haar wavelet with several 
stretches and shifts. In various existing studies, the wavelet 
transform is used in the pre-processed retinal image to contrast 
with the background and blood vessels. Still, they face some 
troubles while extracting wavelet features. Thus, the proposed 
study uses a robust HWT to extract the wavelet features in 
which the retinal images are dissolved into three levels: 
reduced contrast vessels, the background, and the vessel 
mentioning the background. Then, it crosses over the sum and 
continues to present the upcoming scale. The HWT is 
expressed in the form of a matrix. 

THIHB   (5) 

Where, I states the images of MM  matrix, H mentions 

the Haar transformation of MM  matrix and B denotes the 

transform of MM  matrix that involves the Haar basis 
functions. Thus, the wavelet features are extracted via HWT. 

3) Text feature extraction through GLCM (gray Level co-

occurrence Matrix): The texture features correspond to the 

image spatial organization of pixel values. The proposed 

model prefers the GLCM method to attain text-based features. 

Because GLCM is one of the powerful method to extract 

texture based features. The GLCM approach acquires the 

specific relationship among two pixels spaced by a certain 

distance in an image. The GLCM techniques contain several 

features, where the proposed work extracts the statistical 

features like Angular Second Moment (ASM), correlation, 

contrast, entropy (ENTy), energy (ENEy), homogeneity 

(HOMy), inverse difference moment (IDM) and variance 

(VAR). 
The proposed feature extraction methods extract numerous 

features, which has the chance to enhance the computational 
complexity. Thus, to minimize the computational complexity, 
selecting an optimal feature set is essential. 

D. Relief Neighbourhood Component Analysis (RNCA) based 

Feature Selection 

The feature selection process reduces the high data 
dimensionality by choosing the most effective features. In the 
proposed cataract detection system, RNCA is utilized for 
feature selection. This method can make optimal feature 
predictions through feature weights. The aim of this stage is to 
diminish the computational complexity, and also it helps to 
boost the classification accuracy. The proposed RNCA is one 
of the multi-level feature selection approaches which 
incorporates both ReliefF and NCA algorithms. The 
mentioned NCA [28] is a feature selection and dimensionality 
minimization method and is mainly utilized in varied 
classification studies. The NCA utilizes training data with 
varied class labels when selecting the projection that will 
better isolate classes in the prescribed region. The objective 
function used in the NCA method is expressed as, 
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Where,  represents the regularization parameter, feature 

weight is indicated as
rw , total amount of images are given as

m , the probability score of the image i is mentioned as iQ , q
signifies dimensionality. When the parameter  is randomly 

selected, each of the feature weights can acquire values that 
are nearer to 0. The ReliefF approach is a method which can 
generate an accurate prediction of features. With the aid of 
feature weights, the features are estimated. Initially, the 
feature weights are set as zero then it randomly chooses the 

images from the input at every step. After that, the nearest k
images from a similar class and the nearest from a varied class 
are identified. Then, weights are updated for each feature, and 
the feature that does not reach the particular condition is 
ignored from the input. The formulation of the ReliefF 
approach is represented as, 
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Where, 
bz mentions the thb feature, the feature set is 

represented as F , iC and jY indicates the feature set 

instances and the user chosen parameter is signified as n  and 

k . By this, the optimal set of features is selected using the 

proposed RNCA, and the selected reduced feature sets are 
subjected to the Deep OCRN_IAO model for cataract 
detection. By generating low dimensionality features, the 
process becomes smooth and reduces computational time. 

E. Cataract Detection using Deep OCRN_IAO 

This stage detects the cataract from the input images using 
a hybrid mechanism. Recently, recurrent neural network 
gained more attention for detecting diseases. In existing, 
several deep learning models are used to detect cataracts. But 
they cannot achieve higher detection accuracy due to the 
reduced learning capability. In order to obtain better detection 
results, the proposed work hybridizes the convolutional 
recurrent neural network (CRNN) with IAO algorithm. The 
major module of CRNN is the recurrent convolutional layer 
(RCL). The parameter setting of CRNN is given as, total 
number of epochs-10, maximum iteration-500, iteration per 
epoch-50 and learning rate-0.001. The RCL units develop 

against discrete time steps. For a unit placed at ),( ji on 
thp

feature map in RCL, its input is represented as, 
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Where, 
  tv ji,

 indicate the feed forward input and the 

recurrent input is mentioned as
 1tz , 

h

p  signifies as feed 

forward weights, 
 p mentions the recurrent weights and bias 

is represented as pb . The initial term in equation (19) is 

utilized in conventional CNN, and the second term represents 
the recurrent connections. The activity of this unit is 
mentioned as the function of its input and is given as, 

     txrgtz ijpijp 
 

(9) 

Where, r specifies the rectified linear activation function. 
The function of local response normalization is represented as 
g. 
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Where, P mentions the overall feature maps in the present 
layer. It is observed that in equation (23), the sum process 

over M feature maps at a similar region  ji, , the constant that 

maintains the normalization’s amplitude is mentioned as 
and . The exploding state is avoided by using local response 

normalization. The dynamic characteristics of RCL are 
described in equations (20) and (21). The CRNN holds a stack 
of RCLs with max pooling layers. The initial layer is the feed-
forward convolutional layer without the connections of 
recurrent layers. This convolutional layer generates an 
activation map and transforms all the pixel values into a single 
value. The second layer is the max pooling layer in which the 
feature dimensionality is reduced and minimizes the number 
of parameters to learn. The third is stacked with recurrent 
layers, and the next layer is fully connected. In the fully 
connected layer, each input from one layer is linked to each 
activation function of the upcoming layer. Finally, the cataract 
is detected in the softmax layer, which is given as, 
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Where, po represents the predicted probability from the 

thp category and feature vector created by max pooling layer 

is represented as z . However, the available loss function 
influences the detection performance of CRNN. Thus, the loss 
function is minimized by updating the weight parameters 
using the IAO approach. The available loss function is 
described as, 
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Where, T represents the total number of iterations, the 

actual value is signified as ia and 
'

ik mentions the predicted 

value. Cataracts in the retinal images are detected based on the 
objective function and are expressed as, 
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The proposed IAO method aims to minimize the loss 
function through weight parameter updation. This is one of the 
population based approaches and is motivated by the hunting 
behaviour of Aquila. In order to update the weight parameters, 
Aquila algorithm used the below formulation. 
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Where, )1(1 hL represents the upcoming iteration of the 

solution h , P mentions the position of the feature, levy flight 

distribution function is denoted as  P and  hLr
represents 

the random solution. To enhance the efficiency of Aquila 
algorithm, weight strategy is introduced. 

Weight strategy: According to the maximum iteration, the 
feature’s distribution scope is compressed, generating the 
search space as small. The weight factor is applied to enhance 
the different characteristics of features and recover the 
optimization algorithm from the local optima. This is 
represented as, 

)1(exp max  iternitern jj
 

(16) 

Where, j  denotes the weight at 
thj iteration, the 

maximum iteration number is specified as maxitern and the 

current iteration number is signified as jitern where, 

maxiternitern j  . In this, the objective function is evaluated 

for each iteration, and the attained result from every iteration 
is compared. By analysing the best objective function, the 
optimal solution is obtained. Therefore, the proposed Deep 
OCRN_IAO model identifies the cataract from the given 
dataset image. However, determining the grade and severity of 
the cataract is highly important to cure the disease. Thus, the 
proposed work used the cataract type classification and grade 
categorization in phase 2 using effective deep learning 
techniques. 

F. Cataract Type and Grade Classification using Slit Lamp 

Images through Dense CNN+BE_ResNet101 Model 

The automatic detection of grading and type is challenging 
for several existing studies. Thus, the proposed work focussed 
on developing an automatic cataract grade and type 
classification with the support of deep learning techniques. 
Here, the Dense CNN is developed to detect the type of 
cataracts and BE-ResNet101 is performed to classify the 
cataract grades. The hyperparameters of the proposed type and 
grade detection model is described as, maximum number of 
epochs-10, maximum iteration-500, iteration per epoch-50 and 
learning rate-0.001. 

1) Pre-processing of slit lamp images: Initially, the slip 

lamp images are pre-processed to enhance the classification 

performance. The pre-processing steps that carried out on slit 

lamp images are, 

 Resizing of slit lamp images 

 Green channel color conversion 

After pre-processing the input images, the image quality is 
enhanced and fed to the Dense CNN method for feature 
extraction and cataract type categorization. 

2) Feature extraction and detection of cataract type using 

dense CNN: The proposed work is done on feature extraction 

from the pre-processed images to minimize the classification 

error. For this purpose, Dense CNN is preferred in this study 

for feature extraction. Because CNN has the ability to extract 

features automatically, it helps to produce higher classification 

results. After feature extraction, the Dense CNN model’s final 

layer classifies the cataract type from the provided slit lamp 

images. The proposed approach contains a set of dense layers 

that evaluate each input’s weight average and is transmitted to 

the activation function. The input layer is the initial layer of 

CNN, where the images from the dataset are set as input. 

Next, the convolutional layer is the second layer designed by 

various convolutional kernels. The parameters in the 

convolutional layer are optimized via a back propagation 

approach. The major intention of this layer is to extract the 

most needed features from the slit lamp image, which helps to 

maintain the complexity. Next, a max-pooling layer is 

presented which generates feature mapping, and it reduces the 

feature dimensionality. The information from the pooling 

layer is passed into the set of dense layers. Here, the neurons 

of the layer are linked to each neuron of its previous layer. 

The CNN functionality mainly confides in the activation 

function, a systematic layer. It is noted that the rate of training 

can prevent over-fitting problems. 

)0;(max)( zKzh  
(17) 

The functionality of the convolutional layer is described as 
follows, 
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Where, p mentions feature mapping, Np represents 

input mapping, ipK is denoted as filter and bias of feature 

mapping is specified as pb . The training process of the 

network is accelerated using the activation layer, and batch 
normalization is performed among the activation function and 
convolutional layer. The cross entropy is analysed in the 
output layer and is defined as, 
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Where, q is denoted as the number of classes, ix is the 

final layer and f represents the information of each feature 

from the input image. During the process of CNN training, the 
feature extraction is performed, and also it diminishes the 
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cross entropy loss and reconstruction error. In the training 
process, each kernel is trained to acquire cataract types from 
the input source. The confidence value is enhanced and fine-
tuned by minimizing the cross entropy loss function. Thus, the 
proposed Dense CNN classifies the types of cataracts 
precisely. 

3) Grade or stage classification of cataracts using 

BE_ResNet101 framework: The proposed study used the BE-

ResNet101 approach for cataract grade categorization. The 

fundamental ResNet is also a type of CNN model, and the 

structure of ResNet was inspired by the traditional VGG-19 

method. The proposed BE-ResNet101 detects the grade by 

avoiding the issues of attaining information from unbalanced 

instances. The presented batch equivalence in ResNet101 

helps to improve the cataract grade detection results. Also, the 

proposed model helps to reduce the degradation issue. The 

basicResNet-101 is a residual network that contains 101 layers 

and is the advanced version of the ResNet-50 model. The 

layers available in the ResNet contain a similar amount of 

filters for a similar size of output feature map. The amount of 

filter is twice if the feature map’s size is minimized to reduce 

the time complexity. In the ResNet model, down sampling is 

directly performed by convolving layers with two strides. This 

ResNet structure ends with a pooling layer and a fully 

connected layer with a softmax layer. The objective of 

distributive layers is to avoid the vanishing gradients issues 

through reutilizing activation from the previous layer till the 

closest layer of the current layer has learned its weights. 

 
Fig. 4. ResNet-101 structure 

The ResNet-101 involves a total of 104 convolutional 
layers. It contains layers of 33 blocks, and 29 of such blocks 
utilize the output of the preceding block. It is shown above as 
remainder connections, and such remainders are used as the 
initial operand of the addition operator used at the end of all 
blocks to get the input of the coming blocks. The rested four 
blocks acquire the output of the preceding block and utilize it 
in a convolutional layer with 11 of filter size and one stride, 
followed by a batch normalization layer. This layer enables 
the normalization process, and the attained outcome is 
transmitted to the addition operator at the output of the block. 
The structure of ResNet is illustrated in Fig. 4. 

Batch equivalence: In the proposed experimental data, the 
number of images graded from 3.0 to 4.0 is considered the 
highest. When a mini-batch is designed randomly, the grading 
model obtains the information from unbalanced occurrences 
and becomes biased. This issue is solved by applying a 
strategy of batch balancing. Here, the batch is separated in to 

five varied groups like [1, 2], [2, 3], [3, 4], [4, 5] and [5, 6]. A 
similar number of occurrences are randomly chosen during the 
construction of a mini-batch, i.e., 25 from all the groups and 
generate the batch fully balanced. Thus, the proposed 
BE_ResNet101 model classifies and detects the grade of 
cataracts effectively. Fig. 5 illustrates the cataract grade 
classified images from the proposed Dense 
CNN+BE_ResNet101 model. 

 
Fig. 5. Classified images 

IV. RESULTS AND DISCUSSIONS 

This section presents the simulation results of the proposed 
cataract detection and classification system with clear 
analysis. The experimental setup was executed through 
MATLAB software. 

A. Dataset Description 

The input images utilized in this work are chosen from two 
different datasets like DRIMDB (Diabetic Retinopathy Images 
Database)https://academictorrents.com/details/99811ba62918f
8e73791d21be29dcc372d660305b and real time slit lamp 
images. The DRIMDB dataset is utilized in several retinal 
image analysis studies. In this dataset, a total of 216 
consecutive images are taken in the proposed experimental 
analysis. The real-time slit lamp images are collected from 
various hospitals containing five types of cataracts: cortical, 
hyper mature, mature, nuclear and posterior. 

B. Performance Metrics 

The performance metrics are utilized to evaluate the 
efficacy of the proposed model. The metrics utilized in the 
proposed study are expressed below. 
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C. Performance Analysis of Proposed Classification 

The performance of the proposed BE_ResNet101 model is 
analysed by measuring the performance metrics and 
comparing the attained results with some other approaches. 
The confusion matrix of the proposed classification is shown 
in Fig. 6. 

 
Fig. 6. Confusion matrix of proposed Dense CNN+BE_ResNet101 

classification model 

The above confusion matrix reveals the efficiency of the 
proposed model also, it mentions the prediction ability. At 
each testing phase, different cataract types are detected. 
During classification, only few classes are misclassified as 
others. Thus, the confusion matrix exhibits that the proposed 
model provides accurate classification. Fig. 7 shows the 
obtained accuracy and loss during training and testing. 

 
Fig. 7. Accuracy and loss graph of proposed Dense 

CNN+BB_ResNet101model 

The accuracy and loss are measured at each iteration by 
varying the number of epochs. By analysing the results, it is 
clear that the accuracy and loss is well maintained in the 
proposed model. This proves that the proposed classifier is 
powerful for cataract type and grade classification. The results 
obtained from phase I by using retinal and slit lamp images 
are shown in Table I. 

TABLE I.  PERFORMANCE ANALYSIS IN PHASE I USING RETINAL AND 

SLIT LAMP IMAGES 

Datasets 

Accur

acy 

(%) 

Sensiti

vity (%) 

Specifi

city (%) 

Precisi

on (%) 

F1 

sco

re 

(%) 

Youd

en 

Index 

(%) 

Kap

pa 

(%) 

(DRIM

DB) 

Retinal 

images  

92.36 94.58 96.57 91.06 
91.

47 
89.65 

89.3

2 

Slit 

lamp 

images 

94.67 96.68 98.29 93.03 
93.

81 
91.23 

90.2

8 

In order to determine the strength of datasets, the 
performance metrics are evaluated, and the obtained results 
reveals that the slit lamp images obtain a better outcome than 
retinal images from the DRIMDB dataset. Thus, slit lamp 
images are preferred in phase II to detect the type and grade of 
the cataract. The accuracy measure comparison is illustrated in 
Fig. 8. 

 
Fig. 8. Accuracy performance comparison 

The above analysis clearly shows that, the accuracy of the 
proposed classifier is enhanced because of the higher 
efficiency. Besides that, the proposed BE-ResNet101 model 
diminishes the training error and also it avoids the vanishing 
gradient issue. But, the existing approaches generates higher 
classification errors and leads to low accuracy. The accuracy 
of proposed model is 98.87%, ResNet-101 is 87.6%, 
GoogleNet is 83.53% and UDFA is 93.48%. The comparative 
analysis of proposed and existing works in terms of sensitivity 
is shown in Fig. 9. 

 
Fig. 9. Sensitivity performance comparison 
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The above analysis shows that the proposed Dense CNN 
+BE_ResNet101 model obtains enhanced sensitivity to 
existing approaches. The average value of sensitivity attained 
from the proposed model is98.28%, ResNet101 is 80.39%, 
GoogleNet is 75%, and UDFA is 89.2%. The specificity 
comparison analysis is illustrated in Fig. 10. 

 
Fig. 10. Specificity performance comparison 

The existing approaches face several issues when detecting 
cataracts from the given image. Thus, the previous studies are 
unable to provide improved specificity results. The average 
specificity value attained from the proposed Dense 
CNN+BE_ResNet101 model is 99.66%, ResNet 101 is 97.1%, 
UDFA is 97.37% and GoogleNet is 99.5%. The F1-score 
comparison is depicted in Fig. 11. 

 
Fig. 11. F1 score performance comparison 

The average F1-score of proposed classifier is 95.68%, 
UDFA is 92.3%, and ResNet101 is 88.2% and GoogleNet 
85.71%. Compared with other approaches, the F1score of the 
proposed classifier is superior. This states that the developed 
Dense CNN+BE ResNet101 is more suitable for detecting 
cataract type and grade. The comparative analysis of the kappa 
coefficient is shown in Fig. 12. 

 
Fig. 12. Kappa performance comparison 

The comparison analysis using the kappa measure shows 
that the proposed techniques are more potent than the others. 
The average kappa value obtains from the proposed Dense 
CNN+BE-ResNet101 is 97.83%, UDFA is 95.4%, ResNet101 
is 90.5% and GoogleNet is 89.2%. The Youden index 
comparison of proposed and existing techniques is shown in 
Fig. 13. 

 
Fig. 13. Performance comparison in terms of Youden index 

The average Youden index attained from the proposed 
model is 95.04, UDFA is 84.6%, ResNet101 is 77.5%, and 
GoogleNet is 75%. Compared with others, the proposed 
method is the highly enlarged range in the Youden index. The 
comparison of the ROC curve and AUC values of different 
techniques is illustrated in Fig. 14. 

 
Fig. 14. ROC curve and AUC values of proposed and existing approaches 
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The ROC curve comparison represents that the proposed 
model is better than the other techniques. Analysing the ROC 
curve, the obtained AUC values are superior in the proposed 
cataract grade detection model. By analysing the proposed 
work with different approaches, the proposed model obtains 
improved outcomes in terms of accuracy, sensitivity, 
specificity, Youden index, Kappa and F1 score. 

V. CONCLUSION 

This research presents cataract detection and classification 
using deep learning approaches through retinal and slit lamp 
images. Here, the proposed work is carried out in two phases. 
In the first phase, the cataract is identified, and in the second 
phase, the type and grade of the cataract is categorized. In 
phase I, the images are gathered from DRIMDB and slit lamp 
images. By using these two varied dataset images, the cataract 
is detected through proposed Deep OCRN_IAO model. The 
experimental results prove that the slit lamp images are 
obtained improved performance than the retinal images. 

Thus, in phase II, the slit lamp images are preferred for 
cataract type and grade classification. In the proposed work, 
the type of cataract is detected using Dense CNN model, 
where the convolutional layer of CNN reduces the feature 
dimensionality. Depending on the outcome of convolutional 
layer, the dense layer categorizes the features. Because of the 
presence of a dense layer, the CNN network accurately detects 
the type of cataracts. Also, the proposed BE-ResNet101 model 
detects the grade of cataracts by reducing the degradation 
issue. This model classifies the grades as mild, severe and 
moderate. Therefore, the system obtains enhanced results than 
the existing ones. The experimental results show that the 
proposed Dense CNN+BE-ResNet101 model attains good 
performance results in an accuracy of 98.87%, sensitivity 
98.28%, specificity 99.66%, kappa coefficient 97.83%, F1 
score 95.68% and Youden index 95.04%. In future studies, the 
proposed work will be applied to different biomedical images 
and detect their performance and effectiveness through 
various datasets. 
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Abstract—This paper presents a simple method for 

performing (k,n)-Secret Sharing (SS) with fast computation. It 

aims to reduce the computational time of the former scheme in 

the shadow generation process. The former scheme performs SS 

with the polynomial function computation by involving the color 

palette. The color palette transforms noisy-like shadow image 

into more meaningfull appearance. However, this scheme 

requires a high computational burden on this transformation 

process. The proposed method exploits naive image compression 

to decrease the required bit for representing a secret and cover 

image. It effectively avoids the color palette usage previously 

used by the former scheme. The proposed method produces a set 

of shadow images with a cover image-like appearance. In 

addition, the secret and cover image can be reconstructed by 

gathering at least k shadow images. As documented in the 

Experimental Results section, the proposed method yields a 

promising result in the (k,n)-SS with reduced computational time 

compared to that of the former scheme. 

Keywords—Comprehensive; image compression; naïve; 

polynomial; secret sharing 

I. INTRODUCTION 

Several methods have been proposed for secure secret 
image communication. The SS is the most popular approach to 
securely send one or multiple images from the sender to other 
parties, i.e. called as receiver or participant. The first work in 
the SS can be traced back to the classical paper [1]. It 
introduces a SS concept under      -SS thresholded setting. In 
this method, a secret method is converted into   shadows 
images and then transferred to the   participants. The recovery 
process aims to reconstruct a secret image by collecting   or 
more shadow images to achieve a correct or lossless result. If 
the number of collected shadow images is less than  , the 
recovered secret image is lossy, or nothing is obtained. An 
improvement of SS method is Visual Cryptography (VC) [2] 
which performs SS into a grayscale image. This improvement 
leads the direction for further development of SS methods. On 
the other hand, the Chinese Remainder Theorem (CRT)-based 
SS [3] also gain popularity because of its wider application 
ability. However, the CRT-based SS has a slight limitation in 
the secret image recovery process. The recovered image is 
lossy compared to that the original image. While the other 
methods use a binary set basis [4-5], modular arithmetics [6], 
general access structure [7], bitwise Boolean operation [8-9], 
adaptive weight priority [10], etc., to generate a set of shadow 
images. 

In another ways, several techniques have also been 
developed for the multiple secret sharing [11-14]. Most 
methods exploit the exclusive-OR operation and CRT 

computation to generate a set of shadow images. The method 
in [11] involves a simple image encryption, while scheme in 
[12] utilizes the generalized chaotic image scrambling. The 
methods in [13] and [14] use the hyperchaotic image 
scrambling and improved beta chaotic image encryption, 
respectively, to yield a set of shadow images. However, all 
technique produces the noise-like shadow. 

The SS and its variants effectively secure secret image 
communication. But, a set of shadow images generated by 
these methods are in a noise-like appearance. A malicious 
attacker can easily recognize these shadow images as a secure 
image containing some confidential information. This attacker 
may collect several shadow images to obtain a fake or 
counterfeit secret image. This situation is unacceptable in 
secret image communication. Thus, the friendly SS tries to 
solve this problem by converting each shadow image into a 
more friendly appearance or cover image-like. An attacker now 
cannot perceive the noise-like shadow image. The method in 
[15] is an example of a friendly SS approach. It utilizes the 
CRT and bitwise Boolean operation to generate a set of 
shadow images. The methods in [16] and [17 ]perform 
thresholded SS and progressive SS, respectively, with the 
meaningfull shadow images. Meanwhile, the method [18] 
generates a set of meaningfull shadow images under the 
multiple secret sharing framework. 

Several method have been reported in literature in order to 
convert the noise-like shadow image into more friendly or 
meaningfull appearance such as in [15-19]. The method in [19] 
performs the comprehensive visual SS. A secret image is 
converted into a set of shadow images with a friendly or cover 
image-like appearance. This scheme employs the polynomial 
function computation and color palette in the shadow image 
generation stage. It can be categorized as      -SS. This 
method effectively produces a set of shadow images in the 
cover-like appearance. The secret and cover images can be 
recovered from at least   collected shadow images. However, 
this method requires a very high computational burden in the 
shadow image generation since it needs to compare the 
similarity over four bits as mentioned in [19]. It becomes 
inferior for the practical implementation of SS required fast 
computation. The method  offers a solution to transform the 
noise-like shadow to be more meaningfull. 

Thus, this paper offers a solution to reduce the 
computational time of [19] using naive image compression. 
This naive compression or image companding scheme 
effectively overcomes the former scheme limitation. The 
proposed work give a significant contribution on reducing the 
computational time of [19] in the comprehensive secret sharing 
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task. It replaces the color pallete usage with a simple image 
compression technique. It introduces a new concept for 
converting the noise-like shadow image into more friendly 
appearance with noise compression (companding) which can 
be further utilized for future works, i.e. friendly secret sharing, 
comprehensive secret sharing, image watermarking [20], etc. 

II. FORMER SCHEME OF COMPREHENSIVE SECRET 

SHARING 

This section introduces the former scheme [19] for 
performing secret sharing. It can be regarded as      -SS, with 
   , since it converts a secret image into   shadow images, 
while it requires at least   shadow images to obtain a recovered 
secret image. The method in [19] generates a set of shadow 
images in which their appearance is maintained as similar as 
possible to the targeted cover images. It employs a set of cover 
images in shadow image generation. The secret image can be 
recovered by using at least   shadow images. In addition, the 
cover image can also be reconstructed using after obtaining the 
recovered secret image. This aforementioned method employs 
the color palette to generate a set of shadow images and to 
recover secret and cover images. 

The detail of the former method [19] can be explained as 
follow. Let   be a secret image, and {          } be a set of 
cover images. This method forces to change   into a set of 
shadow images {          } . The appearance of shadow 
image should be as similar as possible to the cover image, i.e. 
      for          . The method in [19] firstly extracts 
four bits of each cover image    as follow: 

   ⌌          ⌍ (1) 

where            denotes four extracted bits of   , with    
is the most significant bit. These four bits are acquired by using 
a color palette [19]. Yet, The secret image is regarded as   , 
i.e.     . Subsequently, the polynomial function computation 
is applied to perform      -SS as follows: 

               
         

            (2) 

where      is the polynomial function order  , for 
         . The value of   is a prime number. It is typically 
set as       in the  -bits image representation. While the 
value of    is a random number generated in the range 
        , for            . The temporary shadow image 
   can be obtained by changing the value of   in (2) with the 
index of shadow image, i.e.          . The computation of 
   can be conducted as follow: 

         (3) 

for          . From this process, one obtains a set of 
temporary shadow images {          }. 

Until this process, the appearance of each shadow image    
is in noise-like form. The appearance of    should be 
exchanged to be more resemble as   . An additional step is 
needed to perform this process. The temporary shadow image 
   should be converted from decimal into  -bits representation. 
This binary number extraction process is given as: 

   ⌌          ⌍  (4) 

where    is the  -th bit, for          , with    is the most 
significant bit. The proposed method simply compares the four 
significant bits of    with the four significant bits of   . If there 
are all identical,    is then regarded as  the shadow image   . 
Specifically, if        for          , this process is 
performed: 

       (5) 

where    denotes the  -th shadow image, for          . 
Otherwise, the proposed method needs to recompute (2), i.e. 
the computation of polynomial function is executed again until 
the four significant bits are identical to that of the four 
significant bits of cover image. This process produces a set of 
shadow images {          }. Now, each shadow image    is 
visually similar to the cover image   . 

The Lagrange interpolation is utilized to extract a secret 
image. Herein, the receiver simply collects at least   shadow 
images in the recovery process to obtain a lossless secret 

image. One gets a recovered secret image  ̃ after applying the 
Lagrange interpolation. To reconstruct the cover image, the 
receiver needs to extract four significant bits of each   . Then, 
the inverse process of color palette computation [19] is 
performed to yield   , for          , by considering four 
significant bits of   . This process produces a set of recovered 
cover images as {          }. The former scheme performs 
well in the       under the comprehensive SS setting. 

Even though the former method effectively generates a set 
of shadow images with a cover-like appearance. However, the 
computation of similarity matching over four significant bits, 
i.e.        for          , need a high computational 
burden. The method should recalculate      if the four bits are 
not identical. It will be inconvenient if a fast computation 
response is required to generate a set of shadow images from a 
secret image. 

III. PROPOSED METHOD 

The proposed method offers a simple solution for the 
limitation of former scheme [19]. It tries to reduce the 
computational burden of similarity matching for four 
significant bits. The proposed method avoids this similarity 
matching to further reduce the computational time. Herein, 
simple naive image compression is exploited in the shadow 
image generation and secret image recovery. Sender and 
receiver do not use the color palette in this SS process. The 
proposed method is further explained in this section as follows. 

A. Shadow Image Generation 

As mentioned before, the proposed method converts a 
secret image   into a set of shadow images. This method 
involves a set of cover images as {          }. Let   and   
be the required bit for compressing the secret and cover 
images, respectively. The value should satisfy      , for 
an  -bits representation of an image. These two values should 
be kept for both sender and receiver in the SS process. The 
proposed method performs naive image compression or image 
companding process utilizing two specific quantizer values. 
These two quantizer values can be computed as follows: 

         (6) 
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         (7) 

where    is the quantizer value for the secret image, and    
is the quantizer for cover image. Subsequently, the 
compression processes for secret image   and cover image    
are performed as follows: 

 ̂  ⌊
 

  
⌋   (8) 

 ̂  ⌊
  

  
⌋  (9) 

where  ̂  is a compressed secret image, and  ̂  is the  -th 
compressed cover image. The symbol ⌊ ⌋ represents the floor 

operator. From these computations, the lengths of  ̂ and  ̂  are 
now with   and  -bits, respectively. The compressed secret 

image  ̂ can be converted into binary form as follow: 

 ̂  ⌌  ̂  ̂     ̂ ⌍  (10) 

where  ̂  is the  -th bit of  ̂, for          . While   ̂ is the 
most significant bit. The binary conversion of compressed 

cover image  ̂  is given as: 

 ̂  ⌌ ̂    ̂      ̂  ⌍  (11) 

where  ̂   is the  -th bit of  ̂ , for          . The most 

significant bit is represented with  ̂  . These binary numbers 
are used in shadow image generation. 

Subsequently, the polynomial function is computed with 
    . Herein, the value of   is a non-primary number. In our 
proposed method, the value of   depends on the required bit of 
secret image, i.e.  . Similar to the former scheme [19], the 
proposed method also considers     . It also generates a set 
of random numbers in a specific range, i.e.          for 
           . The polynomial function for the SS can be 
calculated as follow: 

               
         

            (12) 

This computation is for          . It should be noted 
that      is in  -bits representations, i.e. the length of      is   
under the binary form. The temporary shadow image is then 
obtained by replacing   with the index of shadow image, i.e. 
   . This process is formally defined as follows: 

         (13) 

for          . Each temporary shadow image is also in 
 -bits representation, i.e.    ⌌             ⌍ . The proposed 
method performs bit concatenation between all bits in    with 

all bits in  ̂ . Then, the final shadow image is obtained as 
follows: 

   [ ̂    ̂      ̂                ]  (14) 

where    is the  -th shadow image, for          . The 
symbol   ] denotes the bit concatenation operator. Herein, the 
length of    is  -bits. After converting the binary number into 
the decimal representation of each   , one can gain a set of 
shadow images {          }. The sender sends these shadow 
images to the receiver via a communication channel. 

B. Secret Image Recovery 

In the secret image recovery process, the receiver tries to 
produce a set image and recovered cover image by collecting 
several shadow images {          } , while       to 
obtain a perfect reconstruction process. The receiver firstly 
converts each shadow image into binary representation as 
follows: 

   [ ̂    ̂      ̂                ]  (15) 

for          . Where   denotes the number of collected 
shadow images. The   least significant bits are extracted from 
(15) to generate a temporary shadow image. This binary 
number is then converted into decimal number as follows: 

      ⌌             ⌍  (16) 

for          . While    ⌌ ⌍ denotes the operator from 
binary to decimal number conversion. The Lagrange 
interpolation as used in [19] is then applied to all    to yield   , 
where    denotes a temporary secret image. This temporary 
secret image is still in low dynamic range, i.e. it is still in  -bits 
representation. The final secret image is then produced using 
the following process: 

 ̃         (17) 

where  ̃  represents a recovered secret image. In the 
proposed comprehensive      -SS, the cover image can be 
recovered from the shadow image. The receiver extracts  -bits 
from (15) to recover the cover image. The process of cover 
image recovery is given as follows: 

 ̃        ⌌ ̂    ̂      ̂  ⌍  (18) 

where  ̃  denotes the  -th recovered cover image, for 
         . Both sender and receiver need    and    in the 
secret image recovery and cover image reconstruction process. 
The receiver only keeps the values of   and   for computing    
and   . Using this simple approach, the proposed method 
overcomes the limitation of the former scheme [19] in the high 
computational burden. 

IV. EXPERIMENTAL RESULTS 

Several experiments have been conducted to investigate the 
proposed method performance. All experiments are then 
reported in this section. This section firstly shows the 
experimental results under the visual inspection, i.e. the 
correction of the proposed method is only observed under 
human investigation. Subsequently, it delivers the performance 
comparisons under the objective quality assessment. In our 
experiments, all images are of size        . All images are 
in color format. The histogram is given at the bottom left of 
each image. 

A. Visual Observation 

This subsection reports the proposed method performance 
for dealing with      -SS and      -SS. This experiment only 
overlooks the generated shadow images and recovered secret 
image with the visual investigation. Herein, one secret image is 
involved, and several cover images are used in the experiment. 
Fig. 1(a) depicts a secret image used in the experiment. This 
image is in original  , while Fig. 1(b) is the compressed version 
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 ̂ with    . A set of original cover images is shown in Fig. 2, 
while the compressed version of all cover images are given in 
Fig. 3. Herein, the required bit for the cover image is set as 
   . 

  
(a)                          (b) 

Fig. 1. Secret image used as experiment: (a) original image  , and (b) 

compressed version  ̂ 

  
(a)                          (b) 

  
(c)                          (d) 

Fig. 2. A set of cover images: (a)   , (b)   , (c)   , and (d)    

  
(a)                          (b) 

  
(c)                          (d) 

Fig. 3. A set of compressed cover images: (a)  ̂ , (b)  ̂ , (c)  ̂ , and (d)  ̂  

This section firstly considers the proposed method 
performance under      -SS setting. Fig. 4 is a set of shadow 
images obtained from our scheme. As shown in this figure, the 
content of each shadow image is almost similar to that of the 
original cover image. Thus, the proposed method effectively 
performs the comprehensive secret sharing with      -SS 
approach. Recovered secret images are obtained by performing 
the secret image recovery process involving several shared 

images. Fig. 5 delivers the recovered secret image  ̃ while two 
or more shared images are used in the recovery process. The 
proposed method yields correct results for      -SS. The secret 
image can be losslessly recovered while at least three shadow 
images are used in the recovery process. In addition, a set of 
cover images can be recovered after extracting the secret 
image. Fig. 6 reports the result of recovered secret image. 
Herein, all shadow images are employed for performing the 
cover image recovery. As demonstrated in this figure, the 
proposed method is able to recover the cover image with an 
identical result compared to the compressed version of cover 
image. 
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(a)                          (b) 

  
(c)                          (d) 

Fig. 4. A set of shadow images from      -SS: (a)   , (b)   , (c)   , and (d) 

   

  
(a)                          (b) 

  
(c)                          (d) 

Fig. 5. Recovered secret image  ̃ from      -SS by involving several shared 

images: (a) {     }, (b) {        }, (c) {        }, and (d) {           }. 

  
(a)                          (b) 

  
(c)                          (d) 

Fig. 6. Recovered cover images from      -SS: (a)  ̃ , (b)  ̃ , (c)  ̃ , and (d) 

 ̃  

An additional experiment is also executed further to 
examine the correctness of proposed method under visual 
investigation. This experiment inspects the proposed method 
under      -SS setting. A secret image and three cover images 
are from Fig. 1(a) and Fig. 3(a-c), respectively. It also utilizes 
     . The proposed method yields a set of shadow 
images as delivered in Fig. 7. Again, the proposed method 
performs well in converting the secret image into a set of 
shadow images whose appearance is similar to  that of the 
cover image. Fig. 8 exhibits the visual result of the recovered 

secret image  ̃ while one or more shared images are involved 
during the recovery process. The recovered secret image is 
lossless, while at least two shadow images are used. Thus, the 
proposed method is correct for performing the      -SS. A set 
of recovered cover images can also be obtained using all 
shadow images during the recovery process. Fig. 9 shows a set 
of recovered cover images. All of these images are identical to 
that of the compressed cover image. It can be concluded that 
the proposed method gives promising results for      -SS with 
the comprehensive scenario. In addition, the proposed is a 
strong candidate while implementing the comprehensive secret 
sharing compared to the other scheme. It avoids the 
computation burden as used in [19]. It also requires a simple 
step for conducting the comprehensive secret sharing. 
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(a)                          (b) 

 
(c) 

Fig. 7. A set of shadow images generated by      -SS: (a)   , (b)   , and (c) 

   

  
(a)                          (b) 

  
(c)                          (d) 

Fig. 8. The visual of  ̃ from      -SS when shared images are used in the 

recovery process: (a) {  }, (b) {     }, (c) {     }, and (d) {        } 

  
(a)                          (b) 

 
(c) 

Fig. 9. A set of recovered cover images from      -SS: (a)  ̃ , (b)  ̃ , and 

(c)  ̃  

B. Objective Comparisons 

This subsection summarizes the proposed method 
performance under the objective image quality assessment. 
This experiment only examines the proposed method under 
     -SS setting. It observes the performance by investigating 
the effect of required bit for secret image  . It means that the 
cover image is compressed with various   with      . All 
shadow images are involved during the secret image recovery 
process. The similarity between the shadow image and the 
original cover is measured with Peak-Signal-to-Noise Ratio 
(PSNR). It computes the average PSNR scores over all four 
shadow images. The similarity between the recovered cover 
image and the original version is also observed under the 
average PSNR score. This calculation is also for the recovered 
and original secret images. A higher value of average PSNR 
indicates better performance. Fig. 10 displays the performance 
comparisons with the average PSNR value over various 
  {       }. The quality of shadow image and recovered 
cover image is decreased while applying higher  . But, the 
quality of a recovered secret image is increased by using a 
higher value  . The proposed method yields the best 
performance with        as confirmed in Fig. 10. 
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Fig. 10. Performance comparisons in terms of average PSNR value 

The evaluations are also observed for the proposed method 
performance in terms of Structural Similarity Index Metric 
(SSIM). Herein, this experiment also considers the quality of 
shadow image, recovered cover image, and recovered secret 
image. A higher value of SSIM also implies better 
performance. Fig. 11 demonstrates the proposed method 
performance under the average SSIM score evaluation over 
various  , i.e.   {       }. The quality of shadow image 
and recovered cover image is reduced while applying a higher 
of  . However, the quality of recovered secret image is 
increased with higher  . The proposed method yields the best 
performance by setting     as demonstrated in Fig. 11. The 
proposed method effectively      -SS setting. 

 

Fig. 11. Performance evaluations in terms of average SSIM score over 

various required bit for secret image 

V. CONCLUSIONS 

A simple solution for reducing the computational time for 
the former      -SS has been presented in this paper. The 
proposed method utilizes naive image compression to replace 
the color palette usage. This image compression is a 
straightforward approach to reduce the required bit of secret 
and cover image. The proposed method effectively produces a 

set of shadow images with a friendly appearance. In addition, it 
can recover the secret and cover images. For future works, the 
security level of the proposed method can be improved by 
involving image encryption or hashing functions. It can also be 
extended for secret video communication. The proposed 
method can also be applied to multiple secret sharing. 
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Abstract—Modern organizations of all sizes emphasize 

safeguarding sensitive consumer information. Regardless of the 

limits given by the degrees they choose to pursue, people are 

nevertheless required to possess data management skills. In 

addition, determine if the data should be centralized or 

decentralized to meet the objective of enhancing accessibility. In 

addition, you will need to be able to monitor who has access to 

your data and regulate who has access to your data. 

Keywords—Big data; blockchain; internet of things; data 

security; healthcare; data processing cost; IOMCT; climate change 

and global warming 

I. INTRODUCTION 

This article focuses on the Internet of Things (IoT) and 
massive datasets to investigate the use of blockchain 
technology, specifically to enhance the overall quality of the 
healthcare system. The fast growth of the internet of things is 
inextricably related to the rapid growth of the information 
technology sector (IT). A Model (Internet Of Medical Thing) 
IOMCT was created to address these issues since it was 
difficult to get the necessary insurance approvals and there was 
a difficulty with the dispersion of information. This concept 
was created to solve the challenges associated with getting the 
requisite insurance approvals. In addition, there is a reduced 
likelihood that sensitive information and data may be stolen by 
unauthorized individuals as a direct result of being exposed. 

The findings of this research indicate that the technique we 
have developed will contribute to the safeguarding of patients' 
personal information. In addition, it will improve people's 
awareness of the connection between paper use and global 
warming. Therefore, it is fair to assume that individuals would 
choose the paperless technique, which will contribute to the 
conservation of natural resources. 

It should not come as a surprise that healthcare is a top 
priority in countries with low per capita income since it has 
direct effects on the health and longevity of the people. It has 
the potential to considerably benefit society as a whole by 
reducing the occurrence of a broad range of illnesses and 
ailments that are harmful to one's health as shown in Fig. 1. 
This study should be continued since its potential benefits to 
society as a whole are substantial. In light of this, it is glaringly 
evident that recent advances in technological capabilities and 
ongoing research and development have been crucial to the 
advancement of the medical sector [1]. 

In the not-too-distant future [19], it is anticipated that the 
Internet of Things will become a formidable mechanism for the 
production of counterfeit wristbands, smart cards, and watches. 
Using a blockchain ledger in this capacity, data such as a 
patient's heart rate, blood pressure, and blood sugar levels may 
be recorded automatically and exactly. 

Advanced Technologies including the IoT, Blockchain, and 
Big Data, can assist doctors and medical sectors in the early 
diagnosis of various diseases. 

As a direct consequence of technological improvements, 
our lives have grown simpler, more accurate, and more 
reliable. By the time you conclude this essay, you will 
understand how to simplify the patient care procedure at any 
medical institution. The Internet of Things employs a broad 
range of technologies, including sensors, the cloud, wireless 
technology, and security, to name a few [10]. Paper 
organization. Section II explains the essential problems and 
illustrates the objectives of the paper. Section III explains the 
literature reviews of the previous researchers. Section IV 
explains the research methodology. Section V explains the 
Healthcare proposed model (IOMCT). Section VI explains the 
proposed Blockchain Algorithms. Section VII illustrates the 
results of the research. And finally, Section VIII clarifies the 
conclusions and recommendations of this paper. 

 

Fig. 1. Conceptual model of IoT in healthcare [1]. 

II. PROBLEM DEFINITION AND OBJECTIVE 

In the HealthCare era, the patient always feels that he 
wastes a lot of time to form registration or even if wants just a 
simple consultation. So, he must move through the whole 
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hospital procedure, and waste time in waiting. On the other 
side, for people who face problems with heart pulse rates, 
sugar rate or blood pressure continuous monitoring and 
observation are. They don‟t have a solution except to go to the 
doctor and wait till they take only consultation, or they can 
only send an email or message to the doctor and then wait till 
he answers. In another situation, people don‟t need their data to 
be exposed to all hospitals. As he can see the patient history 
from before. So, according to that patient cannot own and 
control or secure his data from exposure. In addition, people 
who work in sensitive positions, and face some health 
problems, don‟t have the luxury to save their information. So, 
in this paper, we will go through all these problems and 
propose effective solutions. 

III. LITERATURE REVIEW 

Jalel Ktari and his coworkers came up with the concept of 
developing a heterogeneous embedded platform to facilitate the 
construction of electronic health records (EHRs) with multiple 
inputs. This platform can collect data from a variety of sensors 
that are interconnected via the internet of things. Utilizing 
Ethereum's permissioned network, this method encrypts data 
not once, but twice, thereby enhancing the security of the data 
[17]. To complete this task, the PoW consensus technique will 
be utilized. We decided on this course of action to protect the 
privacy of our patients. This information must be protected 
from both unauthorized access and prying eyes [3]. 

Tian-Fu Lee, et al. proposed a mechanism for preserving 
medical information that considers the entire process of data 
from data generation through transmission by wearable devices 
to mobile devices and then to a medical Center server [4]. In a 
presentation, Gautam Srivastava et al. discussed both the 
advantages and practical challenges associated with using 
blockchain-based security solutions for the Internet of Things-
based remote patient monitoring. In addition, it assesses the 
relative benefits and drawbacks of a variety of cryptographic 
algorithms that might be useful for Internet of Things 
deployment. In this study, we provide a paradigm for securely 
transporting data over networks and storing data in the cloud 
using low-overhead cryptographic techniques, such as the 
ARX encryption scheme [5]. 

Partha Pratim Ray and colleagues [6] suggested the use of 
an IoBHealth data-flow architecture for storing, retrieving, and 
managing electronic medical information. IoBHealth combines 
blockchain technology with the Internet of Things. The 
purpose of this presentation by K. Azbeg and colleagues is to 
classify the Internet of Things and blockchain technology 
applications in the medical industry. Six distinct medical 
service applications were examined, along with a study of the 
problems that may occur when trying to use Blockchain 
technology in IoT-based healthcare systems [7]. In a newly 
published research, Manal Al-rawashdeh and her colleagues 
categorized the characteristics that influence IoT adoption as 
follows: personal considerations, technical considerations, 
security issues, health concerns, and environmental aspects [8]. 

The authors undertake a literature study on the issue of 
healthcare IoT application adoption between 2015 and 2021. 
The purpose of this study was to compile prior studies on the 
acceptability and deployment of Internet of Things (IoT) 

technologies in smart healthcare. The research painstakingly 
explored, obtained, evaluated, and synthesized the relevant 
material for the study [9]. 

A. Decentralization 

We need a decentralized system in order to avoid many-to-
one traffic flows, as well as ensuring that the system is both 
resilient and scalable. It's possible that using a decentralized 
approach would reduce the amount of time that passes between 
blocks of information in Blockchain [13]. An overlay scattered 
network is used in our approach to the problem. 

B. Healthcare Providers and Patients 

Patients or insurance companies might hire healthcare 
professionals to carry out diagnostic procedures or to provide 
therapy initiatives. When they get a network alert, medical 
practitioners are able to begin treating patients immediately 
after receiving the notification [13]. Patients have complete 
authority over the individuals who are granted access to their 
medical information and are free to revoke consent at any time 
[5]. This covers the companies that supply their insurance and 
healthcare services. 

C. Smart Contracts 

Any agreement that is made via an Internet of Things 
device has the potential to be converted into a "smart contract" 
and put into effect when certain criteria are satisfied [18]. Take 
into consideration the fact that we determined the highest and 
lowest values of blood pressure for each of our patients. If the 
smart contract receives a blood pressure measurement from a 
wearable device that is outside of the normal range, it will send 
an alarm to the appropriate individual or healthcare 
professional and save the abnormal data in the cloud. This will 
allow the provider to see the data in real time. The 
contemporary world has given rise to a wider variety of 
potential uses for RFID technology. This technology has seen 
widespread use for the automation of industrial processes as a 
direct result of the complicated manufacture of consumer 
goods such as motor cars, home appliances, and other products 
(refrigerators and washing machines) [11]. The Vatican 
Library, which possesses more than two million books, uses a 
technology called radio frequency identification (RFID) to 
speed up inventory and book searches, automate book 
distribution, and assist in the prevention of theft. Over seven 
hundred of the major libraries in the world have either already 
accepted this technology or are in the process of adopting it [2, 
3]. 

RFID chips are being embedded into all newly issued 
passports by a growing number of countries throughout the 
globe. These travel papers are referred to as biometric e-
passports, and they include a chip that has the same 
information as the printed pages of the passport. The healthcare 
industry is "establishing a foothold" for this technology [14]. A 
woman and her baby might be connected at the hospital via the 
use of an RFID bracelet. In traditional hospitals, they are often 
used to keep track of patients who need continuing medical 
attention by following their movements throughout the facility. 
The unique usage of the idea of a wireless sensor network [4] 
that is used to monitor and change physical things is shown by 
connecting the tracker to the heart rate monitor. The connection 
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between these devices and GPS trackers, mobile phones, social 
networking platforms, cloud servers, and big data analytics 
tools is now essential to the functioning of the Internet of 
Things (IoT) [12]. 

IV. PROPOSED METHODOLOGY 

This research and its methodology, suggest new research 
methods, newly apply, and interpret the existing methods, also 
it complements scientific theories, concepts, and models with 
new data and newly interprets this data, presents new empirical 
data obtained through the application of the existing and new 
research methods, and independently collected, processed, and 
analyzed by the researcher [20]. 

Methodology of this research contains: 

1) Data collection. 

2) Data preparation. 

3) Data analysis. 

4) Data processing Costs. 

5) Data Acquisition. 

A. Data Collection 

Data should be collected from multiple resources, like 
public and private sectors hospitals and clinics, most of the 
data could be collected from the ministry of health. 

B. Data Preparation 

Data should be classified according to each major and 
specialty in the health industry, like, Cardiology, Dermatology, 
Chest, ENT, gastroenterology, Nephrology, Orthopedics, and 
Ophthalmology. In the end, each patient should have like a 
folder that contains all his history in every specialty. 

C. Data Analysis 

It was taken from various perspectives through various 
technologies: The blockchain is a decentralized, auditable, and 
reliable ledger for storing and transferring data. It is a database 
that tracks the activity of the various users it serves in its most 
fundamental form. Utilizing this decentralized database should 
not put you in danger. Users are supplied with the option to 
independently check the chain's validity via distributed data 
storage and verification. [3] Blockchain technology will help in 
saving all information for one patient in a block taking its hash 
function as a reference to another block, to build up a chain of 
blocks that configure a blockchain. Internet of Thing (IoT), 
which help in collecting data from cloud sources or databases 
that have the patient information got from sensors applied in 
bracelets, watches, and electronic cards. Big Data it‟s a concept 
of how to save structured and unstructured data combined from 
all sources that contain all information needed, through its 
techniques. 

D. Data Processing Costs 

Another key challenge that modern healthcare 
organizations have to overcome is the high cost of gathering 
and distributing patient data. The vast majority of time is used 
by sharing the patient's medical history to other facilities. It is 
both time-consuming and expensive to compile a patient's 
complete medical history from the several, non-computerized 
hospital record systems that are available [15]. It is possible 

that the administrative expenses generated by present 
healthcare systems for third parties will be reduced if 
blockchain technology is used. In addition to this, it enables 
flexible data access to the patient's medical record. The 
patient's medical record is compiled and kept up to date using 
information from a range of sources, such as personal 
wearables, mobile devices, and patient records. It is possible 
that blockchain technology may reduce the operational costs of 
healthcare providers since it would consolidate patient data in a 
single location. 

The process of getting useful data from extensive databases 
is referred to as information extraction [4]. The strategy is 
dependent on the manner in which the information is gathered 
[5]. "Having access to the data is fantastic, but it serves no use 
if we are unable to turn it into something of value." Because of 
this, it is the most important component of big data, since it is 
the area in which the majority of businesses invest their money 
and resources in order to gain knowledge and make money 
[16]. 

E. Data Acquisition 

The majority of data-collecting systems take analogue 
wave patterns and convert them into digital values so that they 
can be processed more easily. A data collection system is 
comprised of a variety of components all working together to 
form the whole. Sensors are devices that collect data from the 
real world and convert it into a format that computers and other 
electronic devices can interpret. Signal conditioning circuitry 
that transforms analogue sensor data into a format that can be 
successfully digitized. Following conditioning, sensor signals 
are transmitted to an analogue-to-digital converter, which 
receives the digitized data. Through data acquisition, we can 
close the circle of integrating the internet of things with 
blockchain and big data. The majority of the time, software 
applications used for data collection are managed by programs 
written in one of several general-purpose programming 
languages. [2]. 

V. HEALTHCARE PROPOSED MODEL IOMCT 

Proposed Model Phase 1 

A. Internet of Medical Card Thing (IOMCT) Phase 1 

The IOMCT model represents the cycle of patient data 
collection. 

Phase one as shown in Fig. 2 talks about two paths for data 
collection: 

When the IoT that is represented in the patient bracelet 
detect the patient‟s heart pulse, Sugar Rate, and pressure Rate. 
Then add this information to the patient Block through the 
cloud storage. So that it will update the patient history, which 
will be automatically added to the patient card when uploading 
the updated information through the cloud storage. Data 
collection is formed in the hospital when the patient presents 
the card to the reception desk. It only needs just one tap to 
check the patient‟s data. 
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B. Internet of Medical Card Thing (IOMCT) Phase 2 

Phase two as shown in Fig. 3 talks about the rest of entire 
procedure that represented in validating the patient data in 
couple of steps. 

 

Fig. 2. IOMCT model Phase 1. 

 

Fig. 3. IOMCT model Phase 2. 

First step, with the insurance company whether for 
hospitals, clinics, or pharmacies and save validations results to 
the patient history that will be added directly to the patient 
Block through cloud storage to update the patient Card 
information. 

Second step, when patient visit any of the hospitals, clinics 
or pharmacies, this visit will be updated in the patient block 
and added to the patient card so that data will be automatically 
maintained and updated whenever any new visit happen. 

VI. HEALTHCARE PROPOSED BLOCKCHAIN ALGORITHMS 

The Tables I and II show the IOMCT model algorithm 
phase 1 and phase 2 that present the Blockchain creation and 
the hash creation. 

TABLE I. IOMCT ALGORITHM PHASE 1 

Algorithm 1: Blockchain Creation 

Input: hashlib, json, Time 

Output: new blockchain 

Procedure: 

-Step1: Create essentially chain object. x = 

essential block. chain 

Y = Current transaction z = 

nodes. 

X [] 

x.y = [] 

x.z = set [] 

 

-Step2: Create new Block for the created chain in step1. 

x. new block (p.hash= 1, proof=100) where 

p.hash = previous block hash = 

SHA1 

 

-Step3: Generate hash for blocks. 

Define hash (block): 

Block_string = json.dumps (block. 

Sort_key=true). encode () 

Where json used for sorting 

&exchanging data & 

Generate SHA256 value. 

Return.hashlib. sha256 

(block_string).hexdigest(). 

Where hashlib is a module for hashing messages. 

 

-Step4: Create new block in the created blockchain 

Define new_block (x, proof, p.hash = Name): 

Where 

Block = {„index‟ = len(x.chain)+1, 

„timestamp‟= time(), 

„transactions‟: x.y, 

„proof‟ = proof, 

„p.hash‟: p.hash or x.hash 

(x [-1]), 

} 

x.y = [] x.append 

(block) 

return block 

where x.y [] for resting the current 

list of transaction 

 

-Step5: Create last block 

Define last_block (x): 

Where last_block (x) return the last block in the 

chain(x) 

return x [-1] 

 

End procedure 
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TABLE II. IOMCT ALGORITHM PHASE 2 

Algorithm 2: Blockchain Creation 

Input: hashlib, json, Time, x [essential block.chain], y [current 
transaction] 

Output: add new transactions to blocks & validate their data 

Procedure: 

-Step1: Define new transactions statement Define N_T (x, 
sender,recipient, amount ): 

x.y.append ({“sender”: sender, 

“recipient”: recipient, “data”: amount,}) 

Return int (x.last_block[„index‟]) +1 Where N_T = new_transaction 

 

-Step2: Define proof of work statement. 

Define proof_of_work (x, last_proof): Proof = 0 

While x. validate_proof (last_proof, proof) is false: 

Proof + = 1 Return proof 

Where pr is containing 4 zeroes & pr is the previous pr 

 

-Step3: validate proof 

Define validate_proof (last_proof, proof): Guess= pr {last_proof} 
{proof} 

.encode() 

Guess_hash =hashlib.sha256 (Guess).hexdigest() 

Return Guess_hash [:4]==”0000” 

Where validate_proof shows if 

hash (last_proof, proof) contains 4 zeroes or not? 

 

End procedure 

VII. RESULTS 

Results in this paper were taken from two stages: 

1) Development Stage: that presents code written using 

the python tool. 

2) Interface designed application stage, with the aid of a 

designed card handles all information about a certain patient 

that will hold the card: this design is connected with the code 

forming the results shown below. 

 First Stage: Development Stage: The code below will 
initiate the new blockchain node and create a new 
globally unique identifier as shown in Fig. 4. 

 

Fig. 4. Unique identifier. 

The blockchain class object definition by initiating: 

 New chain array. 

 Current transactions array. 

 New Node creation. 

 New block creation and setting the hash method and 
proof (success) as shown in Fig. 5. 

 

Fig. 5. New block creation. 

The code below shown in Fig. 6 describes the new block by 
setting the index, timestamp, current transaction, proof, and 
previous hash. According to the code above shown in Fig. 5, 
the previous hash is passed with the value one. However, if it is 
passed by none the value will be set according to hashing value 
done in the previous chain block value. 

 

Fig. 6. Hashing value. 

 

Fig. 7. Code value. 

The code shown above in Fig. 7 was developed to hash the 
block using the SHA256 protocol .After setting the block, we 
will empty the current transaction array. Then, adding the new 
block to the current node as shown in Fig. 8. 
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Fig. 8. Chain protocol. 

The code shown in Fig. 9 and Fig. 10 is for new transaction 
creation in the blockchain and setting the transaction values. 
However, before submitting the transaction received, we will 
check if the required values are passed or not (sender, recipient, 
and amount). 

 

Fig. 9. New transaction creation with setting values. 

 

Fig. 10. Registration nodes. 

Registering new nodes by getting the JSON object and then 
searching for node values as shown in Fig. 11. The code checks 
if there are no nodes. So, it will give an error. Otherwise, 
iterating on nodes and adding them to the current block. 

 

Fig. 11. New nodes. 

The new node addition will be done by calling the below 
code shown in Fig. 12. 

 

Fig. 12. Additional new nodes. 

Fig. 13 shows how to find the whole chain in the current 
blockchain by passing the chain value along with the length of 
the chain. 

 

Fig. 13. Whole chain value. 

Now in Fig. 14 shown below, it finds the latest block in the 
chain. 

 

Fig. 14. Latest block. 
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The below code as shown in Fig. 15 validates if the proof is 
like the previous proof containing the same structure with 
leading four zeros in both. 

 

Fig. 15. Mining block. 

Before mining the block, some inputs need to be validated 
like the below code shown in Fig. 16 to validate the proof by 
encoding the last proof values using SHA256 protocol and then 
validating if the proof does contain four leading zeroes or not. 

 

Fig. 16. Input validation. 

After submitting the transaction, the next step is mining as 
shown in Fig. 17. So, the code below will be used to mine the 
newly submitted block through the following: 

1) Running the proof of work. 

2) Submitting new transaction. 

3) Rewarding the mining server for finding the proof by 

one coin. 

4) Hashing the block. 

5) Adding the new block. 

 Second Stage: Interface designed application stage 

As mentioned in this paper, the data of health records will 
be distributed and secured through the blockchain, however, 
we need to show the data using different channels like mobile, 
tablets or other devices that will be used by medical authorities 
or doctors. We believe that this data should be managed 
dynamically and completely by the patient to show only the 
piece of information required. This will be achieved through a 
health record card that will be owned by the patient and s/he 
can control this data through a health record administration 
app. 

The health record will be shown to the doctors, and 
authorities by tapping the card on an NFC reader that could be 
mobile, tablet or handheld that has NFC embedded to show the 
health record as shown in Fig. 18. 

The health record will be shown on the device according to 
a piece of information selected through the medical record 
administration app as shown in Fig. 19.  

 

Fig. 17. Mining step. 

 

Fig. 18. Patients‟ health card. 

 

Fig. 19. Patient record. 
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Fig. 20. Segmentation. 

The patient can edit his medical profile to select which 
information is to be shown once the card tapped on the device 
(ex: ENT) as shown in Fig. 20. 

 

Fig. 21. Profile. 

Now, the information that will be shown on the card is 
what is selected through the administration app. So, the ENT 
medical record information will be shown, and 
authorities/doctors can click on it to show the data as shown in 
Fig. 21. 

The document shown in the Fig. 22 mentioned above is the 
last medication taken by the patient and now the doctor can 
take a decision accordingly. All this information and 
documents are synced through the patient block in the ministry 
of health block chain with all security measures taken 
benefiting from encryption and distributing data across all 
servers. 

 

Fig. 22. Documentation. 

VIII. CONCLUSIONS AND RECOMMENDATIONS 

Even though blockchain is still thought of as a concept that 
is in its infancy, a significant amount of study has been carried 
out on the topic. There are still research holes that need to be 
filled, even though there has been some development in our 
understanding of how these things might be used in 
Hyperledger. The course of this investigation led to the 
discovery of a potential loophole in the data security that is in 
place between the participants. The vast majority of the work 
done in the field thus far has been devoted to investigating a 
wide variety of subjects, including the transmission of sensitive 
data, the veracity of distributed systems, various ideas and 
types of blockchains, blockchain capabilities, and distributed 
ledger technology. 

In addition to above loophole, the policies that should be 
implemented should be integrated pragmatically to support 
data compliance with code of ethics in using the online data. A 
unified health policy based on multidisciplinary partnership is 
critical to safeguard online data and promote public trust. 

During this long journey, there‟s a lot of other pillars that 
will need to be studied like the migration and integration 
between medical authorities in addition to the cost of 
ownership and return of investment. 

Relying on this paper, a real case is under study now in 
Abu Dhabi for facilitating to the UAE citizens who are getting 
some treatments abroad and how they can manage their health 
record to show the piece of information required from the 
authorities abroad to avoid sharing the medical history over 
emails with doctors or through physical documents. 

The approach proposed through this paper is serious trail 
that approaching to connect all stakeholders in one platform 
taking into consideration the data security and integrity. 
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Adding to this, there are some benefits will be achieved 

 Better healthcare service quality. 

 Better patient experience. 

 Holistic connected care  

 Unified patient medical record. 

 Increasing the efficiency of services provided. 
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Abstract—The subject of oral healthcare is a crucial research 

field with significant technological development. This research 

examines the field of oral health care known as dentistry, a 

branch of medicine concerned with the anatomy, development, 

and disorders of the teeth. Good oral health is essential for 

speaking, smiling, testing, touching, digesting food, swallowing, 

and many other aspects, such as expressing a variety of emotions 

through facial expressions. Comfort in doing all these activities 

contributes to a person's self-confidence. For diagnosing multiple 

oral diseases at a time panoramic radiograph is used. Oral 

healthcare experts are important to appropriately detect and 

classify disorders. This automated approach was developed to 

eliminate the overhead of experts and the time required for 

diagnosis. This research is based on a self-created dataset of 500 

images representing six distinct diseases in 46 possible 

combinations. Tooth wear, periapical, periodontitis, tooth decay, 

missing tooth, and impacted tooth are all examples of diseases. 

This system is developed using the concept of transfer learning 

with the use of a different pre-trained network such as 

“ResNet50V2”, “ResNet101V2”, “MobileNetV3Large”, 

“MobileNetV3Small”, “MobileNet”, “EfficientNetB0”, 

“EfficientNetB1”, and “EfficientNetB2” with XGBoost and to get 

the final prediction The images in the dataset were divided into 

80% training and 20% images for testing. To assess the 

performance of this system, various measuring metrics are used. 

Experiments revealed that the proposed model detected Tooth 

wear, periapical, periodontitis, tooth decay, missing tooth, and 

impacted tooth with an accuracy of 91.8%, 92.2%, 92.4%, 

93.2%, 91.6%, and 90.8%, respectively. 

Keywords—Panoramic radiograph; dentistry; deep learning; 

ensemble classifier; multi-disease classification and prediction; 

oral diseases; weighted ensemble module; XGBoost 

I. INTRODUCTION 

According to the WHO survey, the population of seniors 
aged 65 and more has surpassed 150 million, and the 
population of patients with chronic conditions has surpassed 
400 million. Due to the increase in periodontal diseases in the 
35-44 age group, the percentage of infection is higher in the 
65-74 age group. Additionally, proper oral health is essential 
for maintaining a healthy heart and digestive system. Aging 
and mouth problems have a long history of interdependence; a 
lack of attention to oral health might predispose older 
individuals to other health conditions, such as malnutrition, 
heart-related issues, Digestion related problems, etc. [2] This 
has increased the demand for automated medical and 
healthcare solutions that are secure and of superior quality. 

Which must be useful for the early detection and classification 
of the present disorders of an individual. To perform diagnosis 
of present tooth-related diseases in the mouth, Currently, dental 
radiography plays a crucial role in diagnosing the condition of 
oral health. Due to its accurate confirmation of clinical 
findings, dental panoramic radiography (DPR) images are 
attracting a rising amount of attention in the diagnostic process. 
Typically, three types of dental X-ray radiographs are used for 
diagnosis in dental imaging. Dental radiographs consist of 
bitewing, periapical, and panoramic types. Bitewing focuses 
mostly on the coronal half of teeth, periapical encompasses the 
apical region of teeth, and panoramic X-ray scans consider the 
entire upper and lower jaw, including teeth and supporting 
bones. For disease localization diagnosis, periapical 
radiography is suggested. But when the disease is widespread, 
panoramic X-rays are used to obtain a thorough perspective for 
diagnosis and therapy planning. They are easily standardizable 
and reproducible. 

 
Fig. 1. Different types of dental radiography 

Due to the unspecified quality of x-ray images, varying 
tooth sizes, and other factors, numerous challenges are 
associated with automatically separating teeth from dental 
radiograph images. Fig. 1 depicts the three main types of x-ray 
images of teeth: bitewing, periapical, and panoramic teeth. The 
dentist manually clarifies radiographs by identifying each tooth 
and the corresponding issue. But if the x-ray radiography is 
unclear, it can lead to misinterpretation during analysis [1]. 
Conventionally, a dentist uses dental radiographs and a clinical 
evaluation of the patient to make a diagnosis, based on the 
available infrastructure and expertise. These numerous 
methods encourage researchers to use and build new machine 
learning, deep learning, and dental image comprehension 
techniques more effectively [2][3]. This approach will help to 
classify multiple oral diseases automatically. 

Image processing is currently the most prominent field in 
digital healthcare applications; it is also utilized well in the 
medical environment to analyze illness more precisely [4]. As 
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a result of these developments, medical image processing has 
become prevalent in both medical and health sectors in 
analyzing diseases with precise sensitivity and measurement 
[5]. Similarly, medical image processing is applied to dental 
information to identify and classify disease types and severity 
[6]. To identify dental problems, all factors must be considered 
[7]; this is the predominant trend in the detection of dental 
diseases. The kind and severity of the condition differed 
between patients [8] due to inconsistencies in the data. Several 
mathematical models have been created to predict, identify, 
assess, and monitor the early oral health of teeth [9]. However, 
the issues are not addressed because of the complexity of the 
images [10]. Furthermore, dental images differ depending on 
the patient's genes and body condition. Predicting dental 
disease is thus a difficult task. Furthermore, a mathematical 
model has carried out the different cavity analysis processes 
practically. The cavity severity analysis procedure has varied 
depending on the patient's body and tooth conditions [11]. 
Finally, the current tooth diseases and their causes were 
identified. Nonetheless, those model features are insufficient 
for real-time data. Because actual time tooth X-ray data 
contains whiter spaces, and some tooth X-rays have tooth clips 
[12] disease identification becomes more difficult. 
Furthermore, those types of images have required more 
additional features to identify the affected tooth [13]. As a 
result, those approaches failed to identify the diseased tooth. 
Furthermore, a standard filtering process was used to remove 
the noisy features in the trained data, which increased the cost 
of the resource [29]. Furthermore, when the dataset images 
were complex, the filtering results were poor. In other domain 
concepts, deep learning is used to efficiently estimate remote 
heart rates and to classify breast lesions in mammography 
using a conventional neural network, which helped us 
understand the running complexity of different machine 
intelligence techniques [14]. These issues prompted the current 
study to develop optimized deep networks with filtering 
parameters to obtain more precise disease classification results 
[17]. 

The current article has descended into a new solution for 
maximizing disease classification by utilizing the different pre-
trained deep learning models. The proposed study has a step-
down in the multi-disease classification model, which is 
defined as multiple parameters in the proposed framework 
being upgraded to classify multi-disease features. The 
following section goes over the specifics and importance of 
detecting tooth wear, tooth decay(cavity), impacted tooth, 
missing tooth, periapical, and periodontitis at an early stage. 
The image of a patient suffering from tooth wear is shown in 
Fig. 2. 

A. The Necessity of Detecting Tooth Wear in Dentistry 

Teeth have specific anatomy consisting of several cusps 
and fissures to serve the function of chewing food like a mortar 
and pestle where the approximating cusps work as a pestle and 
fissures work as mortar crushing the food coming in between. 
If these anatomical landmarks are worn-out due to wear, this 
crushing mechanism gets disturbed and food slips from 
between the teeth causing a decrease in chewing efficiency 
ultimately leading to nutritional deficiency and decreased 
quality of life. Hence teeth wear if diagnosed early can be 

treated conservatively and a patient can be counseled to 
prevent further damage. Dental wear has several types which 
include dental attrition, erosion, abrasion, and abreaction. 
Dental attrition, abrasion, and erosion are commonly found in 
the Indian population. All these have specific patterns and 
causative factors following which they can be diagnosed. 

 
Fig. 2. Tooth wear (erosive) 

All these wear patterns can cause irreparable harm to a 
tooth's structure without creating any noticeable pain in the 
early stages. When wear and tear reached a severe stage, 
treatment can be quite costly for the patient. It is possible to 
avoid getting them by getting checked for them early and 
making some changes to one's way of living. [15] 

B. The Necessity of Detecting Periodontitis 

The following section describes the details of gingivitis, 
periodontitis, and the process of diagnosing these diseases 
using radiographs and clinical examination. Gingivitis is an 
inflammatory disease limited to gums adjoining the teeth in 
which the primary signs are redness and bleeding from the 
gums along with their swelling. Whereas periodontitis is when 
the inflammation of the gums extends to the adjoining tooth-
supporting bone it is derived as periodontitis. Primary signs of 
periodontitis are loss of tooth-supporting bone and tooth 
mobility. Methods are different to diagnose periodontitis and 
Gingivitis as gingivitis can be diagnosed with the help of 
clinical examination, observing for the signs and symptoms of 
the disease. Like red, swollen, and bleeding gums. 
Periodontitis can be diagnosed with the help of clinical and 
radiographic examinations. Clinically Doctors can measure the 
loss of supporting bone with the help of a periodontal probe 
measuring the sulcus depth, and radio graphically the amount 
of horizontal and vertical bone loss can be identified to gauge 
the severity and prognosis of periodontitis. The reason for not 
considering Gingivitis in this implementation is as it is an early 
stage that can be diagnosed only on clinical examination and 
here in our research, we had considered OPGs as a sturdy base 
which is the most preferred diagnostic tool to diagnose 
periodontitis. By considering all mentioned parameters early 
diagnosis is needed to prevent the further loss of teeth-
supporting tissues and plan for the repair. Fig. 3 represents an 
image with periapical and periodontitis. 

 
Fig. 3. Periodontitis and periapical 
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C. The Necessity of Detecting Tooth Caries (Dental Cavity) 

Dental caries is a disease that can be diagnosed easily on 
clinical and radiographic examination. Treatment of decayed 
teeth depends upon the extent of decay which can be viewed 
only radiographically. Orthopantomograms are used to 
diagnose caries between the teeth and over the teeth and 
Intraoral periapical radiographs and bitewing radiographs are 
the specific radiographs to detect the extent of the decay. A 
representation of a tooth with a cavity is shown in Fig. 4. 

 
Fig. 4. Tooth caries/dental cavity 

D.  The Necessity of Detecting Periapical 

periapical infections can only be diagnosed 
radiographically as clinical symptoms often appear in the 
delayed stage. In OPG the extent and the size of the periapical 
lesion can be exactly gauged. It is shown in Fig. 2 and Fig. 7. 

E. The Necessity of Identification of Missing Teeth 

Often one or more missing teeth do make complex changes 
in patients' quality of life. One missing tooth can lead to decay 
and periodontal disease to seven teeth as the teeth 
approximating the edentulous space and opposing arch teeth 
drift from their natural definite position. These all changes can 
be diagnosed only through an OPG. Fig. 5 shows missing teeth. 
it is observed that two teeth are missing and the last is affected 
by decay. 

 
Fig. 5. Missing tooth 

F. The Necessity of Identification of Impacted Tooth 

Impacted wisdom teeth or any other tooth can‟t be seen 
clinically. OPG gives the exact two-dimensional view of the 
impacted tooth. A representation of an Impacted tooth is shown 
in Fig. 6 

 
Fig. 6. Impacted tooth 

 
Fig. 7. Wear, decay periapical, and impact 

This research work is conceived as a collaborative effort 
between technical expertise and a dentistry stream in an area of 
significant interest to the medical community. Literature 
review reveals that extensive research on tooth extraction or 
diagnostic purposes used in cybercrimes such as estimation of 
age, identification of a person based on tooth anatomy, etc, but 
regrettably, there has been very little work combining the oral 
health care and engineering fields for continuous engineering 
and clinical problem-solving. This research began with an 
emphasis on the various stages of oral illnesses [16]. Such as 
tooth wear, periapical, periodontitis, tooth decay, tooth loss, 
and tooth fractures, impacted tooth. 

The remaining sections are organized as follows. Section II 
offers a concise assessment of pertinent literature. It discusses 
the current state of the art in the use of image processing, 
machine learning, and deep learning techniques in the domain 
of dentistry. Understanding different types of radiographs and 
their importance in evaluating models is discussed using 
various methods and networks. Section III describes the data 
collection, radiograph selection, and disease identification 
processes. The importance of various diseases that can be 
identified using panoramic radiographs has already been 
discussed in the introduction section. This section focuses on 
dataset labeling as well as expert validation of labels. 
Section IV elaborates on the concept of transfer learning with 
XGBoost and ensemble learning concerning medical image 
processing. The proposed methodology is illustrated in 
Section V, which is followed by the results and discussion and 
future scope sections. 

II. RELATED WORKS 

A comparative analysis of the deep learning model for 
dental segmentation in panoramic radiographs is reported in 
[18]. The comparison is made between U-Net, DCU-Net, 
Double U-Net, and NanoNet. On the 1500-image dataset 
provided by Silva and Olivia. There is also a teeth mask 
available for this. Their system is designed to identify 32 teeth, 
fillings, braces, and dental implants. Data enhancement is 
achieved through random rotation and horizontal inversion. 
Using a dataset with data augmentation and segmentation 
without data augmentation based on the segmentation model, 
the experiment results are shown. The outcome is then 
compared to the current state of the art. 

In this biomedical study [19], the U-Net approach to apical 
lesion segmentation on panoramic radiographs is discussed. 
The objective of this study was to extract apical lesions from 
470 dental panoramic radiographs. This dataset included 380 
images for training, 43 for validation, and 47 for testing. 1140 
images were generated after augmentation was applied at the 
second stage of implementation. For augmentation, horizontal 
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and vertical flips are used. Cropping (pre-processing) is used 
after augmentation to divide images into four parts: upper right, 
upper left, lower right, and lower left with size=1000x530. 
They then multiplied 1140 by 4 for the training group. This 
dataset is not available to the public. 

For apical lesion segmentation from panoramic 
radiographs, [20] adopts a deep learning technique. There were 
a total of 1691 images utilized for segmentation. For the 
training set, all radiographs were manually tagged in red using 
a polygon labeling tool to construct lesions' contours. The 
name of the software is "deep stack." The image's original 
resolution of 1976x976 was reduced to 960x480. Various 
augmentation techniques, including flip, blur, shift, scale, 
rotation, sharpness, emboss, contrast, brightness, grid 
distortion, and elastic transform, are utilized to increase the 
dataset via online augmentation. Utilizing a pre-trained U-Net 
CNN for pre-processing and training. 

In [21]: Work on a multimodal panoramic x-ray dataset for 
diagnostic system benchmarking was presented. There are a 
total of one thousand photos about the labeling of anomalies 
and teeth. This study was carried out on five levels: anatomical 
location, peripheral characteristics, radiodensity, surrounding 
structure effects, and anomaly category. Using eye tracking 
and a think-aloud methodology, this is the first-time radiologist 
skill has been captured. This study includes a publicly 
accessible dataset as well as benchmark performance analyses 
for a variety of cutting-edge devices. In addition, picture 
enhancement and image segmentation are carried out. The 
maxillomandibular region of interest is delineated using x-ray 
images, gaze maps, and multimodal audio text files. A 
thousand radiographs and a ground truth mask make up the 
dataset. 15% is utilized for validation, whereas 85% is used for 
training. Adam was trained on GPUs with 32 GB of RAM that 
was NVIDIA Tesla V100 devices. However, in terms of image 
quality, CLAHE outperforms well with AME Score=24.32 and 
Log AME=0.3702. Ground truth images were used for 
segmentation, and the results were compared using UNET, 
UNET++, PSPNet, DeepLabV3, and DeepLabV3+. VGG19, 
ResNet18, and ResNet 50 were used to train each of the given 
networks. The module learning rate is 1x10-3, the weight 
decay is 1x10-4, the epoch is 150, and the batch size is 16. 
Pixel accuracy, intersection over union, and dice coefficient are 
all evaluated. To achieve the desired result, CNN for 
periodontal bone loss and Squeeze Net for implant fixtures 
were used. To detect and classify periodontal bone loss, a 
hybrid framework with Mask RCNN and ResNet101 was used. 
For intraoral radiographs covering caries, a back propagation 
neural network is used. 

Work on dental caries is being conducted by [c1concepts. 
]'s (cavity). Utilizing a multi-input deep convolutional neural 
network ensemble known as MI DCNNE, they were able to 
obtain accurate results and overcome negative perceptions of 
panoramic radiography. This system is based on computer-
based intelligent vision systems supported by techniques for 
machine learning and image processing. This new approach 
accepts both raw periapical images and an improved version of 
them as inputs. In total, 340 photos were considered for this 
study. The model has a 99.13% accuracy rate when diagnosing 
dental caries from periapical pictures. 

The primary goal of this work [25] is to extract the area of 
interest (ROI). Because of background noise, the original 
image may contain useless information. We occasionally come 
across images that are of poor quality. Because of this, 
separation is critical. U-Net was used in three phases to 
accomplish this: one feature encoder, corresponding decoder, 
and multipath feature extractor. 

The author of [26] proposed an automatic teeth recognition 
model based on residual network-based faster R-CNN 
techniques. This model is implemented in two stages. The 
results obtained in step one, i.e., using R-CNN, are refined 
further using candidate optimization techniques. These 
improvements improve the results by about 1%. Ten-fold 
cross-validation is used in this system to test the model's 
feasibility and robustness. This model is used to describe the 
various tooth categories in a panoramic radiograph. 

The implementation in [27] is based on the use of u-net 
architecture to perform panoramic radiograph segmentation. 
They used CNN to achieve accurate panorama image 
segmentation. With a 94% accuracy and a 94% dice score. The 
performance of the u-net is compared with various 
segmentation techniques in this work. This fuzzy c-means 
(FCM) is developed using a hybrid of FCM and a neutrophilic 
approach to segment the jaw and lesion present in the jaw 
using a panoramic radiogram. This paper investigates the 
comparison of global thresholding, fuzzy c-means, watershed, 
canny edge detection algorithms, and the U-NET model. When 
compared to the other techniques, n-net performed the best. 
Ivison lab provided the dataset for this study. 

In [28], researchers offered an innovative approach to 
segmenting and classifying data. They have covered 15 various 
disorders including healthy teeth, missing teeth, dental 
restoration implants, fixed prostheses, mobile prostheses, etc. 
To depict all 15 diseases, a total of 2,000 images are made. All 
these images were taken at separate dental clinics. A 
convolutional neural network (CNN) was trained to perform 
semantic segmentation on images from the dataset, and many 
techniques were employed to enhance the annotated data. 
Images are segmented and then binarized with multiple 
thresholds. The detection of teeth is a two-stage algorithmic 
process. When discrepancies are uncovered during semantic 
segmentation, refinement techniques are employed to rectify 
the situation. In this study, the Nobel approach to teeth 
detection and dental problem classification using deep learning 
and image processing was introduced. 

The paper [22] compares ten different segmentation 
methods for use with dental imaging. The offered solutions 
were evaluated and classified using five different metrics: 
accuracy, specificity, precision, recall, and F1-score. Because 
of the shattered bones in the buccal cavity, not one of the ten 
segmentation methods tried was successful in isolating the 
teeth. 

With the help of a mask region-based convolution neural 
network, the authors of [23] suggested a method for instance 
segmentation of teeth in panoramic photos. In the wake of 
Resnet-101-driven feature extraction, a feature pyramid 
network (FPN) is built with predetermined anchors and 
extracted regions of interest. 
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Each region's proposal network consists of the FPN and its 
anchors (RPN). The regions of interest are then repositioned so 
that they are all the same size. Additionally, the bounding box 
coordinates are used to classify each feature as either a tooth or 
a background and to pinpoint its exact location. Finally, a 
bounding box is formed around the tooth once it has been 
segmented. 

DeNTNet, described in [24], is a deep neural transfer 
network trained to identify panoramic dental radiographic 
evidence of periodontal bone loss (PBL). During detection, 
several convolutional neural networks are trained. A 
segmentation network is then trained to extract teeth from the 
ROI, and a second network is trained to predict areas of 
periodontal bone loss. Using the encoder portion of the lesion 

segmentation network as a pre-trained model, a classification 
network is constructed to predict the presence of PBL in each 
tooth. 

Table I provides a complete overview of the various 
datasets available, the work done in dental image processing, 
and the disorders linked with it. It has been observed that work 
is being done in various disciplines of dentistry employing 
artificial intelligence techniques. To begin, a private dataset is 
produced and not made public. Another observation is that 
most systems are designed to segment teeth. Furthermore, the 
minimum one and maximum four diseases covered for 
classification and detection are one. One method is used, in 
which 14 diseases are investigated, but just the highlighting of 
diseases is done, rather than classification or detection. 

TABLE I.  ANALYSIS OF AN AVAILABLE DATASET AND METHODOLOGY USED 

Papers Variable 

detected 

Total Images Publicly 

available 

Labeled 

Teeth 

Labeled 

abnormalities 

Methodology 

Used 

[36] Teeth 100 No Yes No CNN 

[37] Teeth 100 No Yes No CNN 

[38] Teeth 1500 Yes Yes No Mask R-CNN 

[39] Teeth 1352 No Yes No CNN 

[40] Endodontic 85 No No Yes CNN 

[41] Endodontic 300 No Yes No CNN 

[42] Teeth 1000[116] Yes (Kaggle) No No CNN 

[32] Teeth 1200 No Yes No Yolov3 

[43] Teeth 1000 No Yes No Deep Learning and Image Processing 

Techniques 

Own Dataset Teeth 500 No No Yes Transfer Learning and XGBoost 

III. DATASET DESCRIPTION 

Researching any specific domain data availability is the 
primary step, but in the field of dental informatics dataset 
availability is a major concern. After analyzing all the related 
work in Dental Image Processing (DIP), we discovered that 
obtaining a suitable dataset for the early stages of research is 
challenging. As a result, we collaborated with many dental 
healthcare sections to acquire data. Rather than waiting for new 
patients for each ailment, we chose to screen panoramic dental 
X-rays from electronic medical records to collect data 
efficiently. There is no ethical issue because these images do 
not contain any personally identifiable information. The dataset 
consists of images and a questionnaire, which was 
supplementary at the initial level of research. Collecting 
symptoms and images for every patient is a time-consuming 
task so we focused on a collection of radiographs. Principally 
there are many types of radiographs available in dental 
radiography, such as Bitewing X-ray, Periapical X-ray, 
Occlusion X-ray, Panoramic X-ray, Cephalometric Projection, 
and Cone Beam X-ray. Among these categories, Panoramic 
OPG (Orthopantomogram) is considered as is two-dimensional 
radiograph that covers maximum all diseases with complete 
coverage. Dental radiographic images in OPG format were 
collected. 

A. Panoramic (OPG) X-Ray and its Benefits 

The maxillary and mandibular teeth, as well as the 
surrounding periodontium and certain anatomical landmarks 
like the maxillary sinus and the temporomandibular joints, are 
all visible on an OPG, a two-dimensional radiograph. Oral 
disorders such as periapical abscess, cysts, osteitis, and various 
tumors and cysts of mandibular and maxillary origin can be 
diagnosed using OPG X-ray. OPG is useful for determining 
how much bone has been lost due to periodontal disease and 
how severe it is. OPG X-ray is useful for diagnosing a wide 
variety of dental conditions, including cavities, root fractures, 
and periodontal inflammation. OPG X-rays can help identify 
and evaluate dental cusp fracture and enamel deterioration, but 
their two-dimensional nature has its limitations. 

The data was collected from Government Dental 
College and several private dental clinics and laboratories in 
Nagpur and cities across India. Here image collection work is 
focused on the wear of the tooth to find erosion, attrition, and 
abrasion of the tooth and other oral diseases, including 
impacted tooth, periapical lesion, fractured tooth, missing 
teeth, etc., 

B. Process of Collecting, Preparing and Labeling the Data 

This section describes the process of collecting, preparing, 
and labeling the dataset. The main contribution while 
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collecting images and preparing the dataset are expressed with 
the help of the diagram given below: 

a) From 2019 to 2021, we collected approximately 2,000 

OPG radiographs from multiple sources. 

b) All images were then checked for contrast and 

illumination quality. 

c) Images of poor quality and nonrelevant, such as 

images with prostheses, multiple caps, braces, etc were 

removed from the dataset. 

d) Diseases that can be seen through OPG are identified 

and discussed with clinicians. 

e) OPG radiographs can be used to diagnose diseases 

such as caries, periodontitis, periapical infection, impacted 

teeth, tooth wear, bone fracture, missing teeth, and anatomy of 

the maxillary sinus and temporomandibular joint. 

f) Following disease identification, images are 

labeled with the assistance of various dental experts (such as 

Oral and Maxillofacial Radiologists, Prosthodontists, Oral and 

Maxillofacial Surgeons, Periodontics, and endodontists,). 

g) Image labeling is done in two ways: radiograph with 

multiple diseases and radiograph with a single disease. 

h) After the image sorting process, it is discovered that 

the approximate probability of receiving a relevant radiograph 

is 50/500. Finally, we can filter 500 useful radiographs from 

available images. 

i) Before developing any module, various pre-

processing steps are performed to create the extension of the 

data set, In this automatic cropping of the image is done to 

extract the relevant portion by using an automatic cropping 

algorithm. 

j) Our dataset is cross-validated and tested with the help 

of three different domain experts to make it more consistent, 

reliable, authentic, and useful. 

k) The final label matrix is generated for different six 

diseases if the disease is present in that image so marked as 1 

otherwise 0 which is shown in Table II: Labelled dataset. For 

example, in image id 92 wear, decay, missing, and impacted 

tooth diseases are present.  

TABLE II.  SAMPLE LABELLED DATASET 

Image 

Id Wear Decay 

Peri-

Apical Periodontitis Missing Impacted 

1 0 1 0 0 0 0 

92 1 1 0 0 1 1 

104 1 0 0 0 0 1 

238 1 1 0 0 1 0 

347 1 1 1 0 0 0 

457 1 0 1 1 0 0 

To check the validity and authentication of dataset creation 
complete supplementary material is available. The panoramic 
dental images were obtained from a variety of sources, 
including dental laboratories. The image properties due to 

different acquisition systems vary in terms of contrast and 
brightness. The pre-processing challenge was to adjust the 
contrast and illumination levels of all the collected images so 
that subsequent stages produced the same set of features 
corresponding to each class or group. We gathered images that 
were prone to six major issues: dental decay, dental wear, 
periapical, periodontitis, missing teeth, impacts, and a 
combination of all six diseases. An experienced medical 
practitioner in the respective field. While creating the LABEL 
matrix great care was taken to avoid any false labeling in the 
LABEL matrix. Images with low contrast and illumination 
were discarded after being manually sorted one by one. 
Duplicated images were identified using image comparison and 
separate codes. Finally, 500 images were taken for this 
research project, while the remaining unclear images were 
discarded. Fig. 8 shows the analysis of the total number of 
images available in the dataset. 

 
Fig. 8. Analysis of images available in the  dataset 

IV. TRANSFER LEARNING, XGBOOST, AND ENSEMBLE 

APPROACH 

A. Transfer Learning 

Deep feature extraction (DFE) and Transfer learning (TL) 
are two of the most effective alternatives to employing a small 
number of images as training samples. When a small sample 
size of images is present. TL refers to the process of applying 
previously taught models to unexpected challenges. TL is not a 
distinct classification of Machine learning algorithms; rather, it 
is a technique that can be used to create a new Machine 
learning model. The model will be able to use the knowledge 
and skills acquired from earlier training in new scenarios.  In a 
manner like the preceding task, data will need to be 
organized based on the type of data. A further application of 
TL is the extraction of deep feature data. 

Rather than manually modifying the activation layers of the 
CNN, it is possible to extract feature vectors by utilizing pre-
trained CNN models. The deeper layers, which are activated by 
the activation of the lower-level layers, include the picture 
classification-critical higher-level features. 

Transfer Learning is a technique in which we reuse a 
previously trained model as the foundation for a new model on 
a new challenge. In this case, a model trained on one task is 
repurposed for another. Transfer learning tries to improve 
target learners' performance on the target domain by 
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transferring knowledge from distinct but related source 
domains. ResNet50V2, ResNet101V2', 'MobileNetV3Large', 
'MobileNetV3Small', 'MobileNet', 'EfficientNetB0', 
'EfficientNetB1', and 'EfficientNetB2' are examples of pre-
trained networks. [33]. 

ResNet50V2 [34] is a changed version of ResNet50. It does 
better on the ImageNet dataset than ResNet50 and ResNet101. 
ResNet-101 is a 101-layer convolutional neural network. 

MobileNetV3 [35] is a convolutional neural network that is 
tuned to mobile phone CPUs using a combination of hardware-
aware network architecture search (NAS) and the NetAdapt 
algorithm. It was then improved by making new architectural 
advances. 

EfficientNet-B0 is a convolutional neural network that has 
been trained on more than a million images from the ImageNet 
database [30]. The network can divide images into 1000 
different kinds of objects, like a keyboard, mouse, pencil, and 
many animals. 

B. XGBoost 

Extreme Gradient Boosting, which is what XGBoost stands 
for, is a distributed gradient-boosted decision tree (GBDT) 
machine learning library that can be used on a large scale. It is 
the best machine learning library for regression, classification, 
and ranking problems, and it has parallel tree boosting. It's like 
Random Forest in that it builds a group of decision trees, but 
instead of training the models at the same time, XGBoost trains 
them one at a time. Each new decision tree learns from the 
mistakes made by the one before it. Boosting is the process of 
training models one after the other. A gradient in XGBoost 
stands for a type of boosting that uses weak learners. Weak 
learners are simple models that only do better than random 
chance. The algorithm starts with a weak learner at the 

beginning. Each new model tries to fix the mistakes that the 
previous decision tree made. This keeps happening until there 
are no more ways to make the model better. The result is a 
strong learner model. [31] 

C. Ensemble Modeling 

Ensemble modeling is a way to predict what will happen 
based on several different base models. The goal of using a 
group of models is to reduce the prediction's generalization 
error. When the ensemble approach is used, the prediction error 
goes down if the base models are different and can be used on 
their own. The method tries to figure out what will happen by 
asking a variety of individuals. Even though the ensemble 
model is made up of several base models, it works like a single 
model. [32] 

D. Weighted Average or Weighted Sum Ensemble 

Weighted average or weighted sum ensemble is a type of 
machine learning that uses a group of models to make a 
prediction. The contribution of each model is weighted 
according to how good it is. The voting ensemble has 
something to do with the weighted average ensemble. In this 
method, we didn't tune it; instead, we used the weights that 
were already there. In other words, a weight tells how much the 
input affects the output. Biases, which are always the same, are 
an extra input for the next layer that will always be 1[33][34]. 

V. PROPOSED METHODOLOGY 

We have created a database of 500 images of panoramic 
radiographs which are explained in section III. Dataset is 
divided into a training set and a testing set. The training set 
goes to eight different pre-trained models. 

 
Fig. 9. Proposed methodology (training phase) 

Different pre-trained models used for this phase are 
„ResNet50V2', 'ResNet101V2', 'MobileNetV3Large', 
'MobileNetV3Small', 'MobileNet', 'EfficientNetB0', 
'EfficientNetB1', and 'EfficientNetB2'. Out of 500 samples 
80% samples used for training. The detailed process of the 
training and evaluation phase is given in Fig. 9 and Fig. 10. 
While training we used 3-fold cross-validation. Cross-
validation is a technique for testing models that involves 

training them on distinct subsets of the available input data and 
then testing them on the other. Dataset D is divided into three 
identically sized subsets. The process of fitting and evaluating 
the model is done three times, and each time a different subset 
is used as a training sample. At last, in the testing phase given 
in Fig. 10, we get eight tuned XGBoost. pre-trained networks 
are used to extract the features and then extracted features are 
given as input to the XGBoost model for training. 
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In comparison to other gradient-boosting approaches, 
XGBoost is nearly ten times faster and has a strong predictive 
power. Additionally, it contains a range of regularizations that 
minimize overfitting and enhance overall performance. These 
eight trained XGBoost will generate eight different classifier 

prediction outputs.  To get the final prediction weighted 
ensemble module which is an extension of a model averaging 
ensemble where the contribution of each member to the final 
prediction is weighted by the performance of the model. 

 

Fig. 10. Proposed methodology (evaluation phase) 

VI. RESULTS AND DISCUSSION 

The developed methodology employing transfer learning is 
processed using Python; the predicted model's success rate is 
evaluated utilizing existing mechanisms in terms of accuracy, 
sensitivity, F-measure, precision, and recall. In this approach, 
500 X-ray dental images are utilized by considering 80% for 
training and 20% for testing. The proposed system can classify 
multiple diseases which cover six different categories with 46 
possible combinations. the dataset covers all types of images 
like one image with one disease and one image with multiple 
diseases. For example, this system can identify images where 
only wear or decay is present, apart from this it is also able to 
identify and classify images where different diseases are 
present such as wear, and decay as shown in image id.347. 
Thus, to prove the sustainability of the proposed work ablation 
study is performed which is expressed in Tables III, IV, V, and 
VI by considering different 8 pre-trained networks. Table III 
shows the performance of the model by considering seven 
different networks with 91% accuracy. Similarly, Table IV 
shows the performance of the classification of six different 
diseases by considering six different networks with 90% 
accuracy on average. 

TABLE III.  7-PRE TRAINED MODELS [MOBILENETSMALL, MOBILENET, 
MOBILENETLARGE, EFFICIENTNETB0 EFFICIENTNETB1 EFFICIENTNETB2 

RESNET50V2] 

Performan

ce Measure 

Wea

r 

Deca

y 

Periapic

al 

Periodonti

cs 

Missin

g 

Impacte

d 

Precision 0.77

6 

0.843 0.717 0.799 0.826 0.773 

Recall 0.95

7 

0.912 0.855 0.925 0.91 0.944 

F1-Score 0.85

7 

0.876 0.78 0.857 0.866 0.85 

Specificity 0.89

5 

0.921 0.933 0.926 0.913 0.888 

Accuracy 0.91

2 

0.918 0.92 0.926 0.912 0.904 

 

TABLE IV.  6-PRE TRAINED MODELS[MOBILENETSMALL, MOBILENET, 
MOBILENETLARGE, EFFICIENTNETB0 EFFICIENTNETB1 EFFICIENTNETB2] 

Performan

ce Measure 

Wea

r 

Deca

y 

Periapic

al 

Periodonti

cs 

Missin

g 

Impacte

d 

Precision 0.76

7  

0.841  0.703  0.793  0.825  0.764  

Recall 0.95

7  

0.899  0.855  0.925  0.904  0.944  

F1-Score 0.85

2  

0.869  0.772  0.854  0.862  0.845  

Specificity 0.89  0.921  0.928  0.924  0.913  0.882 

Accuracy 0.90

8 

0.914 0.916 0.924 0.91 0.9 

TABLE V.  5-PRE TRAINED MODELS [MOBILENETSMALL, MOBILENET, 
MOBILENETLARGE, EFFICIENTNETB0 EFFICIENTNETB1] 

Performan

ce Measure 

Wea

r 

Deca

y 

Periapic

al 

Periodonti

cs 

Missin

g 

Impacte

d 

Precision 0.76

5  

0.831  0.689  0.786  0.815  0.756  

Recall 0.94

2  

0.899  0.855  0.917  0.904  0.944  

F1-Score 0.84

4  

0.864  0.763  0.846  0.857  0.84  

Specificity 0.89  0.915  0.923  0.921  0.907  0.876  

Accuracy 0.90

4 

0.91 0.912 0.92 0.906 0.896 

TABLE VI.  4-PRE TRAINED MODELS[MOBILENETSMALL, MOBILENET, 
MOBILENETLARGE, EFFICIENTNETB0] 

Performan

ce Measure 

Wea

r 

Deca

y 

Periapic

al 

Periodonti

cs 

Missin

g 

Impacte

d 

Precision 0.76

5  

0.826  0.67  0.786  0.815  0.756  

Recall 0.92

9  

0.893  0.852  0.902  0.892  0.932  

F1-Score 0.83 0.858  0.75  0.84  0.852  0.834  
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9  

Specificity 0.88

9  

0.912  0.919  0.921  0.906  0.876  

Accuracy 0.9 0.906 0.908 0.916 0.902 0.892 

A. Precision 

Precision is the proportion of precise teeth affected region 
computed using Eqn. (1). 

  
  

     
 

(1) 

Fig. 11 shows the evaluation of precision for different 
diseases. it is observed that the precision of wear, decay, 
periapical, periodontitis, missing tooth, and impacted tooth is 
79%, 85%, 73%, 82%, 84%, and 78% respectively. 

 
Fig. 11. Comparison of precision for different diseases 

B. Recall 

It expresses the proportion of predictions that have been 
correctly diagnosed as expected outcomes and is calculated 
using Eqn. (2). 

  
  

     
 (2) 

It is observed from Fig. 12 that the Recall value for wear, 
decay, periapical, periodontitis, missing tooth, and impacted 
tooth is acceptable in the healthcare domain as it is above 
95%,93%,86%,93%,91%, and 94% respectively. 

 
Fig. 12. Comparison of recall for different diseases 

C. F-measure 

F1-score is measured using Eqn. (3). 

          (
   

   
) (3) 

As per statistics shown in Fig. 13, it is observed that the F1-
score for the detection of wear, decay, periapical, periodontitis, 
missing tooth, and impacted tooth is 86%, 88%, 79%, 87%, 
87%, and 86% respectively. 

 
Fig. 13. Comparison of F1-measure for different diseases 

D. Specificity 

A recall is the probability of a negative diagnosis such as 
the patient being free from that disease. It is measured using 
eq. (4). 

  
  

       
 (4) 

As per the statistical data presented in Fig. 14 specificity 
for all the diseases covering wear, decay, periapical, 
periodontitis, missing, and impacted teeth are found to be 
90%,92%,94%,93%,92%, and 89% respectively. 
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Fig. 14. Comparison of specificity for different diseases 

E. Accuracy 

Accuracy to the entire observations that are expressed in 
Eqn. (5), 

  
     

           
 (5) 

As per statistics shown in Fig. 15, it is examined that 
accuracy for classification of wear, decay, periapical, 
periodontitis, missing tooth, and impacted tooth is 92%, 92%, 
92%, 93%, 92%, and 91% respectively. 

 
Fig. 15. Comparison of accuracy for different diseases 

VII. CONCLUSION AND FUTURE WORK 

This system is implemented using the idea of transfer 
learning and different pre-trained networks, such as 
'ResNet50V2', 'ResNet101V2', 'MobileNetV3Large', 
'MobileNetV3Small', 'MobileNet', 'EfficientNetB0', 
'EfficientNetB1', and 'EfficientNetB2', with XGBoost. To get 
the final prediction, a weighted ensemble module is used. 
Additionally, the developed technique has achieved better 
outcomes in terms of accuracy, precision, F-measure, recall, 
and sensitivity. Thus, it achieved 92-93% of accuracy in 
classifying multiple dental diseases including tooth wear, 
periapical, periodontitis, tooth decay, missing tooth, and 

impacted tooth. This approach is implemented on new diseases 
and compared the measuring parameters against different 
diseases. For some measuring parameters, values are less 
compared which can be improved in future work by using the 
extension of this dataset. In this present study, the given model 
is tested by classifying six diseases and their 46 possible 
combinations. this system can identify one disease present in 
an image as well as a combination of multiple diseases present 
in one image. The proposed method performs better in terms of 
accuracy and different measuring parameters than current state-
of-the-art methods and has a variety of uses in computer-
assisted multiple tooth disease identification and classification. 

ACKNOWLEDGMENT 

This work is supported by the following dental clinics for 
data collection, understanding, annotation, authentication, and 
validation of images. 

a) Government dental college, Nagpur. 

b) Dr. Jayaswal‟s clinic of Dentistry and Geriatric oral 

health care center, Nagpur, India. 

c) Government Dental College, Aurangabad, India 

d) Invasion Lab, Nagpur 

DATA AVAILABILITY 

On request, the corresponding author will provide the data 
used to generate the study's findings. 

FUNDING DETAILS 

This work is being carried out with the assistance of an 
AICTE financing award (F No B-60/RFID/RPS/Policy-1/2017-
18). 

REFERENCES 

[1] Gu, Zaiwang, et al. "Ce-net: Context encoder network for 2d medical 
image segmentation." IEEE transactions on medical imaging 38.10 
(2019): 2281-2292. 

[2] Shiraisi, Ai, et al. "Improvement in Oral Health Enhances the Recovery 
of Activities of Daily Living and Dysphagia after Stroke." Journal of 
Stroke and Cerebrovascular Diseases 30.9 (2021): 105961. 

[3] Lakshmi, M. Muthu, and P. Chitra. "Tooth Decay Prediction and 
Classification from X-Ray Images using Deep CNN." 2020 International 
Conference on Communication and Signal Processing (ICCSP). IEEE, 
2020. 

[4] Schwendicke, Falk, et al. "Convolutional neural networks for dental 
image diagnostics: A scoping review." Journal of dentistry 91 (2019): 
103226. 

[5] Hashem, Mohamed, and Ahmed E. Youssef. "Teeth infection and 
fatigue prediction using optimized neural networks and big data analytic 
tool." Cluster Computing 23.3 (2020): 1669-1682. 

[6] Angst, Patrícia Daniela Melchiors, et al. "Oral health status of patients 
with leukemia: a systematic review with meta-analysis." Archives of 
Oral Biology (2020): 104948. 

[7] Banu, Ancuta, et al. "Dental health between self-perception, clinical 
evaluation and body image dissatisfaction–a cross-sectional study in 
mixed dentition pre-pubertal children." BMC Oral Health 18.1 (2018): 
1-9. 

[8] Liu, Lizheng, et al. "A smart dental health-IoT platform based on 
intelligent hardware, deep learning, and mobile terminal." IEEE journal 
of biomedical and health informatics 24.3 (2019): 898-906. 

[9] Glurich, Ingrid, et al. "Interdisciplinary care model: pneumonia and oral 
health." Integration of Medical and Dental Care and Patient Data. 
Springer, Cham, 2019. 123-139. 

90% 

92% 

94% 
93% 

92% 

89% 

87%

88%

89%

90%

91%

92%

93%

94%

95%

S
p

ec
if

ic
it

y
 E

v
al

u
at

io
n

 

Types of Diseases 

Specificity 

92% 

92% 
92% 

93% 

92% 

91% 

90%
90%
91%
91%
92%
92%
93%
93%
94%

A
cc

u
ra

cy
 E

v
al

u
at

io
n

 

Types of Diseases 

Accuracy 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

249 | P a g e  

www.ijacsa.thesai.org 

[10] Abdalla-Aslan, Ragda, et al. "An artificial intelligence system using 
machine-learning for automatic detection and classification of dental 
restorations in panoramic radiography." Oral Surgery, Oral Medicine, 
Oral Pathology and Oral Radiology 130.5 (2020): 593-602. 

[11] Grischke, Jasmin, et al. "Dentronics: Towards robotics and artificial 
intelligence in dentistry." Dental Materials 36.6 (2020): 765-778. 

[12] Mahmoud, Nourelhoda M., et al. "Detecting dental problem-related 
brain disease using intelligent bacterial optimized associative deep 
neural network." Cluster Computing 23.3 (2020): 1647-1657. 

[13] Lee, Jeong-Hoon, et al. "Automated cephalometric landmark detection 
with confidence regions using Bayesian convolutional neural 
networks." BMC oral health 20.1 (2020): 1-10. 

[14] Sonavane, Apurva, RohitYadav, and AdityaKhamparia. "Dental cavity 
Classification using Convolutional Neural Network." IOP Conference 
Series: Materials Science and Engineering. Vol. 1022. No. 1. IOP 
Publishing, 2021. 

[15] Tandon, Divya, JyotikaRajawat, and Monisha Banerjee. "Present and 
future of artificial intelligence in dentistry." Journal of Oral Biology and 
Craniofacial Research 10.4 (2020): 391-396. 

[16] P. Jaiswal and S. Bhirud, "Study and Analysis of an Approach Towards 
the Classification of Tooth Wear in Dentistry Using Machine Learning 
Technique," 2021 IEEE International Conference on Technology, 
Research, and Innovation for Betterment of Society (TRIBES), 2021, pp. 
1-6, DOI: 10.1109/TRIBES52498.2021.9751650. 

[17] Nripendra Kumar Singh, Khalid Raza, Progress in deep learning-based 
dental and maxillofacial image analysis: A systematic review, Expert 
Systems with Applications, Volume 199,2022,116968, ISSN 0957-4174, 

[18] https://doi.org/10.1016/j.eswa.2022.116968. da Silva Rocha, É.; Endo, 
P.T. A Comparative Study of Deep Learning Models for Dental 
Segmentation in Panoramic Radiograph. Appl. Sci. 2022, 12, 3103. 
https://doi.org/10.3390/app12063103 

[19] Ibrahim S. Bayrakdar, Kaan Orhan, Özer Çelik, Elif Bilgir, Hande 
Sağlam, Fatma Akkoca Kaplan, Sinem Atay Görür, Alper Odabaş, 
Ahmet Faruk Aslan, Ingrid Różyło-Kalinowska, "A U-Net Approach to 
Apical Lesion Segmentation on Panoramic Radiographs", BioMed 
Research International, vol. 2022, Article ID 7035367, 7 pages, 2022. 
https://doi.org/10.1155/2022/7035367 

[20] Il-Seok Song, Imaging Science in Dentistry 2022, Deep learning-based 
apical lesion segmentation from panoramic radiographs. 

[21] K. Panetta, R. Rajendran, A. Ramesh, S. P. Rao, and S. Agaian, "Tufts 
Dental Database: A Multimodal Panoramic X-Ray Dataset for 
Benchmarking Diagnostic Systems," in IEEE Journal of Biomedical and 
Health Informatics, vol. 26, no. 4, pp. 1650-1659, April 2022, DOI: 
10.1109/JBHI.2021.3117575. 

[22] G. Silva, L. Oliveira, M. Pithon, “Automatic segmenting teeth in X-ray 
images: Trends, a novel data set, benchmarking and future 
perspectives”, Expert Systems with Applications, 107, pp. 15-31, 2018. 

[23] G. Jader, J. Fontineli, M. Ruiz, K. Abdalla, M. Pithon, L. Oliveira, 
“Deep instance segmentation of teeth in panoramic X-ray images” 31 st 
SIBGRAPI Conference on Graphics, Patterns and Images, October 
2018. 

[24] J. Kim, H. S. Lee, I. S. Song & K. H. Jung, “DeNTNet: Deep Neural 
Transfer Network for the detection of periodontal bone loss using 
panoramic dental radiographs”, in Scientific reports, vol.9(1), pp. 1-9, 
Nov. 2019. 

[25] K. Zhang, J. Wu, H. Chen, and P. Lyu, "An effective teeth recognition 
method using label tree with cascade network structure”, Computerized 
Medical Imaging and Graphics, vol. 68, pp. 61-70, 2018. 

[26] D. Abdelhafiz, C. Yang, R. Ammar, S. Nabavi, “Deep convolutional 
neural networks for mammography: advances, challenges, and 
applications”, BMC Bioinformatics, 20(S11), 2019. 

[27]  [8] M.A. Kadampur, S. Al Riyaee, “Skin cancer detection: Applying a 
deep learning based model driven architecture in the cloud for 
classifying dermal cell images”, Informatics in Medicine Unlocked, 18, 
100282, 2020 

[28] D.V. Tuzoff, L.N. Tuzova, M.M. Bornstein, A.S. Krasnov, M.A. 
Kharchenko, S.I. Nikolenko, M.M. Sveshnikov, G.B. Bednenko, “Tooth 
detection and numbering in panoramic radiographs using convolutional 
neural networks”, Dentomaxillofacial Radiol, 48, 20180051, 2019. 

[29] Saleh A. Albelwi, “Deep Architecture based on DenseNet-121 Model 
for Weather Image Recognition” International Journal of Advanced 
Computer Science and Applications(IJACSA), 13(10), 
2022. http://dx.doi.org/10.14569/IJACSA.2022.0131065 

[30] Krois, J., Cantu, A. G., Chaurasia, A., Patil, R., Chaudhari, P. K., 
Gaudin, R., Gehrung, S., & Schwendicke, F. (2021). Generalizability of 
deep learning models for dental image analysis. Scientific Reports, 11. 
https://doi.org/10.1038/s41598-021-85454-5 

[31]  Xin Yu Liew, Nazia Hameed, Jeremie Clos, An investigation of 
XGBoost-based algorithm for breast cancer classification, Machine 
Learning with Applications, Volume 6,2021,100154, ISSN 2666-
8270,https://doi.org/10.1016/j.mlwa.2021.100154. 

[32] Almalki, Y.E.; Din, A.I.; Ramzan, M.; Irfan, M.; Aamir, K.M.; Almalki, 
A.; Alotaibi, S.; Alaglan, G.; Alshamrani, H.A.; Rahman, S. Deep 
Learning Models for Classification of Dental Diseases Using 
Orthopantomography X-ray OPG Images. Sensors 2022, 22, 7370. 
https://doi.org/10.3390/s22197370 

[33] Guo, Y., Ge, Y., Yang, C., Al-Garadi, M. A., & Sarker, A. (2022). 
Comparison of Pretraining Models and Strategies for Health-Related 
Social Media Text Classification. Healthcare, 10(8). 
https://doi.org/10.3390/healthcare10081478 

[34] Raeho Lee and Haewon Byeon, “Application of Stacking Ensemble 
Machine in Big Data: Analyze the Determinants for Vitalization of the 
Multicultural Support Center” International Journal of Advanced 
Computer Science and Applications(IJACSA), 13(10), 
2022. http://dx.doi.org/10.14569/IJACSA.2022.0131007 

[35] Munindra Lunagaria, Vijay Katkar, and Krunal Vaghela, “Covid-19 and 
Pneumonia Infection Detection from Chest X-Ray Images using U-Net, 
EfficientNetB1, XGBoost and Recursive Feature Elimination” 
International Journal of Advanced Computer Science and 
Applications(IJACSA), 13(9), 
2022. http://dx.doi.org/10.14569/IJACSA.2022.0130954 

[36]  A. B. Oktay, “Tooth detection with convolutional neural networks,” in 
Proc. IEEE Med. Technol. Nat. Congr., 2017, pp. 1–4.  

[37] C. Muramatsu et al., “Tooth detection and classification on panoramic 
radiographs for automatic dental chart filing: Improved classification by 
multi-sized input data,” Oral Radiol., vol. 37, no. 1, pp. 13–19, 2021.  

[38] G. Jader, J. Fontineli, M. Ruiz, K. Abdalla, M. Pithon, and L. Oliveira, 
“Deep instance segmentation of teeth in panoramic X-ray images,” in 
Proc. IEEE 31st SIBGRAPI Conf. Graph., Patterns Images, 2018, pp. 
400–407.  

[39]  D. V. Tuzoff et al., “Tooth detection and numbering in panoramic 
radiographs using convolutional neural networks,” Dentomaxillofacial 
Radiol., vol. 48, no. 4, 2019, Art. no. 20180051 

[40] T. Ekert et al., “Deep learning for the radiographic detection of apical 
lesions,” J. Endodontics, vol. 45, no. 7, pp. 917–922.e5, 2019 

[41] M. Fukuda et al., “Evaluation of an artificial intelligence system for 
detecting vertical root fracture on panoramic radiography,” Oral Radiol., 
pp. 1–7, 2019 

[42] K. Panetta, R. Rajendran, A. Ramesh, S. P. Rao, and S. Agaian, "Tufts 
Dental Database: A Multimodal Panoramic X-Ray Dataset for 
Benchmarking Diagnostic Systems," in IEEE Journal of Biomedical and 
Health Informatics, vol. 26, no. 4, pp. 1650-1659, April 2022, DOI: 
10.1109/JBHI.2021.3117575. 

[43] M. P. Muresan, A. R. Barbara, and S. Nedevschi, "Teeth Detection and 
Dental Problem Classification in Panoramic X-Ray Images using Deep 
Learning and Image Processing Techniques," 2020 IEEE 16th 
International Conference on Intelligent Computer Communication and 
Processing (ICCP), 2020, pp. 457-463, DOI: 
10.1109/ICCP51029.2020.9266244. 

https://doi.org/10.3390/app12063103
https://doi.org/10.1155/2022/7035367
https://dx.doi.org/10.14569/IJACSA.2022.0131065
https://doi.org/10.1038/s41598-021-85454-5
https://doi.org/10.3390/healthcare10081478
https://dx.doi.org/10.14569/IJACSA.2022.0131007
https://dx.doi.org/10.14569/IJACSA.2022.0130954


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

250 | P a g e  

www.ijacsa.thesai.org 

Dilated Multi-Activation Autoencoder to Improve the 

Performance of Sound Separation Mechanisms 

Ghada Dahy1 , Mohammed A.A.Refaey2, Reda Alkhoribi3, M.Shoman4 

Department of Information Technology, Faculty of Computers and Artificial Intelligence, Cairo University, 

Cairo, Egypt 

 

 

Abstract—Speech enhancement is the process of improving 

the quality of audio relative to target speaker while suppressing 

other sounds.  It can be used in many applications as speech 

recognition, mobile phone, hearing aids and also enhancing audio 

files resulted from separation models. In this paper, a 

convolutional neural network (CNN) architecture is proposed to 

improve the quality of target’s speaker resulted from speech 

separation models without having any prior information about 

the background sounds. The proposed model consists of three 

main phases: Pre-Processing phase, Autoencoder phase and 

Retrieving Audio phase. The pre-processing phase converts audio 

to short time Fourier transform (STFT) domain.  Autoencoder 

phase consists of two main modules: dilated multi-Activation 

encoder and dilated multi-Activation decoder.  Dilated multi-

Activation encoder module has a six blocks with different 

dilation factors and each block consists of three CNN layers 

where each layer has different activation function then the 

encoder’s blocks are arranged in reverse order to construct 

dilated multi-activation decoder. Audio retrieving phase is used 

to reconstruct audio depending on feature resulted from second 

phase. Audio files resulted from separation models are used to 

build our datasets that consist of 31250 files. The proposed 

dilated multi-activation autoencoder improved separated audios 

Segmental Signal-to-Noise Ratio (SNRseg) with 33.9%, Short-

time objective intelligibility (STOI) with 1.3% and reduced bark 

spectral distortion (BSD) with 97%. 

Keywords—Speech de-noising; speech enhancement; speech 

separation; short time Fourier transform (STFT); autoencoder; 

dilated Convolution neural network; multi-activation functions, 

convolution neural network (CNN); bidirectional long short 

memory (BLSTM) 

I. INTRODUCTION 

The field of machine learning proposed different 
architectures in complex and difficult problems that were 
unattainable in the field of speech processing. Speech 
separation and enhancement are considered two of the most 
important problems in signal processing where machine 
learning field achieves better performance on dealing with 
them. Speech enhancement is used as a step of removing or 
reducing background noise to enhance the main signal of the 
target speaker. In the current days, researchers do a lot of effort 
to have a very high quality speech that relative to the target 
speaker. 

In the field of speech analysis, speech enhancement [1] 
focus on having high quality sound of the target speaker by 
suppressing other sounds except sound of the target one [2] 

while speech separation [3] is considered the process of 
separating mixed sounds. 

The main objective of speech enhancement and separation 
is extracting signals of interest parts from an audio according to 
critical rules that can be done by post production software that 
depends currently on deep learning field. Speech enhancement 
is considered the main stone of many applications as 
teleconferencing systems, speech recognition [4,5], hearing 
aids [6-8], speaker recognition [9,10] and also can be used to 
enhance the resulted signals from speech separation systems. 

Speech understanding in noisy environments is still one of 
the major challenges as we need very high quality audio files 
with large datasets and different types of noises to train the 
enhancement models and this will need very high quality 
resources. To face the previous challenge, we built a dataset 
with 31250 audio files resulted from separation model that 
trained on a subset samples from The Oxford-BBC LRS2 
Dataset. 

Recently, deep learning made a great improvement in the 
speech enhancement field by using different structures over 
signal processing methods that based on supervised 
enhancement techniques. 

The main contribution of the proposed model is 
implementing speech enhancement structures to improve the 
speech quality of the target‟s speaker resulted from separation 
models by analyzing input speech in multiple levels. The 
proposed model plays an important role in the digital speech 
signal processing according to the type of degradation and 
background sounds in the speech signal of the target speaker. 

In this paper, we proposed a new approach for speech 
enhancement which achieved an interesting performance 
comparing against old methods. It improves the quality of 
speech resulted from separation model. It consists of three 
main phases: Pre-Processing phase, AutoEncoder phase and 
Retrieving Audio phase. It considers low quality audios 
resulted from separation models as an input and complex ratio 
mask relative to cleared audio as output. The dilation 
convolutional neural network is considered as the main stone 
of our proposed model as it has ability to expand the covered 
areas of the input audio without needing to apply pooling that 
maybe cause missing some information. Dilated convolutional 
network mainly uses dilation factor to control the size of the 
covered area. It also could analysis input signal to suppress 
background sounds without increasing kernel parameters. 

https://www.sciencedirect.com/science/article/pii/S1110866522000627#!
https://www.sciencedirect.com/science/article/pii/S1110866522000627#!
https://www.sciencedirect.com/science/article/pii/S1110866522000627#!
https://en.wikipedia.org/wiki/Speech_recognition
https://en.wikipedia.org/wiki/Speech_recognition
https://en.wikipedia.org/wiki/Hearing_aids
https://en.wikipedia.org/wiki/Teleconference
https://en.wikipedia.org/wiki/Speech_recognition
https://en.wikipedia.org/wiki/Hearing_aids
https://en.wikipedia.org/wiki/Hearing_aids
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The rest of this paper is organized in the following 
order.  Section II introduces the related work; Section III 
introduces the proposed structures and defines the main 
mechanism of speech enhancement in details. Section IV 
describes the dataset, network parameters and demonstrates the 
performance of our network. Finally, we conclude the idea of 
the proposed model in Section V. 

II. RELATED WORK 

Neural Networks is considered one of the most common 
machine learning algorithms. It has been improved over time 
and also outperforms other algorithms and methods in speed 
and accuracy. There are different types of neural network as 
convolutional neural network (CNN) [11.12], RNN (Recurrent 
Neural Networks) [13], Autoencoders [14], LSTM (Long short 
Tern Memory) [15,16] and also WaveNet that depends on 
dilated convolution network [17]. 

Emad el al. [11] proposed multi-resolution convolution 
neural network that support them in separating audio files from 
mixed sounds. They proved that concatenating sets of 
convolution network with different filters could improve the 
performance of separation compared with deep neural network 
(DNN) and fully convolution neural network. 

Jen-Cheng el al.[12] proposed audio visual model for 
speech enhancement using CNN that complete its process by 
analyzing visual and audio stream which processed using 
separated CNN models then fed into AUDIO-VISUAL 
Autoencoder model. Their model could outperform speech 
enhancement models that use audio-only and existing audio- 
visual enhancement models. 

Jinuk el al. [13] proposed model to separate audio sounds 
of two speakers. They used CNN followed by LSTM and 
recurrent neural network (RNN) then a fully connected layer is 
applied on the concatenation of forward LSTM-RNN and 
backward LSTM-RNN. They achieved better signal-distortion-
ratio (SDR) and signal interference ratio (SIR) compared with 
deep clustering method that used in sound separation. 

Yi Luo and Nima Mesgarani [15] proposed time-domain 
audio separation model to obtain target speaker sound with 
acceptable performance. Their proposed autoencoder is able to 
outperform LSTM that analyze log power magnitude 
spectrogram to complete the process of separation. 

Jitong Chena and DeLiang Wang [16] proposed speech 
separation model based on LSTM that suitable to temporal 
dynamics of speech. They used Short-time objective 
intelligibility (STOI) to measure the performance of their 
model which outperformed DNN model as LSTM could 
capture long term context of input speech and has low latency 
in completing speech separation process. 

Aaron et al. [17] proposed dilated CNN model called 
wavenet that captures the main characteristics of multiple 
speakers. their model has been trained on thousands of 
samples. They trained wavenet on different datasets as text to 
speech and music datasets. It could generate musical fragment 
that very near to realistic and has very high quality. In 
WaveNet, a set of dilated convolution layers are stacked 
together to generate a very large receptive fields with a few 

layers. Recently, wavenets are used in time domain. It can be 
used in songs separation from background noise and enhancing 
speech quality. 

Dario et al. [18] proposed speech de-noising technique that 
able to improve speech signals quality with background-noise. 
Their proposed model depends on dilated convolution. Their 
proposed model used different dilation factor in each layer 
changes in the following order 1, 2, ..., 256, 512. Their pattern 
is repeated three times. Their model has capability to de-noise 
an entire audio file in one-shot. They generated their datasets 
from two sources: speech data from the Voice Bank corpus and 
environmental sounds from Diverse Environments 
Multichannel Acoustic Noise Database (DEMAND). Their 
Perceptual tests proved that their model‟s outperform the 
Wiener filtering results. They proved that their system able to 
learn multi-scale hierarchical representations from raw audio 
instead of magnitude spectrograms. 

Yi Luo and Nima Mesgarani [19] proposed Time-domain 
Audio Separation Network (TasNet). Mainly, their network 
structure used in speech separation and also can be used in 
speech enhancement. It consists of four processes: a 
preprocessing normalization, an encoder to retrieve the mixture 
weight, a separation and a decoder to construct waveform. The 
first process in their network is used to predict the weights that 
relative to each source in the mixture weight. The weight 
detection is defined as masks that predict the contribution of 
each speaker in the mixture weight as T-F masks that are used 
in short time Fourier transform (STFT) models. In the 
Separation Network, a deep LSTM network is used to estimate 
the source masks. They used WSJ0-2mix dataset to evaluate 
their system on two-speaker speech separation problem. The 
mixtures relative to their dataset are generated randomly 
speakers from Wall Street Journal (WSJ0) dataset. Their 
proposed TasNet system could outperforms systems that use a 
T-F representation as an input to complete the process of 
learning. Comparing with STFT system, their experiments 
proved that the TasNet system was six times faster and could 
achieve very high quality speech separation performance and 
also it can be used in speech enhancement. 

Craig Macartney and Tillman Weyde [20] proposed speech 
enhancement model that used Wave-U-Net architecture for 
speech enhancement. Their experiments proved that the Wave-
U-Net could improve several metrics as Perceptual Evaluation 
of Speech Quality (PESQ), the rating of background distortion 
(CBAK), the rating of speech distortion (CSIG), segmental 
signal-to-noise ratio (SSNR) and the predicting rating overall 
quality (COVL) over the state-of-the-art. They showed that 
reducing number of hidden layers is more suitable for speech 
enhancement. 

Yong Xu et al. [21] proposed a speech enhancement 
regression model depending on deep neural networks (DNNs) 
that consists of multiple-dense layers. Their proposed model 
could achieve better performance in case of different objective 
measures. They held a subjective evaluation measure to check 
the quality of DNN model with 10 listeners, about 76.35% of 
the listener prefer using DNN results to complete the process 
of enhancement. 

https://ieeexplore.ieee.org/author/37085993995
https://asa.scitation.org/author/Chen%2C+Jitong
https://asa.scitation.org/author/Wang%2C+DeLiang
https://www.bing.com/ck/a?!&&p=997a28f3fbbf37a6JmltdHM9MTY2NzM0NzIwMCZpZ3VpZD0xNDlkNDEzNS1lNzYzLTYwZDYtM2JhMS01MGY1ZTYxZjYxYjcmaW5zaWQ9NTI1MQ&ptn=3&hsh=3&fclid=149d4135-e763-60d6-3ba1-50f5e61f61b7&psq=pesq+extended+for+what&u=a1aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvUGVyY2VwdHVhbF9FdmFsdWF0aW9uX29mX1NwZWVjaF9RdWFsaXR5&ntb=1
https://www.bing.com/ck/a?!&&p=997a28f3fbbf37a6JmltdHM9MTY2NzM0NzIwMCZpZ3VpZD0xNDlkNDEzNS1lNzYzLTYwZDYtM2JhMS01MGY1ZTYxZjYxYjcmaW5zaWQ9NTI1MQ&ptn=3&hsh=3&fclid=149d4135-e763-60d6-3ba1-50f5e61f61b7&psq=pesq+extended+for+what&u=a1aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvUGVyY2VwdHVhbF9FdmFsdWF0aW9uX29mX1NwZWVjaF9RdWFsaXR5&ntb=1
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Andreas Jansson et al. [22] proposed a novel architecture of 
the U-Net architecture that used to complete the source 
separation task. They benefit from skip connections paths in 
building encoder-decoders of u-net. They held quantitative 
evaluation and subjective assessment to evaluate the 
performance of their model. Their experiments proved that 
their proposed architecture able to achieves state-of-the-art 
performance. 

III. PROPOSED MODEL 

In this paper, we proposed a model based on dilation 
convolution neural network that able to analysis and discover 
local pattern of the target speaker in STFT. The main objective 
of the proposed model is suppressing other human‟s sounds 
except target speakers. It mainly enhances the quality of speech 
resulted from separation models [23]. 

Fig. 1 depicts the structure of the proposed model.  It 
consists of three main phases: Pre-Processing phase, 
Autoencoder phase and Retrieving Audio phase. It takes low 
quality audios resulted from separation models as an input and 
scaled complex ratio mask of the cleared audios with same size 
of the input using (1,2) as output. 

          
                 

                
  (1) 

                   
            

               (2) 

where, t and f are considered as indexes of time and frequency. 

 
In the Pre-Processing phase, audio files are converted to 

STFT to generate 304X256X2 real and imaginary numbers that 
taken as an input to the Autoencoder phase and saved as 
numbers to make the process of training faster. 

Autoencoder phase consists of two modules, Dilated 
MultiActivation Encoder and Dilated MultiActivation decoder 
as in Fig. 2.  Dilated MultiActivation Encoder module consists 

of six blocks with different dilation factors and filters to 
analysis and track relation between audio patterns.  Encoder 
module able to cover more information from patterns 
depending on dilation factor without pooling which reduces the 
size of the matrix that are taken as input to the next convolution 
layer, this will cause missing some audio features and maybe 
has bad effect on the model performance. Each block consists 
of three layers, first one is CNN with dilation factor that  
different in each block to expand the covered area of the input 
features, second one takes the resulted features from the first 
layer as an input then apply CNN with the same dilation factor, 
number of filters  of the first layer and uses activation function 
called activation 1 and finally, the third layer takes the resulted 
features of first layer as input then applies CNN with activation 
function named activation 2 where the filter size in second and 
third layers is s3*S4 as in Fig. 3. Each block has different 
activations, RELU and element wise multiplication of resulted 
data from nonlinear output of activation1 and activation2 as 
experiments results [18] proved that the non-linearity 
activation work better than RELU activation in dealing with 
audio signals. Finally, the element wise multiplication of the 
second and third layers is taken as input to the next block. In 
the Dilated MultiActivation decoder, the six blocks of the 
encoder are reversed to build the decoder module. There are 
different number of filters in each block with kernel size s1*s2 
starting with reduction factor changes according to this range 
[N1, N2, N3, N4, N5, N6] and dilation factor changes 

according to the following range [D1, D2, D3, D4, D5, D6]. 
We used dilated convolutional layer in our proposed model as 
it could expand the covered area in the input audio without 
pooling. We controlled the covered area in the input by 
changing the value of the dilation factor. Dilated autoencoder 
support us in dealing with speech and discover relation 
between background sounds and target sounds without needing 
to increase kernel parameters or reducing size of the input 
features. 

 

Fig. 1. The proposed model of speech enhancement 
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Fig. 2. Dilated multi-activation autoencoder 

 

Fig. 3. Second and third layers of autoencoder‟s blocks 

In the retrieving audio phase, CNN layer is applied on the 
resulted features from decoder, then inverse complex ratio 
mask is calculated on the resulted features from CNN [13] after 
rescaling it by using (3) and finally inverse short time Fourier 
transform (ISTFT) is used to retrieve the enhanced version of 
separated audios. 

                 
 

    
     

                

                
 

where, S is the scaled complex ratio mask. 

IV. EXPERIMENTS AND RESULTS 

We introduce a small-scale audio dataset containing speech 
audio with no interfering background signals taking from 
separated audio of our previous work [23]. The audio segments 
have length between 3 and 10 seconds The enhanced audio 
dataset which is used to train our network contains 31250 
audio files resulted from separation process [23] that are 
splitted into 28126 for training and 3124 for testing. Fig. 4 
shows Mixed signal of two speakers in time domain and 
corresponding spectrogram and amplitude spectrum. It also 
shows magnitude spectrum and spectrogram of speaker 1‟s 
sound and speaker 2‟s sound before mixing them 

   

   

   
Fig. 4. Original signal in time domain, spectrogram and magnitude spectrum 
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We implemented Dilated MultiActivation AutoEncoder in 
keras. In case of training, we use a batch size of 2 samples and 
Adam optimizer for 14062 batches with a learning 
rate       . Tables I and II indicate Hyper-parameters that 
used to complete the process of training. The nonlinearity 
activation function is a combination of Tanh and Sigmoid. The 
number of filters in the retrieving phase is two. Number of 
filters in the autoencider‟s blocks starting from 256 to 4 with 
decreasing factor equal half and dilation factor starting from 64 
to 1 with decreasing factor half. We used STFT as a pre-
processioning phase on the input audio where STFT is 
calculated using a Hann window with length 25ms, hop length 
of 10ms, and FFT size of 512. 

TABLE I.  TRAINING HYPER-PARAMETERS OF DILATED 

MULTIACTIVATIO AUTOENCODER MODEL 

 Value 

Learning Rate        

Optimizer Adam 

S1*S2 15*15 

S3*S4 3*3 

Activation 1 Tanh 

Activation 2 Sigmoid 

CNN Filters of Retrieving audio phase Number of filters[2] 

TABLE II.  TRAINING HYPER-PARAMETERS OF MULTI-ACTIVATION 

ENCODER AND DECODER BLOCKS 

 Number of Filters Dilation Factor 

Block 1 N1 =256 D1=64 

Block 2 N2 =128 D2=32 

Block 3 N3 =64 D3=16 

Block 4 N4 =32 D4=4 

Block 5 N5 =8 D5=2 

Block 6 N6 =4 D6 =1 

The proposed model takes STFT of separated audios 
resulted from separation model [23] as input and its output is 
enhanced version of the target speaker by removing 
background sounds of other speakers. Fig. 5 shows 
spectrograms and spectrums of two speaker resulted from 
separation model [23] before enhancement process where the 
separation models take mixed signal as input and generated 
separated sound relative to each speaker by using facial 
embedding of each speaker as a guide to complete the 
separation. 

To test the performance of our model, we held four 
experiments, three from literature papers and the last one 
depending on our proposed model. All experiments use the 
same dataset resulted from the audio separation models. 

In the first experiment, advanced version from DNN [21] is 
trained to reduce background sounds. It consists of a pipeline 
of dense layers [24]. The pipeline consists of three dense layers 
followed by dropout and the previous architecture is repeated 
two times.  Fig. 6 indicates the magnitude spectrum and 
spectrogram of the enhanced audio after taking the low quality 
speeches resulted from separation models as input. 

In the second experiment, we train u-net [22] to suppress 
background sounds. Firstly, three convolution layers with 
filters [128,128,1] is applied on the STFT values to prepare U-
net input [25]. It is considered as deep convolutional 
autoencoder with skip connection between encoder and 
decoder parts. They adopted their network to de-noise voices 
and we used the same architecture to enhance audio signal 
resulted from separation model. After training, u-net could 
have better spectrogram and magnitude spectrum comparing 
with results of separation model as in Fig. 7. In the third 
experiment, we trained Wavenet [18] architecture to enhance 
speech of the target speaker. Fig. 8 shows the enhanced 
magnitude spectrum and spectrogram of the target speakers 
after applying wavenet architecture on separated audio it has 
better results comparing with DNN as it depends mainly on 
dilated convolutional neural network. In the last experiment, 
our proposed multi-activation AuteEncoder is trained to 
complete the process of enhancement, Fig. 9 shows the 
enhanced magnitude spectrum and spectrogram resulted from 
our proposed model that is very near to original spectrogram 
and magnitude spectrum. 

 
Fig. 5. Speech separation of two speakers [spectrogram and spectrum] 
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Fig. 6. Speech enhancement using DNN [spectrogram and spectrum] 

 

Fig. 7. Speech enhancement using U-net [spectrogram and spectrum] 

 

Fig. 8. Speech enhancement using wavenet [spectrogram and spectrum] 

 

Fig. 9. Speech enhancement using autoencoder [spectrogram and spectrum] 
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Fig. 5-9 show that the proposed model has best spectrum 
and spectrogram compared with all experiments that is very 
near to the original version as it is mainly depends on dilated 
convolution with different dilation factor in each block to 
analysis input signal in different level and it does not use 
pooling in its architecture so there is no missing information 
during the training process 

Fig. 10 illustrates the average testing loss during the 
process of learning. It is clear that dilated multi-activation 
Autoencoder experiment has best testing loss comparing with 
DNN, U-NET and Wavenet. 

DNN has loss equal to 0.0991 after the second epoch, U-net 
[experiment 2].  has loss equal to 0.099 that is very near to 
DNN Wavenet [experiment 3] has loss equal to 0.095 that less 
than DNN and U-NET. Dilated multi-activation autoencoder 
has the minimum loss compared with DNN, U-NET and 
Wavenet that equal to 0.89. 

The number of trainable parameters relative to each 
experiments is summarized in Fig. 11. It is cleared that the 
dilated autoencoder has an acceptable number of parameters 
that very near to Wavenet, u-net and less than DNN. Although 
DNN consists of high number of dense layers and has very 
high parameters, it has low performance comparing with our 
proposed model. Wavenet has the minimum number of 
parameters but its performance is lower than our proposed 
model. 

  

  
Fig. 10. Average testing loss of enhancement models 

 

Fig. 11. Trainable parameters of enhancement models 

To evaluate objective performance of the proposed model, 
supporter Python Speech Enhancement Performance Measures 
(Quality and Intelligibility) project [26] is used. Four speech 
objective evaluation metrics are calculated to measure speech 
quality [Segmental Sign al-to-Noise Ratio (SNRseg), PESQ, 
bark spectral distortion (BSD) and STOI]. 

Table III and Fig. 12 and 13 indicated that the proposed 
autoencoder outperform most of enhancement models in 
SNRseg, STOI and BSD. 

It improved SNRseg of separation audio with 33.9%, STOI 
with 1.3% and reduced BSD with 97%, it is cleared that our 
proposed model has the best SNRseg, STOI and BSD 
comparing with audio resulted from separation and other 
enhancing models. Table III proved that audio files resulted 
from separation models has high noise and also high distortion 
comparing with enhanced version resulted from our proposed 
model that trained on 31250 audio files divided into 28126 for 
training and 3124 for testing. 

TABLE III.  OBJECTIVE EVALUATION MEASURE OF SPEECH 

ENHANCEMENT MODELS 

Model/Measure SNRseg Stoi Pesq BSD 

Separation model[23] 3.63 0.80 2.17 4,329.90 

U-net[22] 2.87 0.80 2.17 218.90 

DNN [21] 2.81 0.80 2.13 231.69 

WaveNet[18] 2.71 0.80 2.15 212.62 

Dilated AutoEncoder 4.86 0.81 1.95 128.89 

 

Fig. 12. Bark spectral distortion 

 
Fig. 13. Objective evaluation measures [SNRseg, Stoi, Pesq] 
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V. CONCLUSION 

We proposed dilated multi-activation autoencoder to 
enhance the performance of audio sounds resulted from 
separation models. It consists of two main modules, dilated 
multi-Activation encoder and dilated multi-Activation decoder 
where dilated multi-Activation encoder module has six 
convolutional neural network blocks with activation functions 
and different dilation factors. To build the structure of the 
decoder, the six blocks of the encoder are arranged in reverse 
order. Dataset consist of 31250 files splitted into training and 
testing sets where training set consists of 28126 files and 
testing set consists of 3124. The proposed model improved 
SNRseg of separated audios with 33.9%, STOI with 1.3% and 
reduced BSD with 97%. In the future, we will try to improve 
the performance of the proposed model by adding face 
embedding features relative to target speaker. 
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Abstract—Brain Strokes are considered one of the deadliest 

brain diseases due to their sudden occurrence, so predicting their 

occurrence and treating the factors may reduce their risk. This 

paper aimed to propose a brain stroke prediction model using 

machine learning classifiers and a stacking ensemble classifier. 

The smote technique was employed for data balancing, and the 

standardization technique was for data scaling. The classifiers’ 

best parameters were chosen using the hyperparameter tuning 

technique. The proposed stacking prediction model was created 

by combining Random Forest (RF), K-Nearest Neighbors (KNN), 

Logistic Regression (LR), Support Vector Machine (SVM), and 

Naive Bayes (NB) as base classifiers, and meta learner was 

chosen to be Random Forest. The performance of the proposed 

stacking model has been evaluated using Accuracy, Precision, 

Recall, and F1 score. In addition, the Matthews Correlation 

Coefficient (MCC) has been also used for more reliable 

evaluation when having an unbalanced dataset, which is the case 

in most medical datasets. The results demonstrate that the 

proposed stacking model outperforms the standalone classifiers 

by achieving an accuracy of 97% and an MCC value of 94%. 

Keywords—Stroke disease; prediction model; ensemble 

methods; stacking classifier 

I. INTRODUCTION 

Stroke is considered one of the riskiest and deadliest 
diseases affecting humans, as it suddenly strikes the brain. This 
occurs when the blood flow to the brain is interrupted. 
Consequently, the brain's ability to receive oxygen and 
nutrients is compromised, which results in brain cell death 
within minutes [1]. It is the second leading cause of death 
globally after ischemic heart disease, as reported by the World 
Health Organization (WHO) [2]. Ischemic and hemorrhagic 
strokes are the two primary types. Ischemic stroke happens 
when a blockage decreases or interrupts blood flow to brain 
cells, killing the cells within minutes and leading to death. In 
contrast, Hemorrhagic stroke occurs when weak blood vessels 
are severely damaged as a result of hypertension, high 
cholesterol, and other risk factors [3]. Strokes are caused by a 
variety of risk factors, including medical factors such as high 
blood pressure, heart disease, diabetes, high cholesterol, and 
atrial fibrillation, as well as bad habit factors such as smoking, 
obesity, unhealthy foods, and lack of physical inactivity. The 
word "FAST" can be used to recognize the main stroke 
symptoms [4]. The abbreviated FAST stands for four words. F 
stands for facial laughter perception that they cannot smile or 
that their mouth or eyes have closed. A refers to the individual 
with a stroke who might not be capable of raising both arms 

and maintaining them up. S stands for speech that the person is 
unable to speak or hard to understand. T is the time at which 
the patient needs to visit the hospital right away. 

The early prediction of brain stroke occurrence to deal with 
their risk factors is considered a lifesaving matter. Machine 
learning and AI techniques can be used to determine the 
likelihood of a stroke occurring in light of their significant 
advances in predicting different diseases. Different 
classification algorithms have been used for predicting strokes 
with reasonable results [5] [6] [7]. The ensemble method is 
widely used in medical applications due to its accuracy in 
predicting different diseases [8] [9] [10]. These methods 
integrate the prediction outcomes of various classification 
models to enhance the overall performance. They fall into three 
main categories: Bagging, Boosting, and Stacking. In bagging, 
several base classification models are sequentially trained, and 
then use the majority voting to integrate the prediction 
outcomes [11]. Whereas, in boosting, several base models are 
trained sequentially to correct the previous models' errors 
sequentially [12]. In stacking, the classification task is 
completed in two stages: the first involves training multiple 
base models on the entire dataset, and the second involves 
using a meta-learner classifier to train on the first layer's 
prediction results to provide the final prediction [13]. The base 
models in bagging and stacking must be homogenous, but in 
stacking it could be heterogeneous. Rather than relying solely 
on the output of a single model, these techniques guarantee the 
delivery of more accurate and trustworthy results from multiple 
models [14] [15]. Few studies have used ensemble methods for 
developing brain stroke prediction models, despite the value of 
using a stacking ensemble classifier to build predictive models 
with trustworthy outcomes in a variety of fields, including 
medical and natural phenomena [16] [17] [18]. 

The main contribution of this paper is to propose a stroke 
prediction model using a stacking classifier with multiple base 
model classifiers to enhance the prediction process. Level one 
classifiers in the stacking model are the Random Forest, K-
Nearest Neighbors, Logistic Regression, Support Vector 
Machine, and Naive Bayes. In level two, the random forest 
classifier serves as a meta-learner, combining the prediction 
results of level one to provide the final prediction. To fulfill 
this aim, the following tasks have been completed: 

1) As with most medical datasets, the used dataset is 

unbalanced. To balance the dataset, this study conducted the 

SMOTE technique [19]. 
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2) The standard scalar technique has been used to put the 

data values on the same scale. 

3) The model has been constructed using cross-validation 

with cv = 10. 

4) Hyperparameter tuning was employed on the base 

classifiers to pick the best parameters for each classifier. 

5) In addition to the classical evaluation metrics, the MCC 

(Matthews Correlation Coefficient) value [20] has been used 

to evaluate the proposed model as it is more realistic for 

unbalanced datasets. 

This paper is structured as follows: Section II provides the 
literature reviews that have been done on using machine 
learning classifiers to generate a stroke prediction model. 
Section III describes the methodology and proposed model 
used to construct the prediction process. Section IV offers 
insights into the assessment of the study's findings. Section V 
displays the discussion of the study. Finally, Section VI reports 
the conclusion of the work and aspects of future works. 

II. LITERATURE SURVEY 

A. Building Stroke Prediction Model by using Classification 

Algorithms 

Most works in the area of brain stroke prediction, using 
machine learning techniques, are building their models based 
on standalone classifiers. 

Singh and Choudhary [21] built a neural network model for 
stroke prediction. They used a dataset from the cardiovascular 
health study (CHS). They applied the Principal Component 
Analysis (PCA) to minimize the dimensionality of the features 
and then the decision tree algorithm to choose the most 
relevant features. The number of instances they have used to 
build the predictive model is small enough to ensure the 
accuracy of the results. 

Nwosu et al. [22] presented a prediction model for brain 
strokes by using various machine-learning classifiers. The 
prediction model was built by using three classifiers Neural 
network (multi-layer perception), Decision tree, and Random 
Forest. They achieved 75% accuracy when using the neural 
network classifier. The main purpose of any medical prediction 
model is to increase the model's accuracy, but in this study, 
their results are not sufficient to be trustworthy. 

Almadani and Alshammari [23] proposed a stroke 
prediction model using J48, Jrip, and neural networks 
(multilayer recognition). The model was built using datasets 
from the data management department of King Abdulaziz 
Medical City, Saudi Arabia. Comparing the accuracy of the 
algorithms, they found that the J84 algorithm achieved a higher 
accuracy prediction of about 95.25% using principal 
component analysis (PCA). 

Jeena and Kumar [24] developed a stroke prediction model 
that predicts the probability of developing a stroke based on 
various risk factors. Model age, atrial fibrillation, gait 
symptoms, visual impairment, etc. Predictive models were 
created using support vector machine classification with 
various kernel functions such as linear, quadratic, RBF, and 
polynomial. The most accurate function was the linear kernel 

function, which achieved 91% accuracy. The main drawback 
here is that the database size is not large enough to make the 
prediction results more reliable and consists of 350 cases. 
However, this study did not consider the unbalancing in the 
stroke dataset, resulting in inaccurate results. 

Mahesh and Srikanth [25] wanted to develop a stroke 
prediction model using decision trees, naive Bayes, and 
artificial neural network classification algorithms for machine 
learning. Their study highlights the impact of modifiable and 
non-modifiable risk factors for stroke. The data set has some 
risk factors, such as high blood pressure, smoking, and other 
factors. They utilize the AUC (area under the curve) and ROC 
(receiver operating characteristics) to measure the total 
performance of predictive models. The higher the AUC result, 
the better the prognosis. Their results show that the three 
algorithms provide acceptable accuracy in the prediction 
process. A web application was used as the user interface to 
provide stroke risk alerts. The AUC_ROC score alone cannot 
be considered a measure of a predictive model. 

Sailasya and Kumari [26] trained their prediction model for 
stroke using Logistic regression, Decision tree, Random Forest, 
K-nearest neighbors, Support vector machine, and Nave Bayes, 
six machine learning classifiers. They used a dataset containing 
risk factors for strokes. They also developed an HTML page as 
a user interface to get the values of stroke parameters from the 
user and provide him with the prediction result. They evaluated 
the overall performance by using the F1 score, accuracy, 
precision, and recall. The outcome demonstrates that the Nave 
Bayes classifier has achieved the highest accuracy of 82% 
compared with the other used classifiers. The achieved 
accuracy is not accurate enough to predict such a critical 
medical condition. 

Sudha et al. [27] used three machine learning algorithms: 
decision trees, naive Bayes, and neural networks to build a 
stroke prediction model. They used a series of data consisting 
of the patient's troops. The dimensional reduction process is 
done using a PCA. The decision tree algorithm achieved the 
highest accuracy of 94%. 

Tazin et al. [28] implemented a stroke prediction model 
using the machine learning techniques of the decision tree, 
random forest, logistic regression, and voting classifier. The 
prediction model was built using a stroke dataset that included 
risk factors. They evaluated the classifiers by using the 
confusion matrix. The random forest classifier has the highest 
accuracy of 96% among all classifiers. 

 Cheon et al. [29] performed a study to decide the ability to 
predict patients with strokes and the ability of death. They 
constructed their prediction model using data from the Korean 
Centers for Disease Control and Prevention (KCDC). Deep 
neural networks were utilized in the model's construction. They 
reduced the dataset dimension by using PCA (principal 
component analysis). They evaluated their model by the 
confusion matrix. Their area under the curve (AUC) was at its 
highest, at about 83.5%. 

1) Monteiro et al. [30] built a model to predict stroke 

functional diagnosis. A dataset consisting of 541 patients was 

used. Popular algorithms such as logistic regression, decision 
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tree, support vector machine, random forest, and XGBoost 

were used to construct the prediction model. The area under 

the curve (AUC), which is greater than 90%, was used to 

assess the final performance of the models. 
Amini et al. [31] conducted decision tree and k-nearest 

neighbors’ classifiers in their stroke prediction model. A stroke 
dataset with various risk factors was used in their study. The 
evaluation step reveals that the decision tree algorithm 
outperformed the KNN algorithm in terms of accuracy, 
achieving a score of 95.42%. 

Ali et al. [32] extended their prediction model of strokes by 
using distributed machine learning algorithms with the aid of a 
popular platform in big data called Apache Spark. The 
prediction model was built using a Decision Tree, Support 
Vector Machine, Random Forest, and Logistic Regression 
classifiers. A healthcare stroke dataset was used in their work. 
They evaluated the model’s performance using accuracy, 
precision, recall, and the f1-measure. Out of all classifiers, 
Random Forest has achieved the highest accuracy of 90%. 

Islam et al. [33] executed a cloud-based mobile application 
that helps provide the user with a warning about the probability 
of having a stroke. Building a prediction model using 
classifiers from machine learning, such as Logistic Regression, 
Decision Tree, K-Nearest Neighbors, and Random Forest, is 
the fundamental principle on which the web application is 
based. A dataset consisting of stroke risk factors was used. 
They evaluated their classifiers by using accuracy, precision, 
and f1-score. The highest accuracy of 96% was attained by 
random forest across all performance metrics. 

Akter et al. [34] proposed a stroke prediction model with 
acceptable accuracy. Popular machine learning algorithms like 
Random Forest, Support Vector Machine, and Decision Tree 
were developed using their model. The confusion matrix was 
used to evaluate their prediction model, and the results show 
that the Random Forest classifier had the highest accuracy 
(95.30%). 

My main criticism of the above works is that the evaluation 
process is based on traditional measures that do not consider 
that the datasets are unbalanced by nature (like most medical 
datasets). Furthermore, few research works have been proposed 
in the area of stroke prediction using ensemble classifiers. 

B. Stroke Prediction Model by using Ensemble Classifiers 

Govindarajan et al. [35] used homogenous ensemble 
classifiers and conventional machine learning algorithms to 
create their prediction model, including artificial neural 
networks, Support Vector Machines, boosting, bagging, and 
random forests. Their work has been done on 507 stroke 
patients. They evaluated their work using accuracy, precision, 
recall, sensitivity, specificity, and standard deviation. The 
neural network classifier has achieved the highest accuracy of 
95.3. 

Rado et al. [36] built an ensemble model using the 
homogeneous ensemble method Random Forest (Bagging), 
Adaptive Boosting, and the heterogeneous ensemble method 
Stacking and compared their results. They evaluated the 
model’s performance by using accuracy, Mean Squared Error 

(MSE), precision, and F-measure and compared it with 
standalone classifiers. Their results show that the ensemble 
classifiers have attained better accuracy than standalone 
classifiers. With an accuracy of 87.58%, the stacking classifier 
is the most accurate. 

III. PROPOSED MODEL 

The proposed ensemble model for predicting whether an 
individual will have a brain stroke or not is based on many risk 
factors such as age, gender, heart disease, marital condition, 
and other factors. The model uses multiple algorithms as 
shown in Fig. 1. The dataset called Stroke Prediction Dataset 
has been used [37]. The dataset was firstly loaded, and then 
data preprocessing techniques were applied such as Simple 
Imputer for handling null values, Label Encoder for converting 
categorical values into numerical values, standardization 
technique for making data on the same scale, and SMOTE 
technique for making data more effective to build the model. 
Following that, machine learning algorithms such as K nearest 
neighbors, Gaussian naive Bayes, Logistic Regression, Support 
Vector Machine, and Random Forest were used after tuning 
them by using the hyperparameter tuning concept to find the 
best hyperparameters for each algorithm. These algorithms are 
the base learners in level one for building the stacking model. 
The Random Forest was then employed as a meta-learner in 
level two of the stacking model, which generate the final 
prediction by using the predictions from the base learners in 
level one as input. Finally, the proposed prediction model was 
evaluated by measuring the accuracy, precision, recall, F1 
score, and MCC (Matthews Correlation Coefficient) for 
realistic evaluation. 

 
Fig. 1. Stroke prediction model. 
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A. Stroke Dataset 

The prediction model was built by using a stroke prediction 
dataset from Kaggle that has been presented in Fig. 2. This 
dataset consists of 5110 rows and 12 columns. The features 
include ID, gender, age, hypertension, heart disease, ever 
married, work type, residence type, avg. glucose level, BMI, 
and smoking status as shown in Table I. The target column is 
stroke. The identifier column was deleted during the 
experiment because it does not give any information, it is just 
the number of the patient. 

B. Data Preprocessing 

1) Handling missing values: There is an important step 

before building the predictive model, data preprocessing 

should be done in which any noise removed, duplication, or 

incomplete information and handle any missing data. These 

issues may lead the model to produce incorrect results or 

affect the overall model quality. In this stroke dataset, there 

are no duplicated rows. But there are 201 missing values in the 

BMI column as shown in Fig. 3. Those missing values were 

filled by using the data column's mean. 

2) Converting categorical values into numerical values: 

The next step was to convert categorical values into numerical 

ones. The dataset consists of five features with type strings; 

namely gender, ever married, work type, residence type, and 

smoking status. The label encoding technique has been 

employed to convert those features into numerical values. 

3) Data scaling: After that, the Standardization technique 

was used to make the data values in the same range because 

the input data values fall in different scales. The Standard 

Scalar function was applied which makes the data values 

between zero and one, and it is also working with the standard 

deviation and the data point mean. 

4) Handling imbalanced dataset: Class imbalance of 

datasets is a communal problem in machine learning. 

Imbalance data can affect the accuracy of machine learning 

models negatively. This problem occurs when the target class 

has observations not equal in distribution. That is, there is a 

high number of instances for a one-class label but an 

exceptionally small number of observations for the other class 

exists. In the dataset, the target class of stroke is imbalanced 

because class "0" which is the number of occurrences of 

patients who do not have a stroke exceeds class "1" which is 

the number of patients who have a stroke. As shown in Fig. 4, 

the total number of instances for classes "0" and "1" is 4861 

(about 4.9%) and 249 (about 95.1%), respectively. 

To manage this issue, Synthetic Minority Oversampling 
Technique (SMOTE) which is an oversampling technique is 
applied. Oversampling requires increasing the number of 
instances in the minority class by duplicating the records of the 
minority class to make the instances in the minority class equal 
to the instances in the minority class. SMOTE technique is a 
modified version of oversampling in which it is not just 
duplicating the records in the minority class because it will not 
add any latest information, it uses the concept of k nearest 
neighbor to randomly select the neighbor instances and create a 
synthetic instance. It easily works by selecting examples that 
are close to the feature space, drawing a line between the 
examples in the feature space, and drawing a new sample at a 
point along that line. After applying it, the dataset became 
balanced with the number of instances of 0 equals 1 in the 
target class as shown in Fig. 5. 

TABLE I. DATASET ATTRIBUTES AND THEIR DESCRIPTION 

Attribute 

Number 

Attribute 

Name 
Description 

1 id A unique identifier number for the patient 

2 gender Refers to the gender of the patient 

3 age The age of the patient 

4 hypertension 
refers to if the patient suffering from 

hypertension or not 

5 heart_disease 
refers to whether the patient is suffering from 

any heart disease or not 

6 ever_married refers to if the patient is married or not 

7 work_type refers to the different types of work 

8 Residence_type refers to the type of the patient’s residence 

9 
avg_glucose_le

vel 
refers to the level of blood sugar 

10 bmi refers to the body mass index of the patient 

11 smoking_status refers to the patient’s smoking status 

12 stroke refers to if the patient had a stroke or not 

 

 
Fig. 2. Stroke prediction dataset. 
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Fig. 3. Total number of missing values in each column. 

 
Fig. 4. Stroke proportion before SMOTE. 

 
Fig. 5. Stroke proportion after SMOTE. 

C. Hyperparameter Tuning 

Hyperparameter tuning is the process of finding the optimal 
hyperparameters for the classifier. It tests several combinations 
of the parameter values and finds the optimal values that 
maximize the accuracy of the prediction model. In that work, 
the grid search technique was used to find the best parameters 
for using classifiers as presented in Table II. 

D. Building Stacking Model 

1) Base classifiers for the stacking model: After the step 

of data preprocessing and hyperparameter tuning, the stacking 

model was started to build for stroke prediction. The first step 

is to train multiple heterogeneous algorithms on the dataset, 

this step is called stacking level one. The second step is to 

build a meta-model that helps in combining the base learners’ 

predictions with the final prediction. Five popular machine 

learning classification algorithms were trained on the dataset 

at level one, which was as follows: 

 K-nearest neighbors 

 Random Forest 

 Gaussian Naïve Bayes 

 Logistic Regression 

 Support Vector Machine 

a) K nearest neighbors: K-nearest neighbors are the 

most commonly used algorithm for both classification and 

regression problems in machine learning. It is also known as 

KNN or K-NN. The basic idea of KNN is to group data points 

falling in near to each other in the same class. It classifies the 

new data point based on a similarity measure. It uses 

Euclidean distance to determine the nearest neighbor class to a 

data point that needs to be classified. 

b) Random Forest: Random Forest is the most 

commonly used algorithm for classification and regression 

problems in machine learning based on Bagging ensemble 

learning. In ensemble learning, it combines the results of the 

prediction of multiple base classifiers to build one robustness 

model with higher performance. A random forest consists of 

several decision trees that were trained individually on a 

random data sample and subset features. Decision trees 

produce several results, and these results are combined using 

the majority voting in the case of the classification problem 

and the mean average in the case of the regression problem to 

produce the final result. The greater number of trees in the 

random forest leads to the highest prediction performance. 

This algorithm prevents the issue of overfitting and enhances 

the model’s accuracy. 

c) Gaussian Naïve Bayes: This classification algorithm 

employs the Bayes theorem. It assumes that all the input 

features or attributes are independent of each other. Bayes’ 

theorem finds the probability of an occurrence of an event 

given the probability of another event that has already 

occurred before. 

 ( | )  
 ( | ) ( )

 ( )
 

TABLE II. HYPERPARAMETER TUNING FOR BASE CLASSIFIERS 

 
Best Parameter values with 

grid search cv 

Best score by selecting 

the best parameters 

K-Nearest 

neighbors 

neighbors=1 

weights='uniform' 
0.947 

Random Forest 

n_estimators= 2000 

max_depth= 50 

criterion=entropy 

bootstrap= False 

random_state=1 

0.966 

Gaussian Naïve 

Bayes 
var_smoothing= 0.0533 0.776 

Logistic 

Regression 

C=0.00294 

max_iter=100 

penalty=L1 

solver=saga 

 

0.792 

Support Vector 

Machine 

C=1000 

Kernel=rbf 

Degree=1 

0.928 
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d) Logistic Regression: Logistic regression is an 

effective algorithm for binary classification problems. It uses 

some independent features to predict a categorical or discrete 

dependent variable, such as 0 or 1, male or female, yes or no, 

and so on. It uses the Sigmoid function that gives the 

probability values between 0 and 1 instead of giving the 

output values 0 and 1 by mapping the predicted values to 

probabilities. 

e) Support Vector Machine: The main concept of SVM 

is to create the best fit line or decision boundary that can split 

the classes, so it can easily classify the new data point in the 

correct class in the future. The best fit line or decision 

boundary is called a hyperplane. 

2) Stacking meta learner: Stacking is one of the most 

efficient machine-learning techniques. It is a widely used 

ensemble technique because it improves the model 

performance and solves complex problems. It is used to 

combine the predictions from multiple models by using a 

meta-model. In stacking, the dataset is divided into two sets, 

the first one is the training set and the second one is the test 

set. This training set is divided into a training set that is 

trained by heterogeneous base learners to create the first-level 

models and a validation set that is used by the models to make 

the predictions of level one, which are used as new features 

for the second-level meta-learner. This meta-learner is trained 

on this new training data, which consists of the first-level 

predictions, and uses the test set to make the final prediction. 

The major point is to construct a meta-model that is trained 

with the first-level outcomes. This step helps in providing an 

accurate final prediction. Fig. 6 shows the sequence of the 

stacking model. The base model classifiers were K-nearest 

neighbor, Random Forest, Gaussian Naive Bayes, Logistic 

Regression, and Support Vector Machine. In the second level, 

the Random Forest has been chosen to be the meta learner 

which has been trained on the outputs of the base learners, as 

it is the most suitable algorithm for providing an accurate 

result. It has the best accuracy of 96% compared to other 

stand-alone classifiers. 
3) K-Fold Cross-Validation: While building the model, the 

k-fold cross-validation is conducted to divide the dataset into K 

collections with equal sizes, Where K represents an integer 

number. Those collections are called folds. Making iterations 

equal to the number of folds. At each iteration: 

 Take k-1 folds for training and k-fold for validating.  

 Changing the folds of training and validating. 

 Calculate the accuracy of each iteration. 

 Take the average of all accuracies.  

It usually gives more accurate results for the model as it 
trains the model multiple times by changing the training and 
testing data slot at each iteration. Fig. 7 is an example of cross-
validation with five folds. 

 
Fig. 6. Sequence of stacking model. 

 
Fig. 7. Example of cross-validation with k=5. 

E. Final Prediction 

 The Random Forest classifier has been used in the second 
level of the stacking model, which is a meta-learner that 
combines the results of the first level. This learner trained on 
those results and provided the final prediction result. 

F. Model Evaluation 

The prediction model was evaluated by using various 
evaluation metrics such as accuracy, precision, recall, f1-score, 
and MCC (Matthews Correlation Coefficient). This paper 
considered the MCC value for the classifiers because it is an 
effective measure for binary classification and unbalanced 
datasets, as in the used stroke dataset. It calculates the 
correlation between the actual and the predicted values. If that 
correlation value is higher, that means that the prediction is 
better. It considered all the confusion matrix values. When the 
value of MCC is close to one then it means that the model well 
predicted the actual and the predicted values. 

Accuracy = TP/TP+TN+FB+FN 

Precision = TP/TP+FP 
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Recall = TP/TP+FN 

F1-score = 2(recall*precision)/(recall+precision) 

    
           

√(     )(     )(     )(     )
 

True Positive (TP) Predicted Positive and they are Positive 

True Negative (TN) Predicted Negative and they are 
Negative 

False Positive (FP) Predicted Positive but they are Negative 

False Negative (FN) Predicted Negative but they are 
Positive 

Positive here means that patient has a stroke (1) and 
negative means that the patient does not have a stroke (0). 

IV. RESULTS 

 After building the prediction model, the classification 
algorithms were compared with the accuracy, precision, recall, 
f1 score, and MCC measures as shown in Table III and Fig. 8: 

 All features were used. 

 SMOTE was applied to balance the data. 

 Standard scalar was applied to make the data values on 
the same scale. 

 Cross-validation was used to build the prediction model 
with cv=10. 

 Hyperparameter Tuning was applied to the base 
classifiers to choose the optimal parameters for each 
classifier as shown in Table II. 

 Hyperparameter Tuning is the process of choosing the 
best parameters for the classifier to increase the 
classifier's performance. 

 Built the stacking model with KNN, RF, NB, LR, and 
SVC in level one and RF as meta learner in level two. 

 Model evaluation was done by using accuracy, 
precision, recall, f1 score, and MCC measures. 

TABLE III. COMPARISON BETWEEN THE ALGORITHMS WITH 

HYPERPARAMETER TUNING 

 Accuracy Precision Recall F1 Score MCC 

KNN 0.95 0.91 0.99 0.95 0.89 

Random 

Forest 
0.96 0.99 0.97 0.96 0.92 

Naïve Bayes 0.78 0.79 0.83 0.78 0.55 

Logistic 

Regression 
0.79 0.79 0.85 0.80 0.58 

SVC 0.93 0.94 0.98 0.94 0.87 

Stacking 0.97 0.99 0.97 0.97 0.94 

 
Fig. 8. Comparison between the base classifiers and the stacking model. 

Accuracy for each algorithm 

 

Precision for each algorithm 

 
Recall for each algorithm 

 
 

F1_Score for each algorithm 

 
 

MCC for each algorithm 
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 From III, the stacking algorithm has achieved the highest 
accuracy compared with the other standalone classifiers as it 
achieved the highest accuracy about 97%, and this result shows 
the efficiency of the ensemble methods. It also achieved the 
highest MCC value of 94% which means that the stacking 
model provides an accurate prediction as it well predicts the 
actual and the predicted values. 

Table IV shows the difference between using SMOTE 
technique to balance the data and without it in comparison with 
the model accuracy. 

 
Fig. 9. Stacking confusion matrix. 

TABLE IV. ALGORITHMS ACCURACY BETWEEN USING SMOTE AND 

WITHOUT USING SMOTE 

 Accuracy without 

SMOTE 

Accuracy with 

SMOTE 

K-NN 0.91 0.95 

Random Forest 0.95 0.96 

Gaussian Naïve Bayes 0.87 0.78 

Logistic Regression 0.95 0.79 

Support Vector 

Machine 
0.95 0.94 

Stacking 0.95 0.97 

V. DISCUSSION 

Over an effort to enhance a brain stroke prediction model a 
combination of classification algorithms and the stacking 
ensemble classifier was used to create the prediction model. 
The outcomes of this research supported the advantages of 
employing the ensemble method when establishing predictive 
models. 

The prediction model procedures have included the 
following steps: data preprocessing, in which dataset issues are 
addressed using various techniques such as column's average 
for filling in missing values, Label Encoder to convert 
categorical features into numerical features, Data Scaling to 
align the data values, and Smote technique to balance this 
medical dataset. Then, to improve the accuracy of each 
classifier, hyperparameter tuning was used to determine the 
most appropriate hyperparameter. The stacking model's level 
one consists of the Random Forest, K-Nearest Neighbors, 
Logistic Regression, Support Vector Machine, and Naive 
Bayes while level two is mainly composed of the Random 
Forest classifier, which serves as a meta-learner by combining 
the level one prediction results to generate the final prediction. 

Comparing the proposed stacking prediction model with 
other standalone classifiers, it demonstrated higher 
classification performance as shown in Table III and Fig. 9. It 
obtained the best accuracy result of approximately 97%, 
demonstrating the efficiency of the ensemble methods. As 
well, it achieved the maximum MCC value of 94%. 

VI. CONCLUSION AND FUTURE WORK 

This paper intended to demonstrate a stacking ensemble 
classifier-based prediction of brain stroke disease. Traditional 
classifiers served as the stacking model's base models. To 
enhance the final prediction result, the output of those 
classifiers was combined using the stacking meta-learner. 

According to the experimental findings, using a stacking 
ensemble classifier can significantly increase prediction 
accuracy as it achieved about 97% and give the highest MCC 
measure of about 94%, which ensures that the prediction is 
correct. It also demonstrated that the MCC value is more 
trustworthy than the conventional measures in the evaluation of 
the two-class confusion matrix. Using some risk factors, this 
model aids in accurately predicting whether someone will 
suffer a brain stroke or not. The future scope of this study will 
include using other combinations of the base model classifiers 
in the stacking model. As well, it may extend to utilizing other 
effective attributes for building the prediction model or 
employing deep learning algorithms. 
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Abstract—Women's cancers, signified by breast 

adenocarcinoma and non-small-cell lung cancers, are a 

significant threat to women's health. Across the globe, the 

leading cause of death for women is a group of tumors referred 

to as "female-oriented cancers". The most recent researches in 

the classification of molecular tumors is the analysis of women's 

cancers using RNA-Seq data for precision cancer diagnoses. 

Furthermore, discovering the different genes’ patterns behaviors 

will lead to predict the cancer-specific biomarkers to early 

diagnosis and detection of cancer-specific in women. An overfit 

model will be resulted due to the high-dimensional data of RNA-

Seq from a small samples of data. In this work, we propose a 

filter-based selection approach for a deep learning-based 

classification model. In addition, hybrid classification models 

have been proposed to be compared with the new modified deep 

learning model. The Experiments’ analysis showed that the 

proposed filter-based selection approach for a deep learning-

based classification model performed better than the other 

hybrid models in terms of performance evaluation metrics, with 

an accuracy of 96.7% for RNA-Seq breast adenocarcinoma data 

and 95.5% for RNA-Seq non-small-cell lung cancer data. 

Keywords—Women's cancers; RNA-Seq; deep learning; 

molecular tumor; hybrid classification models 

I. INTRODUCTION 

Today, cancer is the number two mortality globally and the 
number one mortality in both developed and developing 
nations. Twenty million new cases of cancer are diagnosed 
each year, and ten million people die from it. Women account 
for nine million of these cases and 4.4 million deaths globally 
each year [1]. According to the World Health Organization, 
breast cancer will be the most prevalent and deadly cancer in 
women in 2020, accounting for more than two million new 
cases and 684,996 deaths annually. Lung cancer is the third 
most frequent type of cancer in women overall, with roughly 
607, 465 deaths and 770, 828 cases every year [1]. 

Determining the presence of cancer, making a primary 
diagnosis, and identifying new, more effective treatment 
options could all aid in reducing mortality and morbidity rates. 
Genetics, individual lifestyle, body shape, age, menopause 
status, family history, smoking, and history of exposure to 
carcinogens or viruses, hormone therapy, chemicals, and other 
airborne particles are all associated with the occurrence and 
frequency of women's cancers [2]. One of the most crucial 
methods to investigate genetic correlations in medical 

investigations is transcriptomics by next-generation RNA 
sequencing (RNA-seq). Large data sets generated by NGS 
technologies offer a thorough perspective of the human 
genome [3]. Numerous molecular structures are adopted by 
nucleic acids, and these designs are crucial for the storage, 
processing, and transmission of genetic information [4]. DNA 
molecules are translated to mRNA for the synthesis of proteins. 
Proteins are the primary factors in the most fundamental 
cellular processes. The process via which a fragment of DNA 
is read and then transformed into an addiction to a protein has 
excessive awareness in several therapeutic analyses in addition 
to biological ones [5]. The significant aim of cancer disease 
research is to recognize the genes that cause normal cells to 
mutate into cancer [6]. 

Researchers now have access to an unprecedented amount 
of tumor genomic and transcriptome data thanks to 
developments in next-generation sequencing methods. A 
molecule that is reliably tested and assessed as a marker of 
healthy biological processes, harmful biological processes, or 
pharmacologic reactions to therapeutic intervention is referred 
to as a biomarker [7]. Next-generation sequencing (NGS) 
technologies are used by RNA-Seq. As a crucial tool, RNA 
sequencing has been used in many aspects of cancer research 
and therapy, including the identification of biomarkers and the 
characterization of cancer heterogeneity and evolution, drug 
resistance, the cancer immune microenvironment, and 
immunotherapy, among others [8]. 

It is critical to develop biomarkers for disease progression 
and potential therapy response, as this will enable personalized 
care, enhance clinical outcomes, and accomplish the objective 
of precision oncology [9]. This kind of technology is gathering 
data from cells and tissues about variations in gene expression 
[10]. Depending on whether targeted-exome or whole-exome 
sequencing is utilized, the potential of RNA sequencing resides 
in the ability to combine the twin characteristics of discovery 
and quantification in a single high-throughput sequencing, 
allowing for the simultaneous investigation of thousands of 
genes [11]. Finding the set of genes that are associated with 
and highly expressed in many types of tumor cells is one of the 
difficult issues in the field of cancer classification [12]. 
Massive gene data sets with few samples are frequently used to 
represent gene expression data [13]. The large number of 
ambiguous and redundant features in gene data has been 
highlighted as adding to the classifiers' complexity challenges. 
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There are two significant problems with the RNA-Seq gene 
expression datasets [13]. Due to the high dimensionality of the 
RNA-Seq datasets, the datasets are extremely complicated and 
noisy [14]. In these datasets, only a small number of samples 
were gathered, even though each sample measures the levels of 
expression of countless thousands of genes [14]. As a result, 
the learning model will be overfit due to the dimensionality 
problem and the problems with such a large dataset. Using 
gene expression analysis, researchers may categorise 
malignancies, forecast clinical outcomes, and identify 
biomarkers connected to the disease. The current main hurdle 
in the cancer diagnosis problem is thought to be the 
differentiation of normal from malignant tissues, as well as the 
selection of the few informative genes [15]. 

In this work proposed RNA-Seq gene expression 
classification models that are optimised for deep learning and 
combined with PDA, SVMRadial, GaussprPoly, NB, RF, NN, 
and the Glmboost Method. The NCBI GEO accessions 
GSE19804 and GSE70947 were used to download the RNA-
Seq gene expression profiles. And extensive packages that 
make RNA-Seq analysis possible when using Bioconductor 
and R programming. It has five modules: feature mapper, 
preprocessing gene expression, dimension transformer, feature 
selector, deep learning approach, machine predictors with 
hyper-parameters, and prediction biomarkers with performance 
evaluation including accuracy, sensitivity, specificity, 
precision, the F1 score, and the area under the curve (AUC) 
score. 

The contribution of this work can be summarized as 
follows: 

 Using supervised learning and a deep learning 
algorithm known as a feedforward neural network with 
hyper-parameters for model optimization, 

 For the selection approach, we introduce filter-based 
selection for dimensionality reduction methods for 
selection informative genes by applying the FCBF 
algorithm. 

 To determine the dependencies of genes and identify the 
optimal subset of genes, the enhanced gene selector and 
feed-forward neural network classifier combined the 
statistical results of pertinent genes using the 
symmetrical uncertainty (SU) assessment. 

  We adopted further classification. A model that 
achieves robust classification with little CPU 
consumption while maintaining accuracy under test 
conditions is based on hybrid learning models with 
feedforward neural networks. 

The rest of this paper is organized as follows. Section II 
discussed some of related works, Section III discussed the 
materials and methods used in this work, and Section IV 
illustrates the proposed approach, while Section V discusses 
our results. Finally, Section VI provides conclusion. 

II. RELATED WORK 

Different related works have been proposed in the era of 
detection and the diagnosis of human cancer, and in this 

section reviews the most recent studies on the use of deep 
learning and machine learning in the field of malignant tumor 
gene expression data. Studies on biomarker gene 
documentation will also be tested. Researchers will be able to 
evaluate and appraise their suggested analytical methodologies 
using data on cancer gene expression from the resources they 
have identified. 

Zhang et al. [16], proposed a SVM classifiers based on 
various features selection to forecast lymphatic metastasis in a 
range of malignancies. Such classifiers were applied to identify 
differentially expressed signatures in lymph node metastatic 
and non-metastatic cancer groups. These SVM classifiers were 
found to be successful, with an overall accuracy of 81.25% on 
various profiles with light biomarker sets (seven biomarkers on 
average). They also contrasted these SVM classifiers with two 
other benchmark classifiers based on comparable profiles 
(Random Forest, KNN, and K-Nearest Neighbor, RF). 

Han et al. [17], argue that Rao's score statistic is 
arithmetically appropriate to associate several mechanisms 
through a typical set of weight factors to yield a biased 
universal indicator. Next, the weightiness slash statistics 
measure the purposeful influences of various alteration 
categories on the target population. Finding cancer-associated 
genes with mutations that cause the cancer phenotype during 
cancer genome sequencing is a significant issue for this paper. 

Simsek et al. [18], proposed the machine learning 
classification model for the classification of leukemia subtypes 
using the gene expression data set from 72 patient records and 
7129 gene regions. In the research, machine learning 
classification techniques such as support vector machines 
(SVM), linear discriminant analysis (LD), ensemble classifiers 
(EC), and K-nearest neighbor (KNN) were used. It is evident 
from experience that the SVM model outperforms the other 
algorithms despite the fact that the collective test data and 
collective training data were shared and combined to create a 
fresh training dataset. Results show that these machine learning 
models can be helpful in determining the leukemia subtype. 

Das et al.'s [19], grouping and classification approach by 
gene-gene similarity matrix is permeated by the suggested 
study. The feature selection strategy in this attempt is SVM-
RFE. Based on the gene-gene similarity matrix, specific traits 
are further clustered into several groupings. These pairwise 
correlation-based clusters use reduction into a smaller set of 
features for further processing by the neural network, which is 
required to categorise the various types of cancer. 

Yin et al. [20], The CNN-Cox model, which combines a 
unique CNN framework with prognosis-related feature 
selection cascaded Wx and has the advantage of fewer 
computing requests while using light training parameters, has 
been established as a short and effective survival analysis 
model. The Cancer Genome Atlas cohort's seven cancer type 
datasets, including those for head and neck squamous cell 
carcinoma, bladder carcinoma, brain low-grade glioma, kidney 
renal cell carcinoma, skin cutaneous melanoma, lung squamous 
cell carcinoma, and lung adenocarcinoma (LUAD), show that 
the CNN-Cox model achieved reliable higher C-index values 
and better survival prediction performance. They demonstrated 
the use of protein-protein interaction network analysis to 
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identify potential prognostic genes and further investigated the 
biological roles of 13 core genes, whose high expression is 
significantly associated with poor survival in LUAD patients. 

Houssein et al. [21], proposed an algorithm to choose the 
most relevant and instructive genes from cancer microarray 
datasets. The first goal of this study is to select the most 
predictive genes, and the second goal is to extract the most 
accurate gene expression datasets with the least amount of 
difficulty. The most informative genes are chosen from a tiny, 
filtered dataset that is collected from the IG feature subset 
evaluator after filtering out irrelevant and noisy genes and 
getting their relationships from the datasets using the BMO 
method with the SVM classifier. To calculate this suggested 
model's efficiency, four benchmark microarray datasets—
namely, Leukemia1, Leukemia2, Lymphoma, and SRBCT—
were used. 

Vaiyapuri et al. [22], proposed a new Red Fox optimizer 
for deep learning-supported microarray gene expression 
classification (RFODL-MGEC).The current RFODL-MGEC 
model aims to improve classification performance by selecting 
appropriate features. The RFODL-MGEC model employs a 
novel feature selection technique based on the red fox 
optimizer (RFO) with the goal of creating an ideal subset of 
characteristics. A bidirectional cascaded deep neural network 
(BCDNN) created for data classification is also part of the 
RFODL-MGEC model. 

Shen et al. [23], report that DCGN, a deep learning method, 
has been proposed for cancer multi-classification tasks; this 
model is recommended since it can handle high-dimensional 
sparse gene expression data better than previous models that 
have been put out. The DCGN performs well on all five of the 
examined datasets when it comes to classification evaluation 
factors like accuracy and precision, especially on the BLCA-
TCGA and BLCA-CIT datasets. 

Rezaee et al. [24], proposed a hybrid method that assigns 
rank to the five key genes in the microarray data based on soft 
ensemble and stacking auto-encoders. The least number of 
genes needed for final classification was found by combining 
the three soft wrapper techniques with classification using the 
k-NN algorithm. 

At the conclusion of this section, In this work, we are 
interested in diseases that affect women, and therefore we 
strive to provide the latest technologies that help in the early 
detection of these diseases in order to speed up the treatment 
process and help doctors take accurate measurements and 
develop medicines suitable for each disease as Targeted 
therapies are determined according to the biomarkers for 

women's carcinoma that were discovered through powerful 
learning models suitable to deal with high-dimension RNA-Seq 
gene expression with hyper-parameters to optimizing the 
model, so this model in our study gave the best results with 
performance evaluation of classification models on test 
datasets for women's cancer. 

III. MATERIALS AND METHODS BACKGROUND 

A. Women's Cancers RNA-Seq Gene Expression Datasets 

Biotechnology National Center Information is a key 
resource for multi-omics research, including genetic data, and 
it facilitates the advancement of science and health by making 
biomedical and genomic information accessible. For example, 
genome, transcriptome, epigenetic, and proteome information 
are applied to methodology issues in bioinformatics. Fresh 
genetic structures (i.e., RNA, DNA, ChIP sequence, whole 
exome sequencing, protein chips, and amino acid structures) 
are among the most abundant public raw data in omics and are 
easily accessible via the following group sequencing tools. The 
RNA-Seq gene expression profiles used in our investigation 
were downloaded from the Gene Expression Omnibus (GEO) 
database, a free public database that included various genes 
(https://www.ncbi.nlm.nih.gov/geo/). Under the accession 
numbers GSE19804 and GSE70947, the dataset was 
downloaded. The explanation for each kind of tumor is given 
in Table I. 

B. Methods and Materials 

In this section, we examine the various methodologies used 
for the proposed model. 

1) Feature mapping: For each row in the gene expression 

dataset, feature mapping translates the Entrez Gene id to the 

gene symbol and gene name before using the merging 

procedure to connect those annotations [25]. 

2) Preprocessing: Combinations of normalization-

transformation and the imputation method. Normalization is a 

crucial step in the interpretation of RNA-Seq data since 

normalization- transformation combinations are regulated by 

preprocessing. To enable samples to be evaluated on the same 

scale, systematic deviations must be identified and corrected 

[26]. These systematic changes may result from both within-

sample variations such as gene length and sequence 

composition as well as between-sample variations such as 

library size (sequencing depth) and the presence of majority 

fragments. Additionally, for data compatibility, 

transformations are used. In order to handle missing values in 

gene expression, imputation is utilized. 

TABLE I. WOMEN'S CANCERS RNA-SEQ GENE EXPRESSION DATASETS 

Accession 

number 
Dataset name 

Number of 

features (genes) 

Number of 

samples 
Summary 

GSE19804 

non-small-

cell 

lung cancer 

(NSCLC) 

54,675 features 120 samples 

Even though smoking is the main risk factor for lung cancer, in Taiwan, just 7% of 

female lung cancer patients had ever smoked, a significantly lower percentage than 

among Caucasian females. This study provides a thorough examination of the 

molecular profile of female lung cancer in Taiwan that is not caused by smoking. 

GSE70947 
breast 

adenocarcino

ma 

62,976 features 296 samples 

Through accelerating angiogenesis and tissue remodeling in the tumor 

microenvironment, chronic inflammation aids in the growth and invasion of breast 

tumors. The intricate interaction between estrogen, which promotes the growth of 70% 

of breast cancers, and inflammation. 
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3) The dimension transformer. After the RNA-Seq reads 

have been mapped to a reference genome or transcriptome, the 

number of reads mapped to the reference genome can be 

tallied to determine the abundance of the transcripts. For the 

approaches to be used, it is crucial that the count values be 

raw sequencing read counts [27]. 

4) Feature selector: The high dimensionality of the 

dataset is one of the main issues with machine learning [24]. 

The weighting features reduce processing time and redundant 

data, boosting algorithm performance because the analysis of 

several features uses a lot of memory and results in overfitting 

[20]. The method of eliminating all unnecessary and irrelevant 

genes while also identifying the most informative genes [28]. 

Finding the group of genes that are associated and highly 

expressed in many types of tumor cells is one of the other 

difficult issues in the field of cancer categorization [29]. Gene 

expression data is frequently characterized by an enormous 

amount of gene data and a small number of samples. It has 

become clear that the abundance of confusing and duplicated 

features restricted in the gene data adds to the classifiers' 

difficulty. To improve the accuracy of predictive models, this 

research proposed FCBF filter-based dimensionality reduction 

approach as a selection method. Gene prioritization, often 

known as the finding of biomarkers, is another name for the 

feature selection method. 

5) Supervised methods: The cross-validation concept: A 

method for minimizing bias in the estimation of prediction 

accuracy is cross-validation [6]. When a classification system 

is over fitted to a certain dataset, bias might result because the 

algorithm learns the classification "by heart" but struggles to 

generalize it to new, untested samples. In a nutshell, the 

dataset is deterministically divided into a number of training 

and test sets for cross-validation [18]. Each training set is used 

to build the model, which is then tested on the test set. Over 

these fits, the accuracy metrics are averaged. N fits are used in 

leave-one-out cross-validation, with N training sets of size N-

1 and N test sets of size 1. As a result, we employed 10-fold 

cross-validation to define training control in this study's two 

data sets, splitting the data randomly into a test set (30% of the 

dataset) and a train set (70% of the dataset). 

a) Learning models: Classification and regression are 

two examples of supervised learning tasks that attempt to 

anticipate the intended output based on the input data [30]. For 

instance, a classification algorithm trained on a dataset of 

correctly classified genes using supervised learning will learn 

to recognize diseases. In this study, supervised machine 

learning algorithms with tuning parameters for the gene 

expression of women's tumors were incorporated in seven 

learning models to predict biomarkers. 

 Neural Network (NN). 

 Support Vector Machines with Radial Basis Function 
Kernel (SVMRadial). 

 Penalized Discriminant Analysis (PDA). 

 Naive Bayes (NB). 

 Random Forest (RF). 

 Gaussian Process with Polynomial Kernel 
(GaussprPoly). 

 Boosted Generalized Linear Model (Glmboost). 

b) Feedforward neural network algorithm (FNN): An 

input, multi-hidden, and output hierarchy shape is the 

Multilayer Perceptron Architecture's most noticeable feature at 

first glance (Fig. 1). If input data is provided, the output result 

is computed directly along the subsequent layers of a 

multilayer perceptron. This type of neural network operating 

process is referred to as feedforward [31]. A number is 

obtained as the current output of each neuron in the middle-

hidden layer by multiplying the vector-format output results 

from the previous layer by a weight vector plus a bias value in 

the current layer, then feeding the biased weighted sum into a 

nonlinear function (such as a sigmoid, hyperbolic tangent, or 

rectified linear unit (ReLU), etc.). The feature layer is a new 

numeric vector made up of enormous neuron outputs in the 

same hidden layer. 

 
Fig. 1. Multilayer perceptrons architecture. 
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Evaluation Metrics for Classification Models on test 
dataset: Several metrics are used to evaluate machine learning 
approaches. The optimal models are designated using these 
metrics [30]. To systematically determine the detection effect, 
the metrics are often used concurrently in our proposed 
approach as follows: 

 Accuracy: A test's accuracy is determined by how well 
it can distinguish between cancer and healthy instances. 
Accuracy = TP+TN/TP+TN+FP+FN. 

 Sensitivity: A test's sensitivity is how well it can 
identify cancer instances (true positive rate). Sensitivity 
= TP / TP + FN. 

 Specificity: A test's specificity is how well it can 
identify healthy instances (false positive rate). 
Specificity = TN / TN + FP. 

 Precision is the ratio of the number of true positive 
findings to the number of positive results the classifier 
anticipated. Precision equals TP / TP + FP. 

 The F1 score is a direct reflection of the model's 
performance and is used to evaluate test accuracy. The 
F1 score can vary from 0 to 1, and the objective is to 
reach as near to 1 as possible. 

 Receiver operating characteristic curve (ROC) / area 
under curve (AUC) score: The performance of the 
classification model at every threshold is shown 
graphically by the ROC curve. The entire region below 
the ROC curve in two dimensions is known as the 
AUC. Sensitivity and specificity, two crucial 
parameters, are produced by this curve. 

IV. PROPOSED APPROACH 

As shown in Fig 2, we employed the RNA-Seq features as 
the inputs for deep learning-based classification together with 
other well-known techniques such as PDA, SVMRadial, 
GaussprPoly, NB, RF, and glmboost to predict biomarkers for 
women's malignancies. 

A. Proposed Approach for Women's Cancers Classification 

1) Feature mapper module: By using an organism-level 

package (an "org" package) that employs a central gene 

identification (such as the Entrez Gene id) and provides 

mappings between this identifier and other types of identifiers, 

annotations can be provided in packages curated by 

Bioconductor (e.g., GenBank or Uniport accession number, 

etc.). The number of reads mapped to the reference genome 

can be tallied to determine the abundance of the transcripts 

once the RNASeq reads have been mapped to a reference 

genome or transcriptome. For the approaches to be used, it is 

crucial that the count values be raw sequencing read counts. 

2) A preprocessing module: The normalization-

transformation combinations are controlled by using 

transformations for data compatibility for two reasons: 

Making non-numeric features into numeric features. Since a 

string cannot be multiplied using a matrix, it must be 

converted to a representation that is practically numerical. 

Resizing inputs to a consistent size. For instance, feed-forward 

neural networks require input data to be a constant size since 

they have a certain number of input nodes. 

 
Fig. 2. The pipeline of RNA-Seq female cancer data-based machine learning and deep learning workflow development 
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NAs in this data collection are another problem. That's 
typical. I'll explain. Without showing log transformations, the 
expression data have a very wide range, with several outliers in 
the higher range. However, as log-transformation frequently 
produces data with negative infinity (-Inf) values or NAs, 
which are brought on by all the 0-values in the data since log2 
(0) == -Inf, this frequently creates a new issue. As a result, set 
their NAS value to zero. 

Methods used for normalization and transformation: deseq-
rlog available in MLSeq package in R programming: Deseq 
median ratio approach is used for normalization. The 
normalized data is transformed using a regularized logarithmic 
formula. 

z-Score Normalization (zero-mean Normalization) 

3) FCBF-PCA Feature selector module: subsequently 

applied PCA using the FCBF-reduced datasets. While feature 

selection shrinks the dataset by deleting useless 

characteristics, dimensionality reduction uses feature 

extraction to reshape and simplify the data. Use 

Bioconductor's FCBF (Fast Correlation Based Filter for 

Feature Selection) to filter highly correlated genes. A 

multivariate gene selection technique called a fast correlation-

based filter (FCBF) begins with a complete collection of 

characteristics (genes). It determines the optimum subset by 

calculating the dependencies of the genes using the 

symmetrical uncertainty (SU) measurement. An effective 

computer approach called FCBF is used to discriminate 

between redundant and irrelevant features. 

It assesses each property individually, finds the main 
correlations, and heuristically eliminates superfluous features. 
When there are no features, it stops due to an internal halting 
requirement. Implementing FCBF for GSE70947 and 
GSE19804 datasets seems like 0.1 as a threshold that is 
reasonable for this both two datasets. After running FCBF for 
GSE70947, we went from 62976 features to now a lean set of 
twenty-four features/genes. As can see, EZH2.1 has the 
strongest correlation to the target class with an SU value of 
0.41, and then comes COL10A1.1 with an SU value of 0.40, 
and so on. As demonstrated, Table II shows the best 
informative genes and FCBF for GSE19804, we went from 
54,675 features to now a lean set of seventy-nine 
features/genes. As can see, COL10A1 has the strongest 
correlation to the target class with an SU value of 0.72, and 
then comes PROM2 with an SU value of 0.68, and so on. As 
demonstrated, Table III shows the best informative genes 

Subsequently, run the FCBF algorithm using a heat map 
plot to illustrate the gene correlation of the 79 genes for 
GSE19804 gene expression: Observing the heat map in Fig. 3, 
we can see the genes are not either positively or negatively 
correlated with each other as they appear in a lighter color 
(blue = negative correlation, red = positive correlation). 
However, there are some that are quite correlated with each 
other. However, they are quite correlated with each other. For 
example, HBM, LOC101927069, and PITPNM2.1 are fairly 
correlated with each other, and H2AFV, KIAA0101, and 
COL11A1 are quite correlated as well. As shown in Fig. 4, 

gene correlation of the 24 genes for GSE70947 gene 
expression includes EZH2.1, COL10A1.1, and 
LOC100132724, as well as SDPR, 
LincRNA.chr2.120459730.120511405_R, and KCNA4.1. 

4) Deep learning for classification module: The H2O 

package serves as the foundation for the deep learning 

technique, and it uses multi-layer neural networks that have 

been trained using stochastic gradient descent search to 

forecast the results of diagnoses. To achieve the best 

classification outcomes for the neural network setup, H2O 

enables users to conduct hyper parameter grid searches on 

several deep learning models. Rectifier or Tanh are often the 

activation functions. 

A single hidden layer site (100 or 200 neurons), two 
discrete layer locations (10, 20 or 50 neurons each), three 
discrete layers with 30 neurons each, and four discrete layers 
with 25 neurons each are predefined for assortments. The feed-
in dropout ratio options are available in steps of 0.1 from 0 to 
0.9. 

Typically, there are zero or two total training samples per 
iteration, where 0 represents one epoch and 2 represents two. 
The H2O package chooses the automatic value with caution. 
The maximum number of epochs (iterations) to run the entire 
dataset is set at 500. Momentum starts out at a value of 0 or 
0.5. (Default zero, without hyper-parameter grid search.). 

TABLE II. LIST OF SOME OF THE BEST INFORMATIVE GENES FOR 

GSE70947 

gene symbol SU values 

EZH2.1 0.4083618 

COL10A1.1 0.4042125 

LOC100132724 0.3069758 

lincRNA.chr2 0.2469364 

MS4A1.1 0.1901143 

PTPN1.1 0.1774414 

COL1A1.1 0.1766899 

TNKS.1 0.1616661 

N4BP2L1 0.1605699 

BAX.7 0.1580289 

TABLE III. LIST OF SOME OF THE BEST INFORMATIVE GENES FOR 

GSE19804 

gene symbol SU values 

COL10A1 0.72990832 

PROM2 0.68648556 

SH3GL3.1 0.68648556 

GOLM1.1 0.68648556 

RTKN2 0.64935173 

CA4 0.58091266 

DPP6.2 0.54387741 

FLJ30901....SCUBE1 0.53771981 

HS6ST2.2 0.53771981 

CNTN6 0.53265203 
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Full image size  

 
Fig. 3. Heat map for GSE19804 gene expression. 

Full image size  

 
Fig. 4. Heat map for GSE70947 gene expression. 

The momentum quickens the iterations for a quicker 
concourse and dampens the oscillation to achieve the optimal 
spot. 0.5 Or 0.99 is the adaptive learning rate decay factor (). 
(Default 0.99, devoid of hyper-parameter grid search) while 
simultaneously doing quantile regression, the quantile rate 
(quantile alpha rate in H2O) is set between 0 and 1. Contrary to 
linear regression, which tests the answer variable's provisional 
mean, quantile regression tests the provisional quantile. 
Between 0 and 1 is set as the threshold between quadratic and 

linear loss (Huber alpha rate in H2O) (default 0.9). In order to 
make it easier to search on entire combinations of the hyper-
parameters, the "random discrete" technique is abandoned. 

The most extreme number of models for each run is set at 
100 as part of the automatic ML training. If the 
misclassification values do not increase by 0.01 after five 
iterations, the training phases come to an end. Score duty cycle, 
which refers to how frequently validation metrics are 

https://drive.google.com/file/d/1sfiX_CXKmK8XJKBKuGqwNSEJW9dFVRHk/view?usp=sharing
https://drive.google.com/file/d/1sfiX_CXKmK8XJKBKuGqwNSEJW9dFVRHk/view?usp=sharing
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computed, is set to 0.025 H2O, which means that no more than 
2.5% of the total training time will be spent to create the 
validation measurements. 

Following grid search, the final hyper-parameters for the 
DL model are listed as follows for the Women's Cancers RNA-
Seq dataset: "Rectifier" activation function, four hidden layers 
with 25 neurons each, insert dropout ratio zero, defaulting 
training samples each iteration per H2O (value of -2), epoch 
rate of 430.9, momentum beginning value zero, value of 0.99, 
quantile regression rate one, and a Huber -value of zero. 

Additionally, additional hyper-parameters with an L1 
regularization rate of 2.5e-5 and an L2 regularization rate of 
2.6e-5 are included. Along with the eleven existing machine 
learning algorithms that were previously used in H2O for 
classification, these new DL algorithms are PDA, SVMRadial, 
GaussprPoly, NB, RF, NN, and glmboost. Based on the data 
and the size of the sample, to prevent overfitting, N-fold cross-
validation with a default N of 10 is feasible. With training data 
that has been cross-validated 10 times. 

To obtain average metrics, we randomly repeated this 
process ten times. As module number six is illustrated in 
section VI, bar graphs are used to inform classification metrics 
such as accuracy, F1 score, area under the curve (AUC) score, 
precision, sensitivity (SEN), and specificity (SPEC). 

V. EXPERIMENT RESULTS AND EVALUATION METRICS 

WITH TEST DATASET 

The proposed architecture was developed using R studio 
with Bioconductor, with dependencies on the following 
packages: h2o, dplyr, tidyr, GEOquery, ggplot2, FCBF, 
pheatmap, devtools, ggbiplot, factoextra, ROCR, limma, psych, 
caret, foreach, DESeq2, MLSeq, affy, genefilter, hgu133a.db, 

AnnotationDbi, org, M3C, matrixTests, impute, and gbm The 
implementation was carried out on a computer server with a 
core CPU (Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50 GHz, 32 
GB RAM) and 64-bit operating system, but it may also work 
on less powerful machines. 

The results indicate that the feedforward neural network 
algorithm is statistically superior in the metric when compared 
to other algorithms, with an area under the curve score of 0.982 
for RNA-Seq breast adenocarcinoma data and 0.980 for RNA-
Seq NSCLC cancer data. Whole evaluation metrics are applied 
to test datasets, as discussed in Table IV. 

So, all evaluation metrics achieved higher rates in breast 
adenocarcinoma data than in NSCLC cancer data, as plotted in 
Fig 5. By utilizing a feedforward neural network, this 
suggested model can assist in the early detection and diagnosis 
of malignancies in women and, consequently, aid in the 
formulation of preliminary treatment methods to improve 
survival. Finally, NSCLC and breast adenocarcinoma cancer 
may be affected by the top ten possible hub-gene biomarker 
discoveries. 

Biomarkers of lung cancer identified by RNA-non-small-
cell sequencing as stated in table V, the top seven choices for 
differentially expressed genes were found to be shared by all 
methods. All algorithms found COL10A1 as a common factor, 
indicating that this gene may be important in NSCLC. 

As stated in Table V, the top seven choices for 
differentially expressed genes were found to be shared by all 
methods. All algorithms found COL10A1 as a common factor, 
indicating that this gene may be important in NSCLC. As 
stated in Table VI, the top four choices for differentially 
expressed genes were found to be shared by all methods. 

 
Fig. 5. Evaluation metrics for GSE70947. 
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TABLE IV. PERFORMANCE EVALUATION OF CLASSIFICATION MODELS ON TEST DATASET 

Women's cancers RNA-Seq gene expression Classification using Deep learning with a hybrid Model with Tuning Parameters for Non-Small-Cell Lung 

Cancer 

Test Datasets Algorithm Accuracy Sensitivity Specificity Precision F1 score 
AUC 

score 

GSE19804 

FNN 0.957 0.971 0.946 0.956 0.965 0.980 

NN 0.9201 0.9316 0.9094 0.9101 0.921 0.9650 

SVMRadial 0.883 0.653 0.927 0.8542 0.891 0.885 

PDA 0.8889 0.7778 1.0000 1.0000 0.875 0.8923 

NB 0.905 0.663 0.920 0.9284 0.907 0.910 

RF 0.892 0.568 0.946 0.8542 0.891 0.877 

GaussprPoly 0.878 0.560 0.939 0.8441 0.882 0.881 

Glmboost 0.906 0.600 0.945 0.9286 0.907 0.911 

Women's cancers RNA-Seq gene expression Classification using Deep learning with a hybrid Model with Tuning Parameters for Breast Adenocarcinoma Cancer 

GSE70947 

FNN 0.9659 0.9772 0.9545 0.9555 0.9662 0.982 

NN 0.9432 0.9091 0.9773 0.9756 0.9412 0.971 

SVMRadial 0.9205 0.9318 0.9091 0.9111 0.9213 0.964 

PDA 0.9318 0.8864 0.9773 0.9750 0.9286 0.957 

NB 0.8864 0.8409 0.9318 0.9250 0.8810 0.975 

RF 0.9205 0.9318 0.9091 0.9111 0.9213 0.957 

GaussprPoly 0.9545 0.9318 0.9773 0.9762 0.9535 0.969 

Glmboost 0.9318 0.8864 0.9773 0.9750 0.9286 0.968 

TABLE V. THE BIOMARKERS FOR NON-SMALL-CELL LUNG CANCER RNA-SEQ 

SYMBOL GENE name 

COL10A1 Collagen Type X Alpha 1 Chain 

SH3GL3.1 SH3 Domain Containing GRB2 Like 3, Endophilin A3 

GOLM1.1 golgi membrane protein 1 

RTKN2 rhotekin 2 

EFNA4 ephrin A4 

FUT2 fucosyltransferase 2 

CLIC5.4 chloride intracellular channel 5 

TABLE VI. THE BIOMARKERS FOR BREAST ADENOCARCINOMA RNA-SEQ 

SYMBOL GENE name 

EZH2.1 enhancer of zeste 2 polycomb repressive complex 2 subunit 

COL10A1.1 collagen type X alpha 1 chain 

COL1A1.1 collagen type I alpha 1 chain 

CDH1.4 cadherin 1 
 

VI. CONCLUSION 

Women's cancers are a group of illnesses exhibiting 
abnormal cell proliferation that have the potential to attack or 
spread to various body areas. Due to improvements in 
efficiency and accuracy, RNA-Seq has previously greatly 
increased the analysis of human genetics and helped to better 
understand the nature of cancer disorders. In order to classify 
two different types of cancer, non-small-cell lung cancer and 
breast adenocarcinoma, this paper introduced an intelligent 

framework based on a feedforward neural network with an 
optimization model and applied other integrated learning 
models suitable for gene expression data for women's cancers. 
The five modules that made up the suggested strategy were: A 
core gene identification (such as the Entrez Gene id) is used in 
the first module, "Feature mapping," which applies an 
organism-level package (an "org" package) and which contains 
mappings between this identifier and other types of identifiers 
(e.g., GenBank or Uniport accession number, etc.). 
Preprocessing is covered in the second module. The deseq-rlog 
approach and z-score Normalization and transformation are 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

276 | P a g e  

www.ijacsa.thesai.org 

two techniques used for normalization and transformation. The 
dimension transformer is the third module. After the RNA-Seq 
reads have been mapped to a reference genome or 
transcriptome, the number of reads mapped to the reference 
genome can be tallied to determine the abundance of the 
transcripts. For the approaches to be used, it is crucial that the 
count values be raw sequencing read counts. 

The feature selector module, is the fourth module. The fast 
correlation-based filter (FCBF) was chosen as the method for 
feature selection in this framework. A deep learning technique, 
machine predictors with hyper-parameters, and prediction 
biomarkers with hyper-parameters comprise the final module. 
Accuracy, sensitivity, specificity, precision, the F1 score, and 
the area under the curve (AUC) score are among the 
performance evaluation metrics. Given that the results show 
that the feedforward neural network approach has an area 
under the curve score of 0.982 for RNA-Seq breast 
adenocarcinoma data and 0.980 for RNA-Seq NSCLC cancer 
data, it is statistically considerably superior to other algorithms 
in the measure. 
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Abstract—COVID-19 has been a popular issue around 2019 

until today. Recently, there has been a lot of research being 

conducted to utilize a big amount of data discussing about 

COVID-19. In this work, we conduct a closed domain question 

answering (CDQA) task in COVID-19 using transfer learning 

technique. The transfer learning technique is adopted because a 

large benchmark for question answering about COVID-19 is still 

unavailable. Therefore, rich knowledge learned from a large 

benchmark of open domain QA are utilized using transfer 

learning to improve the performance of our CDQA system. We 

use retriever-reader framework for our CDQA system, and 

propose to use Sequential Dependence Model (SDM) as our 

retriever component to enhance the effectiveness of the system. 

Our result shows that the use of SDM retriever can improve the 

F-1 score of the state-of-the-art baseline CDQA system using 

BM25 and TF-IDF+cosine similarity retriever by 3,26% and 

32,62%, respectively. The optimal parameter settings for our 

CDQA system are found to be as follows: using 20 top-ranked 

documents as the retriever’s output, five sentences as the passage 

length, and BERT-Large-Uncased model as the reader. In this 

optimal parameter setting, SDM retriever can improve the F-1 

score of the state-of-the-art baseline CDQA system using BM25 

by 5,06 % and TF-IDF+cosine similarity retriever by 24,94 %. 

Our last experiment then confirms the merit of using transfer 

learning, since our best-performing model (double fine-tune 

SQuAD and COVID-QA) is shown to gain eight times higher 

accuracy than the baseline method without using transfer 

learning. Further fine-tuning the transfer learning model using 

closed domain dataset (COVID-QA) can increase the accuracy of 

the transfer learning model that only fine-tuning with SQuAD by 

27, 26%. 

Keywords—COVID-19; closed domain question answering; 

sequential dependence model; transfer learning; BERT 

I. INTRODUCTION 

Corona virus disease 2019, known as COVID-19, has been 
a popular topic in recent period, from 2019 until today. 
COVID-19 can cause severe respiratory disease in humans [1]. 
This disease initially came from Wuhan city in China, and was 
detected for the first time on December 29, 2019 [2]–[4]. 

In this COVID-19 pandemic, obtaining information about 
COVID-19 is really necessary. A specific question answering 
(QA) system on COVID-19, referred to as closed domain 
question answering (CDQA) system, is beneficial to provide 
direct answers to many questions that may arise related with 
COVID-19 issue. This system will be useful for health 
practitioners as well as public in general to have deeper 
knowledge on COVID-19. This motivates us to implement a 

question answering system on specific COVID-19 topic in this 
study. 

To build an effective CDQA system in COVID-19 using 
state-of-the-art deep learning approach, a large benchmark 
consisting of pairs of questions and answers together with a 
huge collection of documents about COVID-19 issue, is 
needed. A previous research has built CORD-19 dataset which 
includes a collection of one million articles about COVID-19 
[5]. However, a large number of pairs of questions and answers 
about COVID-19 from that data are still unavailable to train a 
deep learning-based QA model. A previous work has paid 
some attention to this matter and put some effort to build 2019 
question-answer pairs in COVID-QA dataset [6]. This number, 
however, is still relatively low to learn a deep learning-based 
QA model from scratch. 

To tackle the above problem, we adopt transfer learning 
technique to build more effective CDQA system in COVID-19. 
Transfer learning is commonly used to make use of knowledge 
extracted from high-resource data to solve the task on the low-
resource data. It becomes our intuition to use transfer learning 
for our case of low resource COVID-19 QA benchmark. 
Transfer learning approach enables us to exploit rich 
knowledge learned from an available large benchmark of open 
domain QA system, i.e., SQuAD dataset [7] to extract answers 
about COVID-9 topic from low-resource closed domain 
COVID-19 dataset, i.e., CORD-19 [5]. 

Some research has used transfer learning method to build 
CDQA system [8] [9]. Alzubi et al. [8] and Yang et al. [9] both 
implemented CDQA system using dual architecture (retriever-
reader system) and transfer learning principle. Here, retriever 
component will find subset of relevant documents, and reader 
component trained on high-resource data will find the span of 
text from those documents as the answer to the given question. 
In this work, we aim to improve the accuracy of CDQA system 
of Alzubi et al. [8] and Yang et al. [9] by enhancing the 
retriever component of CDQA system. By improving the 
accuracy of retriever, it will result in the increasing the 
accuracy of the reader in extracting answers. While Alzubi et 
al. [8] and Yang et al. [9] used TF-IDF vectorizer with cosine 
similarity, and BM25, respectively, as their retriever, we 
propose to use Sequential Dependence Model [10] as the 
retriever component in the CDQA system. Here, the retriever 
model of Alzubi et al. [8] and Yang et al. [9] will be changed to 
the CDQA systems. Our intuition in using SDM is because it 
optimizes the scoring functions of documents by modelling 
question term dependencies, which therefore can capture 
different variations of question terms in the documents. While 
many previous work has demonstrated the effectiveness of this 
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model for an ad-hoc retrieval [10]–[12], to the best of our 
knowledge, none of previous studies have investigated the use 
of SDM for QA system, more specifically dual architecture 
CDQA system. This becomes a research gap that is fulfilled by 
this work. 

In this paper, there is some following research question 
(RQ) that has been investigated: 

RQ1: Does the use of SDM as retriever in the retriever-
reader architecture improve the performance of state-of-the-art 
transfer-learning-based CDQA systems in COVID-19 using 
TF-IDF+cosine and BM25 retriever? 

RQ2: What are the effects of tuning some parameters (top n 
retrieved documents, passage length, and reader variations) on 
the accuracy of CDQA system in COVID-19? What are the 
optimal parameter settings for our system? 

RQ3: To what extent the use of transfer learning technique 
using SDM as retriever in reader-retriever architecture can 
improve the CDQA system in COVID-19 that does not use 
transfer learning technique? 

Our contribution in this work are as follows: (1) we 
propose to use Sequential Dependence Model as retriever in 
retriever-reader architecture of CDQA system in COVID-19; 
(2) we conduct empirical evaluation on the effectiveness of our 
proposed method compared to the state-of-the-art CDQA 
method used by Alzubi et al. [6] and Yang et al. [9]; we also 
perform evaluation to show the merit of using transfer learning 
technique by comparing our method with the method that does 
not use transfer learning. 

The rest of this paper is organized as follows. Section II 
describes about the related works. Section III explains our 
research methodology such as the dual architecture of our 
CDQA system, dataset, and baseline methods. Section IV and 
V presents our experiment details and results. Section VI 
discusses about the limitation and the challenges of this work. 
Finally, Section VII concludes this study and answers all 
research questions outlined above. 

II. RELATED WORK 

A. Closed Domain Question Answering (CDQA) 

Question Answering is a system that is used to answer the 
question given by users. The input to the system is a question 
and a list of documents. The system tries to find the answer by 
finding the start/end positions where the answer is located 
within the text. Question answering can be divided into two 
parts: closed domain and open domain. Closed domain 
question answering (CDQA) is a question answering system 
that has ability in answering questions regarding the specific 
domain by exploiting mainly domain-specific knowledge [8]. 
An example of this closed domain question answering is 
COBERT implemented by Alzubi et al. [8]. They used a 
specific domain of COVID-19 when building such CDQA 
system. Meanwhile, open domain question answering is a 
question answering system that has an ability to answer 
questions about any domains and rely on general ontology and 
world knowledge [10]. In open domain question answering, 
they often use Wikipedia as the unique knowledge source when 
looking for answers [13]. An example of this open domain 

question answering is DrQa [13]. In this paper, our work focus 
is on building CDQA system in COVID-19 domain. 

B. Machine Reading Task for Question Answering 

Machine reading task for question answering has been 
accelerated in recent years. This technique is about how 
machines can read and learn from articles that have been given 
to the QA system. Some dataset has been built for this machine 
reading text such as SQuAD [7], WikiQA [14], CoQA [15], 
QACNN [16], etc. 

Some previous researches have paid attention about this 
topic. DrQA has been built for open domain question 
answering using a retriever-reader architecture. The retriever is 
a module using bigram hashing and TF-IDF matching that will 
retrieve relevant articles from Wikipedia. Then, the reader is 
RNN model that detects answer spans from the relevant 
documents. In general, DrQA pipeline combines bigram 
hashing with TF-IDF matching retriever and bidirectional RNN 
paragraph reader [13]. 

Some recent methods have utilized BERT for question 
answering, as a result of the effectiveness of BERT that has 
been shown in various text processing tasks in previous work 
[17], [18]. Alzubi et al. [8] proposed COBERT, COVID-19 
Question Answering System Using BERT. The system uses a 
retriever-reader architecture and CORD-19 dataset [5] as the 
input. They used TF-IDF vectorizer with cosine similarity, 
implemented using scikit-learn [19] tool, to get the top N most 
relevant documents. These documents are then split into 
passages to be inputted into the reader. The reader used BERT 
model that was fine-tuned with SQuAD dataset [7] to identify 
the answer spans based on the final score. These answers were 
then ranked based on this score. 

Yang et al. [9] proposed end-to-end open domain question 
answering with BERTserini, a combining BERT with Anserini 
toolkit. With the Wikipedia article and SQuAD dataset [7] as 
the input, BERTserini tried to use dual architecture (retriever-
reader). In retriever, they used Anserini IR toolkit with BM25 
[20]. The retriever will retrieve a set of documents and produce 
a set of text segments (passages) to be inputted into the reader. 
They used BERT reader that has been fine-tuned with SQuAD 
dataset [7] to identify the answer span. The system was shown 
to outperform the DrQA system [13]. Nogueira et al. [21]  also 
adopted BM25 and BERT model to perform passage / answer 
retrieval. 

Semnani et al. [22] proposed Mindstone, a domain-specific 
question answering system using Wikipedia and Snowflake 
text corpora. In the Mindstone pipeline, there are three 
components: retriever, ranker, and reader. In retriever, they 
used Anserini based on Lucene version 8.0, and Okapi BM25. 
Then, Neural RM3 (Relevance based language models) is used 
as ranker to expand the query and re-rank the documents based 
on the new score given by the ranker. For reader, they used 
BERT-base model to rank the retrieved answers. The system 
outperformed the BERTserini system in terms of EM (Exact 
Match) dan F1-scores. 

In this paper, we use retriever-reader architecture in 
machine reading task for question answering, similar to Alzubi 
et al. [8] and Yang et al. [9]. However, we use different 
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retriever using Sequential Dependence Model (SDM) to 
improve the performance of CDQA system. 

C. Transfer Learning 

Transfer learning is a method using machine learning / deep 
learning that is commonly used to improve the performance on 
low-resource tasks. Transfer learning describes the learning 
schemes when information in source task is used to achieve 
some improvement in target task performance [23]. 

Some previous researches on question answering system 
used this method. Akdemir et al. [24] proposed transfer 
learning for Biomedical Question Answering. They used this 
method because available datasets in biomedical question 
answering are limited. Therefore, with transfer learning 
schema, they want to transfer information learned in high-
resource tasks which is a similar domain with the source task, 
into a low-resource target task. They hope by applying transfer 
learning can improve the performance on their question 
answering system. Other research that used transfer learning 
method is Syed et al. [25]. They used transfer learning by using 
SQuAD dataset [7] to fine-tune the question answering system. 
Alzubi et al. [8] also used transfer learning method to build 
closed domain question answering system in COVID-19. They 
used transfer learning because available dataset in COVID-19 
question answering is still limited. In this paper, transfer 
learning method will be used too. It is the same approach with 
Alzubi et al. [8] and Yang et al. by utilizing SQuAD [7] dataset 
to fine-tune the reader component of our CDQA system. 
However, we propose to replace the retriever component of 
Alzubi et al. and Yang et al. with SDM (Sequential 
Dependence Model) that has been shown to achieve 
satisfactory results in previous work on document ranking 
[10]–[12]. 

III. METHODOLOGY 

A. System Architecture 

In this work, we use dual architecture (retriever-reader) of 
question answering system similar to Alzubi et al. [8] and 
Yang et al. [9]. The difference is that the architecture does not 
use TF-IDF vectorizer or BM25 as retriever. We implement 
SDM (Sequential Dependence Model) as retriever using 
PyTerrier tool [26]. Fig. 1 illustrates the architecture of our 
system. Initially, the collection of COVID-19 articles, CORD-
19, are preprocessed, and then indexed using PyTerrier. The 
retriever is implemented using SDM and the reader is 
implemented using BERT model that was fine-tuned using 
SQuAD dataset. The flow of the process in our system is as 
follows: Given a question input, the SDM retriever will 
retrieve a top-N relevant documents that further will be split 
into passages. These passages will be inputted into the reader 
that will extract the answers from the passages and rank them 
to generate the ranked list of answers. 

1) Retriever system: Sequential dependence model (SDM) 

was proposed by Metzler et al. [10] to optimize the document 

scoring function by including proximity in the query based on 

the occurrences of single terms, ordered phrases, and 

unordered phrases. The SDM method has an assumption that 

all pairs of sequential terms extracted from the query are 

dependent [27]. It assumes that the occurrences of adjacent 

query terms are related. 

        (   )    ∑   (  
| |  
    )    ∑   (   

| |  
      

   )     ∑   (   
| |  
         )  (1) 

 
Fig. 1. Architecture System.
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The SDM scoring function is described in Eq 1. Given a 
query Q, the function will calculate the SDM score for each 
document D in the collection. There are three types of features 
in SDM: single term features which are standard unigram 
language model features (fT), exact ordered phrase features 
which are words appearing in sequence (fO), and unordered 
window features which require words to be close together, but 
not necessarily in an exact sequence order (fU) [28]. fT, fO, fU 
are term frequency for the respective features, and λT , λO, λU 
are weight of the respective features. 

System will rank documents in the collection based on the 
result of SDM scoring function, and top-n documents will be 
retrieved. We further split each of these documents into 
passages and choose eight sentences as the passage length, 
following the setting used by Alzubi et al. [8]. 

2) Reader system: The reader system receives a set of 

passages from top-n documents retrieved by the retriever 

system. There are three model used as the reader. They are 

BERT-base-uncased, BERT-large uncased, and BERT-large-

word-whole-masking. 

 BERT-base-uncased: BERT-base-uncased is variation 
of BERT, a transformers model pretrained on a large 
corpus of English language [29], using base and 
uncased version. Uncased means that it does not make 
any difference between lowercase and uppercase. 

 BERT-large-uncased: BERT-large-uncased is another 
variant from BERT using large and uncased version. 
This model was pretrained using higher number of 
parameters and attention heads than base version of 
BERT model as a result of using a higher number of 
encoder layers. BERT-base has 12 encoder layers and 
768 hidden layers with 12 attention heads and 110 
million parameters. On the other hand, BERT-large has 
24 encoder layers and 1024 hidden layers with 16 
attention heads with 340 million parameters [11]. 

The architecture of the single encoder from BERT can be 
seen from Fig. 2. We can see that the architecture of single 
encoder consist of input embedding, positional encoding, and 
N block encoder. In input encoding, word will be converted 
into vector with some steps: tokenization, numericalization and 
word embedding generation. After converting into vector, the 
next part is positional encoding. In this part, it will add 
positional information. Then, the data will go through N 
encoder blocks in iterative process. This process will capturing 
more complex relationships between words in the input 
sequence. 

 BERT-large-uncased-whole-word-masking: BERT-
large-uncased-whole-word-masking is another BERT 
version which was pretrained using new technique, 
called as „whole word masking‟ [29]. In this technique, 
all tokens that are associated with a word will be 
masked only at once. Meanwhile, for the overall 
masking rate will remain the same. 

The reader component in our CDQA system is each of the 
BERT model above that is fine-tuned with SQuAD version 1.1 
[7]. The CDQA tool is used to fine-tuned the reader. To fine-
tune the reader, every document passage will be paired with the 
query and be transformed into BERT format. Then, the reader 
will be calculated start logit score and end logit score from 
every word based model. The logit score itself is the logarithm 
of the odds from p/(1-p) where p is the probability. Then, the 
start index is determined based on the start logit value and end 
index based on end logit value. Once found, predictions are 
taken based on the start index and end index. 

Predictions are taken with several criteria: predictions 
cannot exceed the maximum answer length, the start index 
cannot exceed the end index, and some other criteria. Then 
reader will determine the probability value of each prediction 
by calculating the softmax function. After that, the results are 
issued in the form of a tupple by giving three best answer and 
the order of the answers based on final score. Final score is 
calculated from retriever score and reader average of start and 
end logits. 

B. Dataset 

Table I summarizes all dataset used in this work. In 
general, there are three datasets utilized in our experiment: 
SquAD (Stanford Question Answering Dataset) version 1.1, 
CORD-19 (COVID-19 Open Resource Dataset), and COVID-
QA (Question Answering Dataset for COVID-19). 

 
Fig. 2. Architecture from Single Encoder. 

TABLE I.  STATISTIC DATASET 

Dataset 
Total 

Documents 
Total Question-
Answer Pairs 

Topic 

SQuAD v.1.1 442 87.599 Open domain 

CORD-19 368.618 - 
COVID-19 (closed 
domain) 

COVID-QA 
147 scientific 
articles in 
CORD-19. 

2.019 
COVID-19 (closed 
domain) 
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In order to do transfer learning in our CDQA system, we 
use SQuAD dataset version 1.1. (SQuAD) as an auxialiary 
resource. SQuAD will be fine-tune to our reader system in 
BERT model. SQuAD itself is a reading comprehension 
dataset. This dataset consists of questions that have been posed 
by crowd workers from Wikipedia articles. The answer of 
every question in this dataset can be as a segment of text / span 
from the corresponding reading passage. This dataset contains 
over 100.000 question-answer pairs on over 500 articles [7]. 
This dataset split into training set, development set, and test 
set. But in this work, we just use training set to fine-tune the 
reader. So, the squad dataset that we use is 87.599 question-
answer pairs on 442 articles. This dataset can be downloaded 
from https://raw.githubusercontent.com/rajpurkar/SQuAD-
explorer/ master/dataset/train-v1.1.json. 

CORD-19 dataset use as input in this work. CORD-19 will 
be indexed by our retriever in order to produce document 
ranking for every given question to our CDQA system. This 
dataset is a collection of articles/academic paper in COVID-19, 
SARS-CoV-2, and related coronaviruses. This dataset was 
collected by the Semantic Scholar team at the Allen Institute 
for AI. This dataset consists of over 1,000,000 scholarly 
articles [5]. But in this research we use 368.618 document that 
contain the fulltext. This dataset can be downloaded from 
https://huggingface.co/datasets/cord19. 

For evaluation part, COVID-QA dataset [6] will be used 
because it contains question-answer pairs from the CORD-19 
dataset [5] that can provide ground truth answers for the 
questions. All of COVID-QA dataset will be used to evaluate 
our CDQA sytem with the baseline. We also use this dataset to 
evaluate the effectiveness of transfer learning by split this 
dataset into 70% for fine-tuning and 30% for evaluation.  
COVID-QA dataset itself consist of 2.019 question-answer 
pairs. This dataset annotated by volunteer biomedical experts. 
They selected 147 scientific articles that mostly correlated with 
COVID-19 from dataset CORD-19 when building this dataset 
[6]. This dataset can be download in 
https://github.com/deepset-ai/COVID-QA. 

C. Baselines 

Three baselines will be used to test the effectiveness of our 
CDQA system: 

 COBERT (TF-IDF+Cosine+BERT) [8]: COBERT [8] 
is a closed domain question answering that uses TF-IDF 
Vectorizer with cosine similarity as retriever in order to 
get top N documents that are related to query. 

 BM25+BERT [9]: This baseline uses BM25[9] [20] as 
retriever to retrieve top N documents that are related to 
query. 

 DLM+BERT: This baseline use Dirichlet Language 
Model [30], [31] as Retriever to retrieve top n 
documents that are related to query. 

All the above baselines using retriever-reader architecture 
of CDQA system. They all use BERT model that are finetuned 
using SQuAD dataset. They only differ in terms of the method 
used in the retriever component. After the top N documents are 
split into passages (with the size of passages is eight sentence), 

the reader then predict / extract answers from the passages and 
rank them as the results. 

IV. EXPERIMENT 

A. Pre-processing 

In the indexing process using PyTerrier, we do some pre-
processing in CORD-19 dataset, such as: removing some 
punctuation, removing stopwords, and lowercasing the text. 
Then the next process is replacing multiple space into a single 
space. 

B. Hardware 

In this work, Google Colab Pro + is used as the machine. 
This machine use 1 GPU with Tesla T4 type running on 
CUDA 11.2. Because of technical issue, when doing evaluation 
part, we move to DGX-1, machine from Tokopedia AI Centre, 
Universitas Indonesia. It uses 1 GPU with Tesla V100. 

C. Finetuning Process 

The next process is fine-tuning the reader component based 
on pretrained language model BERT. Here, BERT-base-
uncased, BERT Large Uncased, and BERT-large-uncased-
word-whole-masking models are fine-tuned on open domain 
QA dataset, i.e., SQuAD dataset version 1.1. The 
hyperparameter that is used to finetune the reader can be seen 
in Table II. 

TABLE II.  HYPERPARAMETER TO FINE-TUNE READER 

Hyperparameter Rincian 

Training_batch_size 4 

Learning_rate 3e-5 

Num_train_epoch 1 

Optimizer adamw 

Max_seq_length 384 

Max_query_length 64 

Gradient_acumulation_step 3 

Doc_stride 128 

The resulting models are then used to extract and rank 
answers in closed domain dataset about COVID-19, i.e., 
CORD-19. By conducting this process, the transfer learning 
approach is applied by utilizing knowledge learned from large 
open domain QA dataset to solve the closed domain QA task. 

D. Evaluation Metric 

In evaluation part, there are two metrics that will be used. 
They are exact match and F1-score. Exact Match (EM) 
measures if a resulting answer is exactly similar to the ground 
truth answer. The score will be 1 if the predicted answer 
similar with ground truth. Otherwise, the score will be 0. 

F1 score is more general metric, that combine together the 
precision and recall scores. Precision is the ratio that is 
calculated by the number of the shared words to the total 
number of words in the prediction. While recall is the ratio that 
is calculated by the number of shared words to the total number 
of words in the ground truth. To calculate F1-score, we use the 
Eq. below (2). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

282 | P a g e  

www.ijacsa.thesai.org 

   
 

                     
     

                

                
 (2) 

V. RESULT 

A. The Effectiveness of SDM as Retriever in Transfer-

Learning-based CDQA System 

In the evaluation part, we compare our system with three 
transfer-learning-based CDQA systems that use retriever-
reader architecture as baselines. They are TF-
IDF+Cosine+BERT that has been proposed by Alzubi et al. 
[8], BM25+BERT that has been proposed by Yang et al. [9], 
and DLM+BERT. Table III shows the comparison of the EM 
and F1-scores of our method against all baseline methods. The 
models presented in the table using top 10 document as the 
retriever output and eight sentences as the passage length. 

Our result in Table III show that the use of SDM retriever 
can improve the F-1 score of the state-of-the-art baseline 
CDQA system using DLM, BM25 and TF-IDF+Cosine 
similarity retriever by 3,26% , 3,26% and 32,62%, 
respectively. Besides, there is improving in EM score when 
using SDM retriever. SDM retriever can improve EM by 63,06 
% for TF-IDF+Cosine similiarity, 2,96% for DLM and BM25. 
From the result, it turns out that our CDQA system using SDM 
retriever outperforms all baseline methods. It related with how 
SDM work. SDM uses various query representations by 
rewriting each input query in close proximity so that results 
will be more accurate. 

We also explore the answer from two question from all 
retriever randomly based on Table III in Table IV. 

Table IV shows us that one of three answers from SDM 
retriever and BM25 retriever close to the ground truth both of 
two questions. Because of that, their F-1 score and EM become 
one. While, DLM gets the third position, because DLM gets 
wrong in all answer in first question but true in next question 
because one of the answer is close to ground truth. While TF-
IDF+Cosine similiarity gets the bad result in both of two 
question because EM Score and F1-score is 0. This cases show 
us that our SDM retriever is better than TF-IDF+Cosine 
similiarity practically. 

B. The Effect of Tuning the Top N Retrieved Documents, 

Passage Length, and Reader Variations on the 

Effectiveness of CDQA System 

Table III shows us that SDM becomes the best model 
among others. Because of that, we try to explore some 
variation analysis in SDM retriever. 

1) Top n document variation: We vary SDM retriever 

with reader bert based uncased with retriever setting: top five 

document, top 10 and top 20 document. 

Table V shows us that if SDM-BERT-base-uncased sets in 
top 10 document, it will improve the Top5-SDM-BERT-base-
uncased by 10,73% in EM and 3,53% in F-1 score. Then, 
changing top n document into 20 document can improve Top 
5-SDM-BERT-base-uncased by 21,46% in EM and 9,55% in 
F-1 score. In conclude, setting parameter into top 20 document 
will make CDQA system become the best result among others. 

TABLE III.  EVALUATION ON TOP 10 DOCUMENT IN COVID-QA. 

Model EM (%) F1 Score (%) 

Top10-TF-IDF+Cosine-BERT-based-uncased 5.35 17.66 

Top10-DLM-BERT-base-uncased 8.42 22.68 

Top10-BM25-BERT-base-uncased 8.42 22.68 

Top10-SDM-BERT-base-uncased (ours) 8.67 23.42 

TABLE IV.  EVALUATION IN TWO QUESTIONS  IN TOP 10 DOCUMENT IN 

COVID-QA 

No. Question 

1. 

Question 
What is the most common species of Human 
Coronavirus among adults? 

Answer (Ground 
Truth) 

HCoV-OC43 

Method 3 Answer EM 
F1-
score 

Top10-TF-
IDF+Cosine-
BERT-base-
uncased 

 bats, 

 obesity 

 Measles 

0 0 

Top10-DLM-
BERT-base-
uncased 

 Bats 

 bats 

 Rotaviruses 

0 0 

Top10-BM25-
BERT-base-
uncased 

 Rhinovirus 

 HCoV-OC43 

 HCoV-229E 

1 1 

Top10-SDM-
BERT-base-
uncased (ours) 

 Rhinovirus 

 HCoV-OC43 

 HCoV-OC43 

1 1 

2. 

Question What is a natural reservoir of coronavirus? 

Answer (Ground 
Truth) 

Bats 

Method 3 Answer EM 
F1 
score 

Top10-TF-
IDF+Cosine-
Bert Based 
Uncased 

 Host Cell Receptor 
GRP78 

 largemouth bass 
Micropterus salmoides 

 These reservoirs are 
located in east Texas 

0 0 

Top10-DLM-
Bert Based 
Uncased 

 bats 

 sooty mangabeys 

 Wild rodents 

1 1 

Top10-BM25-
Bert Based 
Uncased 

 bats 

 sooty mangabeys 

 Chinese horseshoe bats are 
considered to be the 
natural reservoirs of 
SARS-CoV. MERS-CoV 

1 1 

Top10-SDM-
Bert Based 
Uncased (ours) 

 bats 

 SARS-CoV 

 one or more of them may 
serve as the natural 
reservoir of SARS-CoV 
and/or its progenitor virus 

1 1 

TABLE V.  EVALUATION ON TOP N DOCUMENT VARIATION IN COVID-
QA 

Model EM (%) F1 Score (%) 

Top5-SDM-BERT-base-uncased 7,83 22,62 

Top10-SDM-BERT-base-uncased 8,67 23,42 

Top20-SDM-BERT-base-uncased 9,51 24,78 
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2) Passage length variation: In Table  III, IV and V, we 

set passage length to eight sentence in every passage based on 

Alzubi et al. [8] that used eight sentence too. Then, we think 

about making a deep analysis with some variation of passage 

length. 

Table VI shows us that our CDQA system will get the bad 
result if the passage length sets under five sentence: one 
sentence (7,92 for EM and 21,10 for F1-score), three sentence 
(8,77 for EM and 23,40 for F1-score). It also get the bad result 
if the passage length sets upper five sentence: eight sentence 
(8,67 for EM and 23,42 for F1-score), 10 sentence (7,63 for 
EM and 22,16 for F1-score). So, we can see from Table V that 
the best passage length is five sentence with 8,77 EM and 
23,45 F1-score. 

3) Reader variation: We also vary the reader with some 

models. They are BERT base uncased, BERT large uncased, 

and BERT large uncased word whole masking in Table VII. 

Table VII shows us that the reader with BERT large 
uncased gets the best result among others. It improves BERT 
based uncased by 9,68% in EM and 2% in F-1 score. It also 
improves BERT large uncased whole word masking by 5,55% 
in EM and 1,01% in F-1 score. 

From the above variation, we conclude that the optimal 
parameters in our CDQA system is retriever with Sequential 
Dependence Model that uses the top 20 document when 
retrieved, having passage length five sentence, and having 
BERT Large Uncased for the reader. Because of that, we try to 
set all the retriever methods with the optimal parameter in 
Table VIII. 

Table VIII shows us that by optimal parameter in all of the 
retrievers (top 20 documents as the retriever results, five 
sentences as the passage length, and BERT-large as the reader 
model) our CDQA system outperform the baselines by 37,28% 
in EM and 24,94% in F-1 score for TF-IDF+Cosine similiarity 
retriever, 5,59% in EM and 4,67% in F-1 score for DLM 
retriever, and 5,59% in EM and 5,06%  in F-1 score for BM25 
retriever. 

Our CDQA system with SDM retriever with the optimal 
parameter achieves 10,20 for EM and 24,90 for F1-score. This 
value is better than SDM retriever in another parameter setting 
before in Table III, V, VI, and VII. 

C. Transfer Learning Versus Non-transfer Learning 

We also think that what is the effect of using transfer 
learning, with the reader retriever (SDM) method for building 
closed domain question answering, compared to non-transfer 
learning method. To answer this, we do some work. Different 
with experiment in Table II, III, V, VI, VII, and VIII that use 
all COVID-QA for evaluation part. In this experiment, 
COVID-QA will be split into 70% for fine-tuning and 30% for 
evaluation. In this experiment, the configuration in the model 
with the optimal parameter in our closed domain question 
answering from Table VIII (Top20-SDM-BERT Large 
Uncased-5 Sentence) will be used. We compare how if the 
CDQA system use a transfer learning method where the 
question answering system is fine-tuned with another dataset, 
such as SQuAD. Then, how if the CDQA system is fine-tuned 

again with COVID-QA after fine-tuning with SQuAD, and 
how if the CDQA system is fine-tuned without transfer 
learning method, that is fine-tuned to COVID-QA only. Table 
IX will show some experiments about comparing the CDQA 
system between transfer learning and non-transfer learning. 

TABLE VI.  EVALUATION ON PASSAGE LENGTH VARIATION IN COVID-
QA 

Model EM (%) F1 Score (%) 

Top10-SDM-BERT-base-uncased-1 
sentence 

7,92 21,10 

Top10-SDM-BERT-base-uncased-3 
sentence 

8,77 23,40 

Top10-SDM-BERT-base-uncased-5 
sentence 

8,77 23,45 

Top10-SDM-BERT-base-uncased-8 
sentence 

8,67 23,42 

Top10-SDM-BERT-base-uncased-10 
sentence 

7,63 22,16 

TABLE VII.  EVALUATION ON READER VARIATION IN COVID-QA 

Model EM (%) F1 Score (%) 

Top10-SDM-BERT-base-uncased 8.67 23.42 

Top10-SDM-BERT Large Uncased 
Word Whole Masking 

9,01 23,65 

Top10-SDM-BERT Large Uncased 9,51 23,89 

TABLE VIII.  EVALUATION ON THE OPTIMAL PARAMETER IN COVID-QA 

Model EM (%) F1 Score (%) 

Top20-TF-IDF+Cosine-BERT Large 
Uncased-5Sentence 

7,43 19,93 

Top20-DLM-BERT Large Uncased-
5Sentence 

9,66 23,79 

Top20-BM25-BERT Large Uncased-
5Sentence 

9,66 23,70 

Top20-SDM-BERT Large Uncased-
5Sentence 

10,20 24,90 

TABLE IX.  EVALUATION ON TRANSFER LEARNING AND NON-TRANSFER 

LEARNING METHOD IN 30% COVID-QA 

Model 
EM 
(%) 

F1 Score 
(%) 

Top 20-SDM-BERT Large Uncased-5 Sentence- 
Fine-tuned to CovidQA 
(Non-transfer learning) 

0,0 3,20 

Top 20-SDM-BERT Large Uncased-5 Sentence-
Fine-tuned to SQuAD 
(transfer learning) 

6,44 23.29 

Top 20-SDM-BERT Large Uncased-5 Sentence- 
Double Fine-tuned(SQuAD+COVID-QA) 
(transfer learning fine-tuned to COVID-QA) 

10,07 29,64 

Table IX shows us that models that use transfer learning are 
better than models that use non-transfer learning method. 
Models that use transfer learning try to mitigate question 
answering system that has low resource question-answering 
dataset by transferring information from auxiliary dataset to 
improve their performance. It is especially useful for low-
resource tasks such as our closed domain question answering in 
COVID-19. Models that use non-transfer learning, where the 
reader is fine-tuned to COVID-QA, achieve bad results. It gets 
0.0 in EM and 3,20 in F1-score. It looks like this model 
becomes underfitting because the question-answer pair dataset 
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in COVID-QA train is too small. All of us know that SQuAD 
has 87599 question-answer pairs, while COVID-QA has only 
2019 question-answer pair. Then for fine-tuning, 1413 
question-answer pair has been used. The amount of the dataset 
makes the model unable to learn. If COVID-QA dataset as big 
as SQuAD may be the model will be better. 

Because there is no dataset question-answer pair in CORD-
19, our work tries to use transfer learning method. Table IX 
shows two model that use transfer learning. First is a model 
that reader is fine-tuned to SQuAD only. The second is a 
model that reader is fine-tuned to SQuAD and fine-tuned again 
with COVID-QA. We do the double fine-tuned based on Yang 
et al. [32]. They said that fine-tuning again question answering 
system will make improvement to the model. 

Table IX shows us that our system that use transfer learning 
(fine-tune to SQuAD) improves the effectiveness of non-
transfer learning method with six times higher accuracy than 
the baseline method without using transfer learning. Further 
fine-tuning again the reader model that has fine-tuned before 
with SQuAD into closed domain dataset (COVID-QA) can 
increase the accuracy of the model by 27,26 % in F-1 score and 
improve F-1 score of non-transfer learning method with eight 
times higher. From this result, we can say that transfer learning 
method will get better result than non-transfer learning when 
resource of dataset question-answer pair itself is small. 

VI. DISCUSSION 

Our experimental results show that transfer learning can 
give a significant improvement to the CDQA system that does 
not use transfer learning. The transfer learning model gains 
eight times higher accuracy than the method without using 
transfer learning. When the model is further fine-tuned with 
close domain dataset CDQA, the accuracy increased by 
27,26%. This accuracy can further increase when a bigger 
CDQA dataset is available for fine-tuning. Therefore, creating 
a bigger CDQA dataset will become a research challenge in 
this case. 

This research also has some limitation in terms of the 
variation of parameters explored in the experiment. For 
example, for the number of documents retrieved by retriever, 
we only experimented until 20 documents retrieved for each 
question. Then, for the length of passages, we only 
experimented until 10-sentences length for each passage. This 
restriction is related with the availability of GPU computing 
resource that is limited, while our model in general requires 
high computing resource. From this reason, we limit the 
variation of parameters in our experiment when fine-tuning the 
reader component. When a higher GPU is available, it may 
worth experimenting with more parameter values in our 
system. We can investigate, for example, whether retrieving 
more than 20 documents may further increase the performance 
of CDQA system. 

VII. CONCLUSION 

This paper explores the use of transfer learning technique to 
build close-domain question answering (CDQA) system in 
COVID-19. We propose to use Sequential Dependence Model 
(SDM) as retriever in the retriever-reader architecture to 
improve the accuracy of CDQA system. Our experimental 

results show that the use of SDM as retriever leads to 
significant performance of the CDQA system. Our model using 
SDM as the retriever and BERT-base that was fine-tuned on 
SQuAD  benchmark as the reader can outperform F-1 score of 
the state-of-the-art baseline by 3,26% for BM25, 3,26% for 
DLM and 32, 62% for TF-IDF+Cosine similiarity. 

The hyperparameter tuning on top n documents, passage 
length, and reader variations are shown to affect the 
performance of our CDQA model. We found that the best 
parameter is achieved by using top 20 documents as the 
retriever results, five sentences as the passage length, and 
BERT-large as the reader model. Our CDQA system using this 
parameter setting results in the best-performing model that 
achieves higher outperforming in F-1 score to the state-of-the-
art baseline by 24,94% for TF-IDF+Cosine similiarity 
retriever, 4,67% for DLM retriever, and 5,06% for BM25 
retriever. 

Our results also confirm the merit of using transfer learning 
to build CDQA system in a condition where a large benchmark 
for CDQA is unavailable. Our CDQA system using transfer 
learning technique (i.e., using SDM retriever and BERT-large 
reader that was fine-tuned on SQuAD benchmark) is 
significantly more effective than the method that does not use 
transfer learning. Our best-performing model (double fine-
tuning SQuAD and COVID-QA) is shown to gain eight times 
higher accuracy than the baseline method without using 
transfer learning. Further fine-tuning the transfer learning 
model using closed domain dataset can increase the accuracy 
of the transfer learning model that only fine-tuning with 
SQuAD by 27,26%. 

VIII. FUTURE WORK 

For future works, we consider developing closed domain 
question answering with Dense Passage Retrieval to get better 
result than this work. We also want to modify how if all 
documents have split into passages before sending it to the 
retriever. 
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Abstract—This paper proposed ovarian cancer detection in 

the ovarian image using joint feature extraction and an efficient 

Net model. The noise of the input image is filtered by using 

Improved NLM (Improved Non-Local Means) filtering. The deep 

features are extracted using Deep CNN_RSO (Deep 

Convolutional Neural Network Rat Swarm Optimization), and 

the low-level texture features are extracted using ILBP 

(Interpolated Local Binary Pattern or Interpolated LBP). To 

improve the feature extraction and reduce the error, use a 

cascading technique for the feature extraction. RSO also helps to 

efficiently optimize the DCNN features from the images. Finally, 

the extracted image is classified using the Efficient Net classifier, 

which performs a global average summary and classification of 

ovarian cancer (normal and abnormal). The system’s 

performance is implemented on the Cancer Genome Atlas 

Ovarian Cancer (TCGA-OV) dataset. The system’s performance, 

like sensitivity, specificity, accuracy and error rates, shows better 

with respect to other techniques. 

Keywords—Ovarian cancer; deep convolutional neural network 

rat swarm optimization; CT image; joint feature; efficient net; 

improved non-local means; interpolated local binary pattern 

I. INTRODUCTION 

Ovarian cancer (OC) a disease that affects women's 
ovaries, is difficult to diagnose early, and has a high fatality 
rate [1]. OC has the highest mortality rate and is the leading 
cause of gynaecological deaths. There are two primary forms 
of invasive ovarian cancer, often referred to as Type-I and 
Type-II tumours [2]. Low-grade endometrial carcinomas, 
Low-grade serous carcinomas, clear-cell carcinomas, 
mucinous carcinomas, and malignant Brenner (transitional) 
tumours are examples of early-stage, nonaggressive type-I 
malignancies [3] [4]. Seventy-five percent of epithelial 
ovarian malignancies are type II tumours, which include high-
grade serous carcinomas, high-grade endometriosis 
carcinomas, undifferentiated carcinomas, and malignant 
mixed mesodermal tumours. CT scans are routinely used to 
diagnose ovarian tumours, detect metastases, determine the 
stage of ovarian cancer, monitor patients following surgery, 
and evaluate the success of treatment [5]. 

Some ovarian epithelial tumours do not seem to be 
malignant when examined in the lab, and they are referred to 
as borderline epithelial ovarian cancer. Screening tests and 
exams identify diseases in people with no symptoms, such as 
cancer [6]. The abdomen and pelvis CT scan is the first-line 
imaging modality for ovarian cancer staging, therapy options 
selection and disease response assessment. The imaging 

surrogate for surgical-pathological FIGO staging is the staging 
CT, which gives disease distribution and load. This is mostly 
due to late detection, although OC often recurs after treatment. 
The remarkable difference in cure between patients with close 
illness and those with distant disease (15% vs. 25%) 
eloquently illustrates the need for a non-invasive but feasible 
diagnostic applicable to a large population expected to be 
afflicted by OC in its early stages [7]. 

Regardless of the fact that OC is only the 6th most 
frequent female cancer in Singapore, it is still a leading cause 
of gynaecological cancer mortality. As a result, the risk of 
cancer increases throughout life [8], leading to some 
complications, such as the inability of women with OC to 
have children and a problem after menopause. Therefore, to 
overcome these problems for women, accurate identification, 
solid cancer analyses [9], and the treatment procedure need all 
be improved. Despite all of these efforts, early detection of 
OC continues as a critical concern [10, 11]. With the use of 
proteomic analysis in serum, there has been continuing study 
to detect new cancer indicators. The cause or causative factor 
for OC is unknown, making early detection of ovarian cancer 
difficult [12]. 

The link between OC diagnosis and survival led to 
thinking and efforts to improve the outcomes obtained at the 
early recognition phases. This information is used to make 
better informed decisions while saving money [13, 14]. There 
are five reasons why a big data strategy can help cancer 
detection. Pathologists also noticed and examined the 
numerous gene articulations in this specific OC as well as the 
amounts of gene articulating in distinct neurotic phases and 
situations [15], as part of the same inquiry. Both organic and 
statistical computing may be used to characterize gene 
articulations for such relationships [16], especially in dynamic 
conditions when the tumour progresses from the quantitative 
processing of OC tissue [17, 18]. Different X-ray absorption 
coefficients in the human body indicate tissue properties in CT 
scans. CT provides the advantages of quick scan time and 
accurate localization [19]. 

The number of lesions and the simplicity with which they 
may be imaged are more important than the expense of the 
imaging technique. Radiation is a type of energy that may 
injure the human body. The resolution of CT scans is very 
important [20]. According to the statistics and machine 
learning part, various classification approaches were utilized 
in the cancer classification process, although it has certain 
non-trivial job problems. The knowledge about gene 
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articulation is unlike anything else that these approaches have 
ever dealt with. The supervised learning method uses the 
training set of categorized data to create a classifier that can be 
used to classify new data. 

1) Motivation: The recognition of CT images is difficult 

to identify using segmentation or clustering. It may have a 

greater impact on the FAR and FRR rate at the moment of 

identification from the knowledge base. Existing systems have 

a functioning accuracy level of 90 to 95. It may be improved 

so that the system classifies more precisely and efficiently. 

Previous techniques were unable to classify the cancer stage. 

The assessment of the patient’s stage aids in the more efficient 

treatment of the patient. The presented issues of the system 

motivated to development of a new methodology known as 

joint feature extraction with an efficient net classifier for 

ovarian cancer detection. 

2) Contribution 

 To improve the feature extraction of the CT image, 
Joint feature extraction is introduced based on the 
fusion of high-level (deep) and low-level (shallow) 
features are introduced for performing better image 
feature extraction. 

 The deep features are extracted using Deep CNN_RSO, 
and the low-level texture features are extracted using 
ILBP. Both techniques are used to reduce the error rate 
in feature extraction. 

 The efficient Net classifier is used to categorize the 
ovarian CT image by minimizing the greatest number 
of features in the data without sacrificing its original 
properties and decreasing the processing time and 
memory space. 

The structure of the paper: Section II gives the related 
works of ovarian cancer detection in the CT images, the 
proposed methodology describes in Section III, Section IV 
explains about the result and discussion, and Section V 
concludes the paper. 

II. RELATED WORK 

Lu et al. [21] presented a technology based on learned and 
created a non-invasive reduction in the quantity of the main 
ovarian tumour. Despite best efforts, the five-year survival 
rate for epithelial ovarian cancer (EOC) is around 35–40 per 
cent, underlining the use of classification markers for tailored 
treatment. Here, extracted 657 quantifiable statistical 
characteristics from the data in this section. 364 EOC patients’ 
pre-operative CT scans at their initial presentation. The 
“Radiomic Prognostic Vector” is made up of four descriptions 
(RPV). RPV has a high level of accuracy when it comes to 
identifying people. The 5% of people with a median survival 
rate of fewer than two years improves dramatically. Based on 
well-established prognostic methodologies and has been tested 
in two separate multi-centre cohorts. In addition, two separate 
datasets were analyzed genetically, proteomic and 
transcriptomic. The activation of the stromal phenotype and 
DNA damage response mechanisms are included. 

Lago et al. [22] proposed the Sentinel lymph node 
technique for the early detection of ovarian cancer 
(SENTOV). Ovarian cancer in an early stage may be the 
optimal disease setting for lymph node monitoring. 
Nonetheless, it appears that the documented experience is 
limited. The purpose of this study was to evaluate the 
feasibility and safety of sentinel lymph node biopsy in patients 
with clinical stages I and II ovarian cancer. Twenty patients in 
total are being monitored. Sentinel lymph nodes were seen in 
14/15 individuals. (93%) pelvic region and each of the twenty 
para-aortic regions (100%). Due to this, five individuals did 
not receive an utero-ovarian injection when the average time 
between injection and beginning of symptoms was reached. 
The resection of sentinel lymph nodes required 53–15 minutes 
(range; the average number of sentinel lymphocytes recovered 
was 30–80). There were 2, 21.50 lymph nodes in the pelvic 
region (range: 0–5). 

Wang et al. [23] suggested non-invasive recurrence 
forecasting models in HGSOC that aggregate prognostic 
characteristics from pre-operative computed tomography (CT) 
images utilising a unique deep learning (DL) technique. 
Equipment and procedures include 245 HGSOC patients from 
two hospitals, including a feature-learning cohort (n = 102) 
and two independent validation cohorts (n = 49 and n = 45). 
To capture the prognostic biomarkers (DL feature) of 
HGSOC, 8917 CT images from the feature learning cohort 
were used to train a unique DL network. A DL-CPH model 
including the DL feature and Cox proportional hazard (Cox-
PH) analysis was created to predict patient recurrence risk and 
three-year recurrence probabilities. 

Castellani et al. [24] developed a standard pre-surgical 
staging for the identification of ovarian cancer. The most 
important prognostic factor in ovarian cancer is the stage of 
the disease at the time of diagnosis. The current staging 
system (FIGO classification) is based on clinical and 
histological results. Despite the fact that the clinical stage is 
the standard method in ovarian cancer, the first patient care 
relies on an imaging-based which was before staging 
evaluation to detect disease that is unrespectable or difficult to 
resect. Radiologists must know the advantages and 
disadvantages of the many imaging techniques available. For 
effective staging and treatment planning, a clear understanding 
of the path of disease dissemination and review regions is 
essential. CT scans of the chest, abdomen, and pelvis are the 
current standard of care for pre-surgical staging. This enables 
a quick assessment of the disease’s severity and is cost-
effective. 

Funston et al. [25] described CA125, an excellent 
screening test for ovarian cancer in primary care, particularly 
for women under the age of 50. To avoid diagnostic delays, 
patients with increased CA125 values should be evaluated for 
non-ovarian malignancies, especially if ovarian cancer has 
been ruled out. Our findings allow physicians and patients to 
predict the risk of ovarian cancer and other malignancies at 
any CA125 level and age, which can be used to guide 
individual decisions about the need for additional testing or 
referral. 
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Nougaret et al. [26] proposed radio genomics and 
radionics computational ways to measure tumour 
heterogeneity to investigate the entire tumour heterogeneity 
rather than a single biopsy sample. Cancer heterogeneity has 
been identified at the genetic and histological stages of 
ovarian cancer and has been linked to poor health outcomes. 
In advanced ovarian cancer with peritoneal carcinomatosis, 
traditional magnetic resonance or computed tomography 
imaging methods do not allow for intra- or inter-tumor 
heterogeneity. Feature extraction, which involves extracting 
various variables from pictures and is an element of 
radionics’, has subsequently been suggested to assess 
progressed ovarian tumour heterogeneity. This brief overview 
covers the fundamentals of radionics, how to do texture 
analysis, and how to apply it to ovarian cancer imaging. 

Forstner et al. [27] propose a Standardization of imaging 
techniques for ovarian cancer detection. Early detection is the 
only way to achieve a high cure rate in females with ovarian 
cancer. Despite rapidly evolving biomarkers, there is still no 
viable technique for early detection. Ovarian cancer has a low 
prevalence, a low specificity, and a high sensitivity. False 
positive percentages have been one of the screening 
programmes’ drawbacks. Transvaginal sonography and 
magnetic resonance imaging (MRI) are useful methods for 
identifying ovarian masses in the hands of professionals. 
Efforts to standardize procedure and analysis are now 
underway and are expected to continue. Improve clinical 
diagnostic capabilities and the usage of cancer risk prediction 
algorithms. Radiogenomics and Radiomics could provide a 
plethora of extra information in the diagnosis and treatment of 
ovarian cancer. 

These studies about ovarian cancer detection in CT images 
show that many issues exist in the detection of ovarian cancer 
in the CT image, such as increased noise in feature extraction, 
classification error, low specificity and low sensitivity. To 
improve the method’s performance and reduce the error, here 
propose a new methodology named ovarian cancer detection 
in CT image by joint feature extraction and Efficient Net 
classifier. 

III. PROPOSED METHODOLOGY 

Ovarian cancer is a type of cancer that affects the ovaries. 
The cells can enter and harm healthy biological tissue and 
grow rapidly. Most techniques failed to identify cancer in the 
CT image due to the error and noise in the output image. Here, 
the proposed ovarian cancer detection by joint feature 
extraction and efficient net classifier. In this case, the pre-
processing technique is initially done by using Improved NLM 
filtering to remove unwanted noise in the image. Next, Joint 
feature extraction is done based on the fusion of high-level 
and low-level features. Here, the deep features are extracted 
using Deep CNN_RSO and the low-level texture features are 
extracted using ILBP. Both the features are cascaded to obtain 
joint feature extraction for performing ovarian image 
classification. Finally, the Efficient Net classifier performs a 
global average pooling and classification of normal and 
abnormal images. Thus, the suggested Efficient Net classifier 
can lower the maximum number of data features without 
altering their original properties and cut processing time and 

memory space. The performance of the presented approach 
will be examined with recent existing approaches in terms of 
performance metrics to prove the performance efficiency. The 
architecture of the proposed method is shown in Fig. 1. 

Image Preprocessing 

by INLM

Joint feature extraction

ILBPDeep CNN_RSO 

EfficientNet Classifier

CT image

Output

 

Fig. 1. Architecture of the proposed system. 

A. Pre-processing 

Image pre-processing is the preparation of images prior to 
their use in model training and inference. This covers 
orienting, resizing, and colour adjustments of the CT image. 
After collecting the CT images of ovarian cancer, upload the 
dataset picture and transform the RGB image into a grayscale 
image. Here pre-processing is done by using Improved Non-
Local Means (INLM). According to the NLM, the weights are 
produced under the Gaussian noise assumptions that are used 
to quantify the closeness between a core area patch in a 
searching window and nearby patches. Only pixel data is used 
to construct the weights for the NLM, which quantifies the 
closeness between a centre area patch and its nearby patches. 
The variance is used to calculate the neighbourhood similarity 
measure. This similarity metric does not completely consider 
the structural data of the picture whenever the noise levels are 
too high in the case of NLM. There are errors generated in the 
case of noise in the CT images, so an improved NLM is used 
for the smooth region to achieve a better effect in the image, 
to provide good protection for the edge and the adaptive 
selection of the Gaussian weighting coefficients. The 
algorithm for INLM is shown below. 
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S  Shows the general expression for the INLM algorithm, 

w  represents the weight of the CT image and ),( yxgk

shows the grey level representation of the image. The detailed 
algorithm of the INLM is shown below. 

B. Joint Feature Extraction 

Fusion of high-level (deep) and low-level (shallow) 
features is used to do joint feature extraction. Here, Deep 
CNN RSO is used to extract the deep features, whereas ILBP 
is employed to extract the low-level texture features. Both the 
features are cascaded to obtain joint feature extraction for 
performing ovarian image classification. The architecture of 
joint feature extraction is shown in Fig. 2. 

1) Deep CNN_RSO for deep feature extraction: The high 

level (deep) features of the ovarian images are extracted by 

using the CNN (Convolutional neural network). The extracted 

features are then optimized using the Rat Swarm Optimization 

(RSO). Fig. 3 shows the DCNN’s architecture. In this work, 

the DCNN consists of five convolutional layers: three max 

pooling layers and two complete reconnect layers. The 

activation function of each layer was a Rectified Linear Unit 

(ReLU). Three max pooling layers with a size of 3*3 pixels 

and a stride of 2 were employed to reduce the input image size 

of the subsequent convolutional layer. At the end of the 

DCNN, two fully linked layers containing a significant 

number of neurons were applied. The network extracts the 

deep features, is then optimized. 

a) Rat Swarm Optimization: Rats are enormous, 

medium-sized rodents with long, variable-length tails. Black 

and brown rats are the two most common species of rats [28]. 

Male rats are referred to as bucks, while female rats are 

referred to as does. Rats are naturally smart social beings. 

They indulge in grooming and jumping, chasing, tumbling, 

and punching. Rats are territorial and inhabit colonies 

composed of both males and females. Rats are noted for their 

aggressive behaviour, which has been known to kill other 

creatures. This aggressive behaviour is the fundamental 

motivation for performing this action when pursuing and 

combating prey. The mathematical expression for determining 

the optimization value of the deep features of ovarian cancer 

from a CT picture using RSO is provided below. 

The feature of the CT image can be found by, 

))()((.)(. xFxFCxFAF iri         (5) 

Joint feature extraction

Shallow featuresDeep features

Deep CNN_RSO (Deep 

Convolutional Neural 

Network_Rat Swarm 

Optimization)

ILBP (Interpolated 

Local Binary Pattern or 

Interpolated LBP)

Cascading of both features

Classification using 

Efficient Net 

Presents of ovarian cancer / 

Absence of ovarian cancer 

 

Fig. 2. Joint feature extraction. 

Input

Convolution_1

Max 

Pooling_

1

Convolution_2

Max 

Pooling_

2 Fully connected 

neural network

Out put

 

Fig. 3. DCNN’s architecture. 

Where F  shows the deep features, )(xF i  represents the 

features present in the CT image, )(xF r  shows the best 

optimal feature, A and C  shows the parameters. They can be 

calculated as, 

)(
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R  is the random number between the [1, 5] and [0, 2] 

The updated features can be obtained by, 

FxFF rdeep  )(                              (9) 

Here by using the Deep CNN_RSO the deep features of 
the CT images are extracted. Then, need to extract the shallow 
feature for that purpose ILBP is used.  

2) Interpolated Local Binary Pattern (ILBP) for shallow 

feature extraction: LBP compares the grey levels of the centre 

pixel to the grey values of the eight neighbouring pixels in a 

33 window and generates 1 or 0 to identify a pixel in 

the picture. It generates an eight-bit binary image as a result of 

the difference between grey values, with each grey value 

being split by its corresponding weight. Finally, these values 

are added together to produce a decimal value used to 

designate the centre pixel. Like LBP, the proposed ILBP 

characterizes each pixel depending on its neighbours. The 

only variable is that these pixels are chosen in a circular 

pattern and are evenly spaced in the center pixel to be labeled 

Consider the position of the sampling point ),( nn YX is 

represented as  
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),( cc yx Represents the pixel centre and )1( NnN   

shows the surrounding pixel number. RN, Represents the 

changing values of the CT image. The Generation of the 
circulation pattern is depicted in Fig. 4. Each phase of the 
circulation pattern is depicted in Fig. 4(a), (b), (c), and (d). 

The grey value point ),( yxg can be estimated as, 
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The weight of each pixel is given as 
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Interpolated LBP can be found by 
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(a) (b) (c) (d)  

Fig. 4. Generation of circulation pattern. 

shallowF  Represents the feature extracted by LBP, 

cn IandI Shows the grey value of the neighbouring pixel. 

a) Joint feature: The low-level textural characteristics 

can characterise the edges, direction, and intensity 

distribution, while the high-level features retrieved from the 

medical CT picture can indicate the visual characteristics of 

the lesion's location. CNN RSO gives deep characteristics, 

whilst the ILBP provides shallow ones. Both CCN_RSO and 

ILBP output features are cascaded to form feature extraction 

output. The joint feature gives a better feature extraction 

output. The joint feature can be obtained by normalizing both 

the deep and shallow features. The deep feature of the picture 

is the network’s output, and the deep feature’s dimension is 

1024. ILBP is utilised as the image's texture for the shallow 

texture feature. The ILBP element is 59 inches in length. The 

high and low level fusion features of an image are generated 

by normalising and cascading the two features. 
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effF represents the joint feature extraction of the deep and 

shallow features of the ovarian cancer images, shallowF  

Represents the feature extracted by ILBP and deepF  

Represents the deep feature extractions. 

C. Efficient Net for Classification of CT Images 

The classification of the image is used to calculate the 
neighbourhood similarity metric. This similarity metric does 
not completely include the structural data of the picture 
whenever the noise levels are too high. The classifier follows 
the classification process. Here uses a classifier named 
Efficient Net classifier. The output of the Efficient Net is 
given by the global averaged features of the CT image of the 
ovary. On the image Net, the Efficient Net classification 
model delivers state-of-the-art performance. The proposed 
classification of the CT image follows two stages: pre-trained 
and training stages. The pre-trained stage frees the image 
weights with respect to the network. The CT image is fully 
retained in the second stage with an efficient net classifier. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

291 | P a g e  

www.ijacsa.thesai.org 

The Efficient Net family of CNN models is based on a 
revolutionary scaling method. It utilizes a simple compound 
coefficient that is quite effective. Efficient Net scales each 
dimension uniformly using a predefined set of scaling factors, 
unlike previous approaches that scale network parameters 
such as breadth, depth, and resolution. In practice, increasing 
subjectivity improves the model’s performance, but balancing 
all network features under available resources considerably 
improves overall performance. Efficient Net is considerably 
more compact than other variants with the same Image Net 
accuracy. 

This research applies the Efficient Net CNN model to 
provide an efficient approach. This form of Efficient Net was 
chosen because it strikes a reasonable balance between 
processing resources and precision. These strategies can 
likewise be used to more resilient variations. Mobile inverted 
bottleneck convolution (MBConv) is a fundamental 
component of the Efficient Net model family. The Mobile Net 
models inspired the development of MBConv. One of the key 
concepts is the use of depth-wise separable convolutions, 
which mix depth-wise and point-wise convolution layers in 
succession. Fig. 5 depicts an efficient architecture for Net 
classifiers. 
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Fig. 5. Architecture of Efficient Net classifier. 

The success of the previously proposed strategy for model 
scaling is strongly dependent on the baseline network. 
Searches automatically for a CNN model that maximises 
accuracy and efficiency (in FLOPS). The fundamental 
network is referred to as Efficient Net, and its essential layout 
is depicted in Fig. 5. The first thing to observe is that this bass 
line model is composed of recurring MBConv1, MBConv3, 
and MBConv6 blocks. These are the various sorts of MB 
Conv blocks. The second observation is that the number of 
channels per block has expanded or increased (through a 
bigger number of filters). The final observation relates to the 
inverted residual connections that exist between the thin layers 
of the model. Given the CT scans detection of ovarian cancer, 
the Efficient Net classifier output is displayed. 

IV. SIMULATION RESULTS 

The ovarian cancer detection in the CT image using joint 
feature extraction and the Efficient Net model is presented 
using the PYTHON platform with the TCGA-OV dataset. 
Here the method is analyzed using sensitivity, specificity, 

accuracy, root mean square error (RMSE) and mean absolute 
percentage error (MAPE). Also, the ROC curve is obtained for 
the performance analysis of the system. For the classification 
of the features, an Efficient Net model is used. This model is 
analyzed by comparing the classification result using Le Net, 
Alex net, Google Net and VGG Net using the TCGA-OV 
dataset. 

A. Dataset Description 

1) TCGA-OV: TCIA provided a public database of 

abdominal CT scans used in this study: The Ovarian Cancer 

(TCGA-OV) dataset from the Cancer Genome Atlas. A group 

of researchers created the dataset. The Cancer Genome Atlas 

is a project examining the relationship between cancer 

characteristics and genetics by supplying clinical photographs. 

Clinical, genetic, and pathological data are stored in Genomic 

in TCGA-OV. TCIA stores radiological data, while the Data 

Commons Data Portal stores data. The TCGA-OV database 

contains 143 abdominal contrast-enhanced CT images and has 

two instances. The pelvis was outside the CT scan range, 

hence it was excluded from this study. The 141 remaining 

occurrences were included in the current investigation. The 

141 samples were randomly divided into 71 training cases. 

B. Performance Analysis 

Here the performance of the system analyzes with respect 
to sensitivity, specificity, Accuracy, RMSE and MAPE. 
Sensitivity is the capacity to sense or respond to simulation. 
The equation for the sensitivity of the classifier is given as 

Sensitivity =
FNTP

TP


                       (21) 

Specificity is defined as the condition of being specific in 
any method. Specificity of the classifier is represented as, 

Specificity = 
FPTN

TN


                       (22) 

The system’s accuracy is defined as the state of being 
accurate in a process. The accuracy of the classifier system is 
given as 

Accuracy=
FNFPTNTP

TNTP




         (23) 

The RMS value is the root mean square value, and the 
RMSE is the process's root mean square error. 
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Where TP = True Positive, TN  = True Negative, FP = 

False Positive, FN  = False Negative,

valuemmi max,...,2,1,0 
.
 

The result obtained by each of the performance metrics is 
shown below. Fig. 6 shows the sensitivity of the proposed 
Efficient Net model with respect to other models. Here the 
graph shows that the sensitivity of the proposed system is 
98.8% when using Le Net is 97.5%, Alex Net is 97.4&, 
Google Net is 97.2%, and VGG Net is 97%. Through this, the 
sensitivity of the proposed system is higher than that of the 
other classification methods. 

Fig. 7 shows the specificity of the proposed method with 
respect to the Efficient Net. The figure shows that the 
specificity of the proposed method is 99.8%, the specificity of 
the classification method by using Le Net is 98.8%, using 
Alex Net is 98.6%, using Google Net is 98.4% and using 
VGG Net is 98.3%. Through this, the specificity of the 
proposed method using Efficient Net is better than that of the 
other classification methods. 

 

Fig. 6. Sensitivity of the proposed method. 

 

Fig. 7. Specificity of the proposed method. 

 

Fig. 8. Accuracy of the proposed method. 

Fig. 8 shows how well the proposed method works in 
comparison to the Efficient Net. The graph shows that the 
proposed method is 99.8% accurate, the classification method 
is 99.5% accurate when using Le Net, 99.3% accurate when 
using Alex Net, 99.2% accurate when using Google Net, and 
99% accurate when using VGG Net. Through this, the 
accuracy of the proposed method using Efficient Net is better 
than that of the other classification methods. 

Fig. 9 shows how the proposed method compares to the 
Efficient Net in terms of the RMSE. The graph shows that the 
proposed method has an RMSE of 0.01%, the classification 
method using Le Net has an RMSE of 0.05%, Alex Net has an 
RMSE of 0.07%, Google Net has an RMSE of 0.09%, and 
VGG Net has an RMSE of 0.096%. Because of this, the 
RMSE of the proposed method using Efficient Net is better 
than that of the other classification methods. 

 

Fig. 9. RMSE of the proposed method. 
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Fig. 10. MAPE of the proposed method. 

 

Fig. 11. ROC of the proposed method. 

Fig. 10 demonstrates the MAPE of the suggested 
technique relative to the Efficient Net. The graph reveals that 
the MAPE of the suggested technique is 1.23 percent, while 
the MAPE of the classification method utilising Le Net is 2.5 
percent, Alex Net is 2.7 percent, Google Net is 3.5 percent, 
and VGG Net is 4.33 percent. Consequently, the MAPE of the 
suggested method utilising Efficient Net is superior to that of 
the other categorization techniques. Fig. 11 illustrates the 
ROC of the proposed Efficient Net approach versus the Le 
Net, Alex Net, Google Net, and VGG Net. The curve 
demonstrates that the suggested Efficient Net model 
outperforms the alternatives. 

V. CONCLUSION 

This paper proposes ovarian cancer detection in CT images 
by joint feature extraction and an Efficient Net classifier. 
Here, the deep features are extracted using Deep CNN_RSO 
(Deep Convolutional Neural Network Rat Swarm 
Optimization) and the low-level texture features are extracted 
using ILBP (Interpolated Local Binary Pattern or Interpolated 
LBP). The cascaded feature extraction is used for the 

classification of the image. Also, the optimization gives better 
results to integrating with DCNN. The classification result 
shows better performance with minimum noise in the 
extracted images. The joint feature reduces the noise and 
improves the feature extraction efficiency. Finally, Efficient 
Net performs global average pooling and classification of 
ovarian cancer. By using the Efficient Net classifier, the 
sensitivity, specificity, accuracy, RMSE, and MAPE can be 
improved to 98.8%, 99.2%, 99.8%, 0.01% and 1.23%. The 
system’s performance is compared using Le Net, Alex Net, 
Google Net and VGG Net using the TCGA-OV dataset. The 
outcome indicates that the performance of the proposed 
system is superior. Future work can improve the classifier's 
ability to classify tiny cysts in CT images. 
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Abstract—The integration of the internet of things in the 

information system application service web platform 

implemented in the supply chain has given rise to new formats 

and models, which are important manifestations of industry 

transformation and improvement. In the context of implementing 

long-term rural development plans, deep integration of the 

application of information technology and rural revitalization 

will act as a trigger that drives productivity and the development 

of other village business industries. The purpose of this research 

is to build a web service management model that can be used to 

manage and help optimize IoT-based salt farming production. 

The model built consists of software and hardware architectures 

and interconnections between tools. This research is divided into 

three stages: the first stage is to identify the data sources needed 

for big data needs, the second stage is to build a big data 

microservices model and the IoT model, the third stage is to 

integrate IoT data with the big data microservices model that has 

been built. The results of this study are in the form of an IoT 

device that can be run with big data micro services. The resulting 

IoT device can be used to automate water distribution based on 

the salinity value measured using a sensor. 

Keywords—Web service; big data; salt; IoT 

I. INTRODUCTION 

Big data and the Internet of things (IoT) are part of the 
components of the Industrial Revolution 4.0. Growing rapidly 
and affecting all fields, including business, technology, health, 
education, agriculture and increasing benefits for many other 
fields. IoT is contributing to the growth of large amounts of 
data, and high speeds, which are characteristics of big data, as 
described by Gartner. 

Indonesia is a country that has more ocean area, so of 
course it is a country that can produce its own salt and even 
export it to other countries. In fact, Indonesia has succeeded in 
producing abundant salt in 2012-2015, with a surplus of up to 
2.9 million tons. However, the problem occurred in early 2017 
that domestic salt production decreased, so we had to rely on 
imports for industrial salt needs [1]. 

Salt is a food ingredient that is consumed by all groups 
which is obtained through the process of crystallization of 
seawater or brine from sea salt or by the mining process of 
rock salt [2]. The influencing factor is that salt production in 
Indonesia has decreased because it still uses traditional salt 
processing methods such as dependence on sunlight and less 
use of the latest technology. 

The Internet of Things (IoT) describes the ubiquitous 
connection between common objects and the Internet. IoT 
works by deploying thousands of smart devices in a living or 
industrial environment. This device collects information from 
the surrounding environment, performs desired processing 
activities on the data obtained and transmits the processed data 
via a secure and reliable communication channel. Recent 
advances in software, hardware and communication systems 
have significantly improved human lifestyles in terms of time, 
energy and cost savings [3, 4]. 

Digital farming is one of the key technologies that has 
gained support through different research initiatives in the last 
decade. A fundamental digital farm setup consists of a central 
management platform, a human-computer interface and a 
dedicated IoT module, which monitors the animals, their 
behavior and facilities [5]. All of these building blocks are 
connected into a common platform, using a communications 
network that, today, is often based on an IoT architecture 
combined with cloud- or edge-based functionality. A smart 
atmosphere is, in the digital farming scenario, a more 
sophisticated concept, which enables information processing 
from big data, combined with the current context and 
conditions, and adequate adaptation according to prior 
knowledge or decisions generated from machine learning 
algorithms [6]. 

This research is in line with the demands of industry 4.0 
which is characterized by increased manufacturing digitization 
with four driving factors: 1) increased data volume, computing 
power, and connectivity; 2) the emergence of business 
analysis, capabilities, and intelligence; 3) the occurrence of 
new forms of interaction between humans and machines; and 
4) improvement of digital transfer instructions to the physical 
world. The uniqueness and advantage of this program is that it 
integrates the application of Internet of Things (IoT) 
technology. The purpose of the proposed program is to 
increase salt production, both in quantity and quality through 
the application of IoT-based information technology. 

Web service is an application of a collection of data 
(database), software (software) or part of software that can be 
accessed remotely by various devices with a certain 
intermediary. The use of web services is able to overcome 
interoperability problems and integrate different systems. In 
general, web services can be identified by using a URL like 
just a normal web (eg: www.webname.com). However, what 
distinguishes web services from the web in general is the 
interaction provided by web services [7]. 
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This research resulted in an IoT design that can measure 
salt salinity, temperature and humidity. The salt salinity 
measure is then used to open the faucet and automatically 
circulate water for the next production process. The data 
generated by the sensors is then combined with other data 
related to the supply chain of salt commodities using big data 
architectures and application microservices. 

II. BIG DATA 

The term Big Data is often used to describe a variety of 
different concepts, from the collection and processing of large 
amounts of data to the various techniques used to process data 
[8] (Favaretto, 2020). The use of this term is often popularly 
used in various fields such as: health [9], geography [10], 
psychology [11], and social life [12]. The term Big Data has 
been used since the 1990s as technical and marketing jargon by 
silicon graphics. The use of this term in academia began to 
emerge in the 2000s on the topic of computer science [13] and 
statistics/econometrics [14]. Then, in subsequent years, as it 
develops, the use of big data is increasingly used, especially in 
conducting data analysis [15]. 

Weiss and Indurkhya [14] stated that a very large data set 
and compiled in a centralized data warehouse allows analysis 
using more complex techniques to analyze more 
comprehensive data. In theory, big data is able to provide more 
comprehensive conclusions. However, in practice, there are 
various problems that arise. 

There are various definitions of big data. However, 
basically, big data has three attributes known as 3Vs, namely 
volume (large amount), velocity (fast processing), and variety 
(various data) [16]. Then, along with the larger amount of data, 
big data attributes are growing with additional attributes to the 
three previous attributes, such as: veracity, value and 
variability. Even with various definitions, big data is a large 
amount of data that comes from various sources [8]. 

One application of big data technology is in enterprise 
systems. For example, big data can be applied to 
manufacturing systems. Big data can help predict 
manufacturing equipment failures. Potential problems can be 
found by analyzing structured data (year, equipment make, and 
model) and unstructured data (log entries, sensor data, error 
messages, engine temperature, and other factors). With this 
data, manufacturers can maximize parts and equipment uptime 
and implement maintenance costs more effectively. 

In the village there are several applications of big data in 
rural areas. For example, big data can be used to automate 
agriculture. Agricultural automation uses various tools 
connected to the internet/ internet of things (IoT). The use of 
various kinds of sensors and tools certainly produces various 
kinds of data that need to be controlled to automate agriculture 
[17]. 

III. METHODELOGY 

The stages of program implementation can be divided into 
several parts, namely: 

1) Requirements gathering and analysis: Requirements 

Gathering and Analysis or mapping and analysis to get needs 

is the initial stage of the prototype model. In this stage the 

system requirements are defined in detail. In the process, 

developers and users provide feedback to each other. At this 

stage the required data sources are also identified, namely: 

 Internal Data, The majority of internal data will come 
from database systems Gadingsari Village. This data 
includes production data, stock data, company financial 
data, as well as data from various instruments contained 
in village business units. 

 External Data, this data includes raw material prices, 
selling prices, weather predictions, and input from 
related departments. There are various data sources that 
can be used to support the business units that are 
owned. These data can be collected from various 
sources and then analyzed which can produce 
conclusions that can help village businesses. These data 
are generated at different times. For example: weather 
data can be retrieved 7 days in advance while raw 
material data is sometimes available 1 month later. Of 
course this time difference can provide imperfect 
comparisons between data. Data types are also 
different. The average external data is unstructured, 
where the data does not have a fixed structure. 

2) Design model: The second stage is to build a 

microservices model and an IoT model. Creating a micro 

service model design that will provide a brief description of 

the applications contained in the web service management 

system that you want to create. IoT model design: namely the 

IoT model that will be implemented in optimizing salt 

production. The IoT model will then be run using the 

proposed web service. 

3) Integration: Design of Microservice System 

Integration and IoT technology in Web Service management. 

IV. RESULT AND DISCUSSION 

At the initial stage of the design is to build a microservices 
model and an IoT model, at this stage it is necessary to design a 
microservices model which will provide a brief description of 
the applications contained in the web service management 
system that you want to create. The Webservice Model Design 
created can be seen in Fig. 1. 
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Fig. 1. Salt production webservice model design 

A. Application Program Construction 

Program construction is a codification process, namely 
building application programs based on designs that have been 
made at the application design stage. There are several stages 
in this activity, namely: 

1) The first stage, the application program is to build a 

data ingestion application, to integrate data from various 

sources using the Application Programming Interface or API, 

as shown in Fig. 2. In this section, big data processing is 

carried out using several layers, such as the data visualization 

layer, analytical storage , analytical engine, data processing 

layer. 

 

Fig. 2. Big data server architecture design 

2) The second stage provides micro service services for 

users or business actors. At this stage, program construction is 

carried out to build application services. The target to be 

achieved is the availability of application services that can be 

connected to the IoT system for monitoring the salt production 

process, as shown in Fig. 3. 

 
Fig. 3. Big data architecture microservice design 

B. IoT Model Design 

The conceptual design of the IoT model that will be 
implemented in optimizing salt production can be seen in Fig. 
4, and the IoT design can be seen in Fig 5. The IoT model will 
then be run using the proposed web service. The picture shows 
the ESP32, which is a low-cost, low-power system on a chip 
(SoC) series with dual-mode Wi-Fi and Bluetooth capability! 
The ESP32 family includes the ESP32-D0WDQ6 (and ESP32-
D0WD), ESP32-D2WD, ESP32-S0WD, and ESP32-PICO-D4 
system-in-package (SiP) chips. At its heart is a dual-core or 
single-core Tensilica Xtensa LX6 microprocessor with a clock 
speed of up to 240 MHz. The ESP32 is highly integrated with a 
built-in antenna switch, RF balun, power amplifier, low noise 
receiver amplifier, filter and power management module. 
Engineered for mobile devices, wearable electronics, and IoT 
applications, the ESP32 achieves extremely low power 
consumption through power-saving features including smooth 
resolution clock gating, multiple power modes, and dynamic 
power scaling. 

 
Fig. 4. Conceptual design diagram of the IoT model 

Some of the functions of the IoT model design with web 
services are as follows: 

1) The controller is an IoT tool that will automatically 

control the valve based on sensor conditions. All automation 

occurs at the controller level to save traffic going out through 

the modem 

2) The controller will be connected to the web service via 

the tcp protocol. It should be noted that the controller can first 

connect to the local server or go directly to the web service. 
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3) The service data will be received. This service also 

allows the system to send messages to IoT devices. 

4) Finally, the management system allows the use of data 

to and from IoT devices. The system for will also simplify the 

management of IoT devices 

 
Fig. 5. IoT design 

DHT22, shown in Fig. 6, is a digital relative humidity and 
temperature sensor. The DHT22 sensor uses a capacitor and 
thermistor to measure the surrounding air and output a signal 
on the data pin. DHT22 is claimed to have good reading 
quality, judged by the fast response of the data acquisition 
process and its minimalist size, and the price is relatively cheap 
when compared to a thermohygrometer [18]. 

 
Fig. 6. DHT22: Temperature and humidity module 

Furthermore, the program is run based on program 
construction using the Python programming language as shown 
in Fig. 7. 

from machine import Pin, ADC 
import network 
import dht 
import ujson 
import time 
from umqtt.simple import MQTTClient 
 
# VOID 
# Register All Pin 
sensor = dht.DHT22(Pin(12)) 
pmeter = ADC(Pin(13)) 
pmeter.atten(ADC.ATTN_11DB) # Set Analog to 3.3V 
relay = Pin(15,Pin.OUT) 
 
# Parameter to control Relay 
relay_state = 0 
 
# MQTT  
 
# MQTT Server Parameters 
MQTT_CLIENT_ID = "device1" 
MQTT_BROKER    = "localhost" 

MQTT_TOPIC     = "iot/device/1" 
 
print("Connecting to WiFi", end="") 
sta_if = network.WLAN(network.STA_IF) 
sta_if.active(True) 
sta_if.connect('Wokwi-GUEST', '') 
while not sta_if.isconnected(): 
  print(".", end="") 
  time.sleep(0.1) 
print(" Connected!") 
 
print("Connecting to MQTT server... ", end="") 
client = MQTTClient(MQTT_CLIENT_ID, MQTT_BROKER,  
port=1883) 
client.connect() 
 

       print("Connected!") 

      # LOOP 
while True: 
 
  # Pasive Sensor 
  print("Measeuring Data....") 
  sensor.measure() 
  message = { 
    "temp": sensor.temperature(), 
    "humidity": sensor.humidity(), 
    "pmeter": pmeter.read(), 
  } 
  # Some Logic Sensor 
  relay_state = 0 
  if(message["pmeter"] >= 1000): 
    print("ook") 
    relay_state = 1 
 
  # Active Sensor 
  relay.value(relay_state) 
  message["relay"] = relay_state 
 
  print(ujson.dumps(message)) 
 
  print("Reporting to MQTT topic {}: {}".format(MQTT_TOPIC,  
  message)) 
  client.publish(MQTT_TOPIC, message) 
 
  # Looping 
  time.sleep(3) 
{ 
  "version": 1, 
  "author": "Choirul Imam", 
  "editor": "wokwi", 
  "parts": [ 
    { 
      "type": "wokwi-esp32-devkit-v1", 
      "id": "esp", 
      "top": 0.67, 
      "left": -28.67, 
      "attrs": { "env": "micropython-20220618-v1.19.1" } 
    }, 
    { 
      "type": "wokwi-dht22", 
      "id": "dht1", 
      "top": 7.13, 
      "left": -172.4, 
           "attrs": { "temperature": "-11.5" } 
    }, 
    { 
      "type": "wokwi-slide-potentiometer", 
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      "id": "pot1", 
      "top": 186.68, 
      "left": -331.47, 
      "attrs": { "travelLength": "30" } 
    }, 
    { 
      "type": "wokwi-resistor", 
      "id": "r1", 
      "top": 58.91, 
      "left": 169.7, 
      "rotate": 90, 
      "attrs": { "value": "220" } 
    }, 
    { 

      "type": "wokwi-resistor", 

      "id": "r2", 
      "top": 56.91, 
      "left": 218.18, 
      "rotate": 90, 
      "attrs": { "value": "220" } 
    }, 
    { "type": "wokwi-ks2e-m-dc5", "id": "relay1", "top": -32.09,   
      "left": 206.97, "attrs": {} }, 
    { 
      "type": "wokwi-led", 
      "id": "led1", 
      "top": 108.25, 
      "left": 219.88, 
      "attrs": { "color": "green" } 
    }, 
    { 
      "type": "wokwi-led", 
      "id": "led2", 
      "top": 106.41, 
      "left": 177.85, 
      "attrs": { "color": "red" } 
    } 
  ], 
  "connections": [ 
    [ "esp:TX0", "$serialMonitor:RX", "", [] ], 
    [ "esp:RX0", "$serialMonitor:TX", "", [] ], 
    [ "esp:3V3", "dht1:VCC", "red", [ "v0" ] ], 
    [ "pot1:VCC", "esp:3V3", "red", [ "h0" ] ], 
    [ "pot1:SIG", "esp:D13", "blue", [ "h0" ] ], 
    [ "r1:2", "led2:A", "green", [ "h0" ] ], 
    [ "led2:C", "esp:GND.1", "black", [ "v0" ] ], 
    [ "led1:C", "esp:GND.1", "black", [ "v0" ] ], 
    [ "relay1:NO1", "r1:1", "gray", [ "v0" ] ], 
    [ "r2:2", "led1:A", "green", [ "h0" ] ], 
    [ "relay1:NC1", "r2:1", "gray", [ "v0" ] ], 
    [ "relay1:COIL2", "esp:GND.1", "green", [ "v0" ] ], 
    [ "dht1:GND", "esp:GND.2", "black", [ "v0" ] ], 
    [ "pot1:GND", "esp:GND.2", "black", [ "v0" ] ], 
    [ "dht1:SDA", "esp:D12", "green", [ "v0" ] ], 
    [ "esp:3V3", "relay1:P1", "red", [ "v0" ] ], 
    [ "esp:D15", "relay1:COIL1", "orange", [ "h0" ] ] 
  ] 

 

Fig. 7. IoT program construction 

Furthermore, the design of the IoT model that has been 
built with the Python program is run using a server with web 
service management (Fig. 8). 

 
Fig. 8. Running IoT program design with web service management 

The program that is run shows the results that the system 
design is in accordance with the expected goals. Each module 
of connected devices, such as temperature sensors, humidity, 
wifi servers can communicate with each other and provide 
information in the form of the desired report. This proves that 
the designed web service management model is running as 
expected. 

V. CONCLUSION 

The web service model with IoT has been successfully built 
and can be run with the Web Service management model. The 
web service is run using a Public IP server, making it easier to 
run additional applications. Application programs run well 
with time optimization, as expected. The test results show that 
the sensor valve can function automatically based on the water 
level measurement sensor. 
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Abstract—In the modern day, protecting data against 

tampering is a significant task. One of the most common forms of 

information display has been digital photographs. Images may be 

exploited in a variety of contexts, including the military, security 

applications, intelligence areas, legal evidence, social media, and 

journalism. Digital picture forgeries involve altering the original 

images with strange patterns, which result in variability in the 

image's characteristics. Among the most challenging forms of 

image forgeries to identify is Copy Move Forgery (CMF). It 

occurs by copying a portion or piece of the picture and then 

inserting it again, but in a different place. When the actual 

content is unavailable, techniques for detecting fake content have 

been utilised in image security. This study presents a novel 

method for Copy Move Forgery Recognition (CMFR), which is 

mostly based on deep learning (DL) and hybrid optimization. 

The hybrid Grey Wolf Optimization and African Buffalo 

Optimization (GWO-ABO) using Convolution Neural Network 

(CNN) technique i.e., GWO-ABO-CNN is the foundation of the 

suggested model. The developed model extracts the features of 

images by convolution layers, and pooling layers; hereafter, the 

features are matched and detect CMF. The MICC-F220, SATs-

130, and MICC-F600 datasets were three publicly accessible 

datasets to which this methodology has been implemented. To 

assess the model's efficacy, the outcomes of implementing the 

GWO-ABO-CNN model were contrasted with those of other 

approaches. 

Keywords—Copy move forgery; convolutional neural network; 

image authentication; deep learning; tampered images 

I. INTRODUCTION 

Today's technological images play a crucial role in a broad 
range of fields. They are used in a variety of uses in the fields 
of broadcasting, journalism, medicine, and the army, to name 
a very few. The computerised image can be seen as a notable 
resource of information in today's advanced globe due to the 
advancement in the technology of sophisticated picture, such 
as sensors, coding, and Computers, as well as the widespread 
usage of the internet [1]. In addition, advanced image forgery 
refers to the intentional manipulation of a digitized image in 

order to change the conceptual interpretation of the contextual 
perspective contained within. Also, with availability of 
cutting-edge information structures editing tools like 
Photoshop, it becomes quite simple to create sophisticated 
fakes from one or more images. The reliability of photographs 
plays a crucial role in a variety of fields, such as measurement 
analysis, criminal probe, surveillance systems, organisational 
learning, medical imaging, and media broadcasting. Creating 
phony pictures is a specialty with a lengthy tradition. But in 
the current technology age, it showed out to be very simple to 
change the facts talked to by an image without any obvious 
consequences. 

One of the most widely popular techniques for altering 
digital photographs is copy-move. One of two factors can 
explain why there are copy regions in an image: first, the 
proximity of two particles or objects that are identical in size, 
form, and colouring; one of them may be a copy of the other 
one. Second, the appearance of duplicate regions in the results 
is caused by the proximity of a reasonably massive area with 
one colour and similar in features, such as foundational 
principles sky, splitter, etc.  Copy-move forgeries is created by 
copying and pasting a region or sector from one spot in an 
image to some other spot inside the same picture in order to 
modify or hide one or more objects and create a false vision. 
Moreover, copy-move forgeries identification is known to be 
successful when using key point-based analysis. There were 
some changes made to the image during copy-move forgeries. 
Moreover, to implement quality impersonating forgeries, 
techniques including turning, cropping, lightening, reduction, 
and force and contribute are used. Nowadays, even a non-
expert may easily produce convincing forgeries in digital 
images because of modern digital imaging and robust image 
manipulation tools. Huge different forgeries have been created 
in recent decades as a result of digital manipulation, which 
involves incorporating or removing certain parts from the 
image. Thus, checking the materials of digital photos or 
discovering fraudulent areas would be immediately helpful, 
for example, when images are used as evidence at trial. 
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Evidently, there is no one single, efficient option to the 
challenge of detecting digital forgery [2]. 

Two kinds of techniques and block-based approaches—
can be used to recognize the presence of a copy-move in a 
visual. The fundamental area of assessment consists of 
examining the decentness of images and identifying signs of 
modification without the requirement to use image files. 
Structurally complex transform, resilient to disturbance and 
geometrical modifications are only a few samples of the main 
aspects that feature-based techniques for copy-move 
verification retrieve from copied images. Block-based copy-
move identification, in comparison, analyses the properties of 
each block in the frequency response by splitting the copied 
images into matching or non-matching blocks [3]. LBP uses 
the features retrieved from the frames of gray-level image data 
to pinpoint the fake portions in visuals. Moreover, with SURF, 
local picture features that are resistant to noisy and 
geometrical changes are quickly extracted. In terms of how the 
two methods replace a specific image location with some 
other picture, copy move manufacture is very similar to 
picture patching. For instance, copy move forgery uses a 
portion of the original base picture as its origin instead of 
using an external image. The comparable image served as both 
the origin and the endpoint for the modified image. Hereafter, 
parts of the initial image are duplicated, moved to the perfect 
location, and then merged in a duplicated move fraud.  
Typically, this is used to conceal particular nuances or to 
replicate specific areas of an image [4]. Moreover, to 
minimise the impression of irregularities between the initial 
and delayed region, some additional preparation, such as 
center separation and hiding, is often linked along the edge of 
the modified region. 

Furthermore, the judgement regarding the validity of the 
data is subsequently made by evaluating the outcomes of 
several strategies. In single-image forgeries, the copy-move 
approach is used to substitute a section of the original picture 
with a section that was previously eliminated. Forgers employ 
certain comment on these thread modifications on the 
duplicated portions, including spin, scalability, and reflections, 
as well as mouldings and mixing, to make forgeries are easier 
to conceal. The addition of content for one image that comes 
from another image or photos is called forgeries using various 
pictures [5]. In addition, there are two distinct streams of 
computerized photo fraud detection. They are passive tactics 
and dynamic approaches. Images are extremely simple to 
change in the technological environment utilising well-known 
image manipulation software applications like Adobe 
Illustrator and Gimp, which results in an astounding number 
of phoney images entering in every day over the Web. 

Identification of Digital image forgery is an important 
research area; however, it seems to be a significant problem. 
Finding proof of a fake is done by looking for unique 
characteristics, and traits. The actual image's analytical, 
architectural, or physiological qualities must be homogeneous 
for the detection techniques to work, but manipulated images 
lack this homogenity. Digital image counterfeiting comes in a 
variety of forms, including picture merging, image reshaping, 
image editing, image re-sampling, and copy-move forgeries 
[6]. Several modified over time in a variety of domains, 

including target detection, ML, and computation imagery, 
were successfully solved using the DL method. As a result, it 
can be useful in developing patching forgery investigative 
techniques. 

Among the most successful and effective techniques 
applied in a variety of applications for image processing 
during the past ten years is the Artificial Neural Network. In 
addition, Convolutional Neural Network (CNN) is commonly 
employed for Copy-Move Forgery Detection in recent years. 
However, CNN method implemented on challenging  datasets 
has attained less accuracy and high testing time in CMF 
recognition [7].  To address this issue, the current work 
proposes an effective hybrid optimization with CNN for 
recognizing CMFD from digital images, which can achieve 
great result at a very cheap computational effort. CMFD's 
objective is to identify areas that are comparable to certain 
other areas of the image. Architectural or post-processing 
procedures are typically performed upon altered areas during 
the tampering procedure to make the forgeries realistic and 
undetectable. The key piece of evidence in CMFD is the 
strong resemblance between the modified areas and the origin. 
Here, the GWO-ABO with CNN technique serves as the 
framework's main tenet. 

The rest of the section is organized as follows: Section II 
describes the recent literatures related to CMF detection, 
Section III explains the materials and methods in which the 
dataset and proposed methodology are detailed, Section IV 
describes the result and discussion, and Section V concludes 
the paper. 

II. RELATED WORKS 

Although there are many other styles of digital picture 
scams, it can be quite difficult to spot copy-move forgeries. In 
order to identify copy-move fraud, the study utilized a new 
robust approach which is based on the Speeded up Robust 
Feature descriptor, Approximate Nearest Neighbour for 
feature representation, and Simple Linear Iterative Clustering 
for categorising the actual image into large pixel blocks. The 
portions that are in dispute are identified by swapping out 
paired key frames for comparable large pixel blocks, followed 
by the merging of adjacent blocks based on similar LCF [8]. 
On a variety of samples, including MICCF220, MICC-F600, 
MICC-F2000, and CoMoFoD, the paper measured a time 
complexity of 3.84 secs with 91.95% positioning accuracy. 
However, because the process takes longer than the alternative 
way, it cannot be used in the present circumstances. 

The author in [9] utilised robust feature enhancement 
acceleration, and the SVM is used to recognise the particular 
object. There were some changes made to the image during 
copy-move forgeries. To create effective portrayal forgery, 
techniques including rotating, magnification, lightening, 
reduction, and force and contribute are used in this paper. The 
dominant features from the source images are chosen in this 
case by the SURF extracting features. The SVM classifies 
these input photos using detection and recognition in order to 
retrieve the paired local features. Here, the outcomes 
demonstrate that forging images are taken from a collection of 
test images. When there is additional uncertainty in the data 
set, SVM doesn't really function very well. 
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The  paper [10] used a reliable technique for identifying 
Copy-Move forgeries in digital photographs. The procedure 
begins by removing an image's SIFT characteristics, which are 
resistant to modifications in lighting, spin, scale, etc. 
Characteristics are then compared to one another in order to 
check for any potential picture forgeries due to the 
resemblance between the inserted region and the duplicate 
data region. The utilised system works well with various post-
image analysis methods and is resistant to complex image 
analysis because of the high robustness of SIFT features 
extracted. However, to increase the robustness over 
inadequate SNR and small-size tampering regions, more 
research is still required. 

The paper [11] utilized a technique for spotting fake parts 
in digital photographs. The steps in this procedure are as 
follows: (1) transform the colour image into gray, (2) break 
the image representation into overlaying blocks of pixels, (3) 
use DCT to identify and extract feature, (4) aggregate blocks 
using the K-means approach, and (5) use radix order to 
correlate features. Here the method was appeal four different 
photos and on the foundation of the experimental work. 
Diverse methods, such as DCT and DWT, are typically 
utilized to extract the characteristics from the digital photos in 
unrelated domains, such as feature recognition and image 
fraud prevention. 

A reliable copy-move picture fraud prevention method 
used Gaussian-Hermite Moments in the paper. The method 
separates the image as an input into overlaying, fixed-size 
chunks, and then extracts the GHM values for every chunks. 
GHM is a powerful tool that may be used to recover picture 
characteristics that are rotation-, translation-, and scale-
invariant. Through lexicographically ordering all the 
characteristics‘, related chunks are matched. The outcomes of 
the experiments demonstrate how precisely the suggested 
technique can find the duplicate forged portions in a forged 
image [12]. Here, the used technique performs better than 
previous relevant strategies, according to experimental 
findings, both at the image and pixel levels. However, the 
method can necessitate additional time, rendering it 
inappropriate for the next presentation. 

The outcome of applying the lighting estimation technique 
reveals that the method is only marginally improved by 
excluding specific observations, such as geometry depending 
on shadowing and upgrade and improve characteristics on 
selected input images [13]. The technique to identify image 
modifications is approved by the publication in consideration 
of the abnormal illumination. By calculating surfaces and 
lighting data from the centre points, the counterfeit in images 
is identified. The process produces acceptable results for many 
source images. Here, the procedure is not just restricted to 
human faces and the identification of image regions with the 
same brightness. It can be used for photographs with any kind 
of item included in the scene. However, the method needed to 
be improved in order to estimate sections with the same 
brightness and to automatically choose spots. 

The method developed in this work is a reliable one for 
spotting digital picture forgeries and is sufficiently robust to 
withstand attempts at image alteration.   The very first process 

in the work is to generate the Rgb values into YCbCr space. 
Next, the Hilbert-Huang Transform includes are obtained from 
the chrominance-red element Cr. Finally, three distinct 
classification techniques, KNN, SVM and ANN—have been 
evaluated and contrasted for the task of classifying images as 
accurate or fake. Structural-Similarity is used to measure the 
precision of copy - move and to validate the findings. The 
suggested technique may identify pixels in the context of 
several images post-processing assaults, according to the 
findings of the robustness assessment; nevertheless, these 
cyber-attacks gradually degrade it [14]. However, since these 
techniques necessitate a large amount of storage for the 
training examples, the procedure might be slowed 
significantly. 

The paper [15] employed a blind verification approach 
based on bundle segmentation and visual scrambling to 
discover repeated sections for copy-move forgeries. DCT is 
employed to find the DCT coefficient matrices for each level 
sufficient source image in suspected images. The visual 
hashing characteristic matrices and matrices are treated in a 
systematic manner. Additionally, to increase analysis is an 
essential part; a package grouping technique is utilized in 
place of conventional textual order techniques in this work. 
The perceptive hashing vectors in every package and its 
neighbouring packages, comparable chunks can be 
distinguished. A computerisation that builds a feature 
representation to describe an image block using perceptive 
hash characters can withstand certain common attacks like 
adding white Gaussian noise and GB. Additionally, the 
suggested approach is vulnerable to some sophisticated 
assaults such sector manipulation and scalability. However, it 
is more expensive than other ways, consequently not everyone 
can benefit from it. 

One of the most prevalent popular forms of digital image 
forgeries, merging, was identified using a technology in the 
study [16] . Here, the VGG-16 CNNs are the foundation of the 
algorithm. The network architecture in used to receive visual 
features as information and determines whether an update is 
authentic or fake. During the learning phase, the work chooses 
portions on the edges of the inserted splice and from the 
original image portions. The potential for using the strategy 
when the JPEG technique repeatedly compresses deformed 
photos over a small range. As compared to other techniques, 
the reported findings show great generalization ability for a set 
of photos with intentional imperfections. However, Dynamic 
graphic images cannot be handled by the JPEG image 
standard, and stacked images are not supported. 

The forensic evidence of analyser sensors was addressed in 
the paper using a ML-based method. Numerous diagnostic 
approaches, including digital image authenticating, related to 
Google, and security mechanisms, are crucial for digital image 
assessment because of the rising accessibility and 
effectiveness of image altering applications. In this work [17], 
a CNN-based method for identifying scanner framework has 
been used. The test results demonstrated that originating 
scanner authentication may be done with extreme precision. A 
system, which brings together the advantages of ResNet and 
GoogleNet while still being compact. A dependability map 
that shows the altered areas in a digital image is also generated 
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by the article. However, a deeper network has a significant 
downside in that it typically takes weeks to train, rendering it 
unworkable in practical systems. 

In the paper [18], two methods for recognizing image 
combining are supported. Both techniques are used to retrieve 
input image features by using overlapped chunks. The first 
method is used to extract LBP or LTP components based on 
the image's chrominance‘s gray-levels, while the other 
approach retrieves ELTP characteristics from the luminance 
site's fast Fourier transformation. These methodologies' 
outcomes have been summarized in a favourable manner. By 
reaching an accurateness of 88.62% on data compression from 
the CASIAv1.0 collection, the FFT-ELTP approach works 
reasonably well. However, all of the strategies that are being 
discussed entail intricate modifications like the DCT and FFT, 
which makes the technique more difficult. It may be possible 
to eliminate the requirement for such sophisticated activities 
with the effort in a similar approach. An additional subject for 
investigation in the investigation is the distribution of the 
forgeries in the photograph. 

The paper [19] utilized, a key point-based image evidence 
collection procedure based on the Helmert conversion and 
super pixel recognition technique has been suggested. 
The method seeks to gather forensic data while detecting 
copy-move forgery photos. The activities or tasks make up the 
suggested approach's process. First, use a SIFT approach to 

identify the key details and related attributes. The resemblance 
between key points will then be determined based on the 
descriptors to produce matched pairings. In order to determine 
the precise counterfeit zones, the Helmert conversion to group 
the matched pairs according to geographical distances and 
geometry restrictions. In respect to province approaches, the 
experimental outcomes from evaluating multiple samples 
show that the suggested approach achieves excellent highly 
precise rates. However, the used method is not resistant to 
symmetrical, recurrent, and smoother processes for regional 
manipulation. 

III. MATERIALS AND METHODS 

A. Dataset Description 

The most difficult or well-known databases in the 
evaluation of CMF recognition methods are MICC-F220 [20], 
SATs-130 [21], and MICC-F600 [22]. Table I provides 
detailed information of various assessment datasets. The 
MICC-F600 database challenged attacks have been organised 
into four tiers with various forgery attacks. The MICC-F600 
and MICC-F220 databases had been used to effectively test 
the presented technique. While the SATs-130 database has 
only 96 images, which is too little and collide with 
DL method‘s nature. Large databases are required for the 
training phase of DL methods in order to accurately extract 
feature maps and construct system behaviour. 

TABLE I.  DATASET SPECIFICATION 

Sl. 

no 
Database 

Image Composition 
Tampered region size Images size (Pixels) 

Total Forged Original 

1 MICC-F600 600 152 448 
The size of the forged region changes from 

image-to-image. 
800×532 to 3888×2592 

2 SATs-130 96 48 48 
The size of the forged area changes from 

image-to-image. 
1024×683 to 3264×2448 

3 MICC-F220 220 110 110 
1.2% of the entire image seems to be the 

forged area. 
722×480 to 800×600 

B. Proposed Methodology 

The suggested model has four steps, and Fig. 1 depicts the 
proposed method's workflow. Pre-processing seems to be the 
initial step. Two things are being accomplished by this 
technique. The first objective is to uniformly scale all of the 
input images, and the second objective is to transform the 
images into tensors. The extraction of features seems to be the 
second stage. To retrieve the features from the raw images, 
this step is obtained. Feature matching seems to be the third 
stage, which is obtained to demonstrate the presence of 
forgeries. The final stage is post processing.  First, potential 
erroneous matches are removed at this stage. The CMF in 
digital images is afterwards identified. 

1) Pre-processing by GWO-ABO: GWO appears to be a 

bionic optimization method. It mimics the cooperative, well 

delineated working relationships found in grey wolf hunting 

behaviour. Grey wolves often live in packs of five to twelve 

people and have a rigid, dominant hierarchy based on wolf 

leadership skills. The three phases of the GW pack's predatory 

process: hunting, encircling, and attacking. The most 

prominent wolf in the pack, also known as wolf, typically 

served as its leader. The GWO terminology for the second and 

third tiers of leadership wolves is wolf and wolf, respectively. 

These second- and third-ranking auxiliary wolves aid the main 

wolf in making hunting decisions. All other following wolves 

are classified as wolves, and they pursue and engage in 

combat with the prey alongside these powerful wolves. 
For hunting, the enclosing of prey approach is used. For 

iteration  , the mathematical framework for this method is 
shown in below Eqns. (1) and (2). 

 ⃗  | ⃗⃗    
⃗⃗ ⃗⃗ ⃗     ⃗⃗   |   (1) 

 ⃗⃗        
⃗⃗ ⃗⃗ ⃗     ⃗⃗⃗  ⃗  (2) 

Here,  ⃗⃗⃗ and  ⃗⃗ are coefficient vectors, which is described 

as  ⃗⃗⃗    ⃗   ⃗⃗⃗⃗⃗   ⃗ and  ⃗⃗⃗⃗      ⃗⃗⃗⃗⃗. Where, the random vectors 

  ⃗⃗⃗⃗⃗   ⃗⃗⃗⃗⃗         and  ⃗⃗⃗ ⃗    (   
    ⁄ ), linearly decreases 

from    to zero;    value was set as 2 in actual GWO. 
Moreover,      represents maximum number of iterations. 
The GWO‘s hunting process has been headed by three finest 
solutions i.e.,      and   wolves. Thus, these 3 leading 
solution‘s positions have been saved in the pack and the 
remaining   wolves update their positions predicated on them. 
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This position updating technique‘s mathematical model is 
represented in Eq. (3). 

 ⃗⃗      
(  
⃗⃗⃗⃗⃗    

⃗⃗ ⃗⃗⃗    
⃗⃗ ⃗⃗⃗)

 
⁄  (3) 

Where,   
⃗⃗⃗⃗⃗   

⃗⃗ ⃗⃗⃗       
⃗⃗ ⃗⃗⃗ is computed by Eqn. (4) 

  
⃗⃗⃗⃗⃗    

⃗⃗⃗⃗⃗⃗       
⃗⃗⃗⃗⃗   ⃗⃗ ⃗⃗

  
⃗⃗ ⃗⃗⃗    

⃗⃗⃗⃗⃗⃗       
⃗⃗⃗⃗⃗   ⃗⃗⃗⃗⃗

  
⃗⃗ ⃗⃗⃗    

⃗⃗ ⃗⃗ ⃗      
⃗⃗⃗⃗⃗   ⃗⃗⃗⃗

 (4) 

Here,   ⃗⃗ ⃗⃗ ,   ⃗⃗⃗⃗⃗, and   ⃗⃗⃗⃗  are computed by Eqn. (5) 

  ⃗⃗ ⃗⃗  |  ⃗⃗⃗⃗    
⃗⃗⃗⃗⃗⃗      ⃗⃗|

  ⃗⃗⃗⃗⃗  |  ⃗⃗⃗⃗    
⃗⃗⃗⃗⃗⃗      ⃗⃗|

  ⃗⃗⃗⃗  |  ⃗⃗⃗⃗    
⃗⃗ ⃗⃗ ⃗     ⃗⃗|

 (5) 

 
Fig. 1. Presented methods workflow 

African buffalos‘ three principal characteristics are 
extensive memory capacity, cooperative cum communicative 
ability in both good and bad times, and extreme intellect gives 
origin to a democratic character. There are two sounds: 
‗maaa‘ and ‗waaa‘, which are indicated by    and   , 
respectively. The buffalo‘s movement is determined by Eq. 
(6). 

          ( ⃗⃗        )              (6) 

Here, the input image is denoted as   ,    is the image 
size,   represents the iteration, the learning factors are 
represented as    and   , the wolf‘s best fitness is represented 

as  ⃗⃗      and       is buffalo‘s best in each iteration. The 
image → tensors process is done by Eq. (7). 

     
       

    ⁄   (7) 

2) Feature extraction: Three convolutional layers, 

typically preceded by a pooling layer, make up the suggested 

feature extraction method. A max pooling layer comes after a 

convolutional layer that combines 32 filters in total. In 

complement to the ultimate combo of a convolutional layer 

with 128 filters and the final max pooling layer, a 

convolutional layer with 64 filters as well as a max pooling 

layer are also used. A feature map, which reflects the input 

image, has been produced by this process. The layers in 

extracting features from input images are shown in Fig. 2. 
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Fig. 2. Layers in feature extraction 

The convolutional and pooling layer sequencing creates a 
feature vector out of the feature map. The CNN structure is 
shown in Fig. 3. The input for the following step is this feature 
vector. 

a) Convolutional layer: A series of 2D digital filters 

make up the extracting features layer known as the 

convolutional layer. A convolution layer was used to minimise 

the data variables and extract the important features. The 

convolution layer includes scale invariance, interpretation 

invariance, and rotation invariance. Both the over-fitting 

problem is lessened and the generalisation idea is added to the 

fundamental framework. Eq. (8) illustrates the input of the 

convolutional layer like a collection of GWO-ABO pre-

processed images. 

  
   (     

  
       

    
 )  (8) 

Here,    is the 
given map cluster;    

  

is the convolution 
kernel, which has been 
employed for joining 

the     input feature map with     output feature map;   
  

defines the consistent bias to the      input feature map, the 
activation function is denoted as  . 

  
    

     
           

        
          

 (9) 

Here,     describes the pooling layer; the convolution 
kernel is denoted as  . The error function‘s partial derivatives 
convolution kernel and cost is described in Eq. (10) and (11) 

  
    

 ⁄         
        

        (10) 

  
   

 ⁄         
       (11) 

Where,    
        is   

    patch for every convolution 
and    

        is the patch centre. Lower random weights are 

used to initialize these filter's values. Then, during the training 
phase, these weights' values have been modified. The 
characteristics from the input images should be extracted by 
the filters that have been used. A feature map with an input 
image's filtered copies depth is produced by this procedure. A 
pixel's updated value      is equal to the sum of its former 
surrounding pixels'     values multiplied by the filtration 
elements     that have been used. The calculation is shown in 
Eq (12). 

             (12) 

 

 

Fig. 3. CNN structure 
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b) Pooling layer: The convolutional layer's feature 

map's dimensions are reduced using the pooling layer, a form 

of feature reduction technique. Windows are created using the 

split input feature map. Every window is divided into its 

highest value from its contained values by the max pooling 

method. In contrast, the mean pooling divides the windows 

into the average value of the window's contained values. The 

suggested approach has implemented the max pooling layers. 

3) Feature matching: To detect forgeries after obtaining 

the feature matrix, relevance searching has been carried out. In 

order to expedite the matching process, the feature matrix has 

been first lexicographically processed for this reason. 

Following that, the Euclidean distance used to compare vector 

similarities is provided. By using the provided Eq. (13) to 

contrast the vectors distances with a predefined threshold  , 

the matching vectors have been identified. 

  
                √ (     )

   
      (13) 

Where,   = 1.5. The Euclidean distance between the 
matched blocks is used to check similarities in the following 
stage of matching; it must be larger than threshold   to 
prevent false matches. 

4) Post processing: First, potential erroneous matches 

have been removed in this stage. The shift vector between 

identical blocks has been computed for this reason. Shift 

vectors have been produced from the suspect pairs' top left 

coordinates. Additionally, it is assessed whether the quantity 

of blocks with the similar shift vector surpasses a predefined 

threshold value (    ). If this criterion is met, it is 

demonstrated that CMF has finished handling the relevant 

blocks. The CMF on digital photos is finally discovered. 

IV. RESULTS AND DISCUSSION 

The assessment of the suggested algorithm's findings was 
reported in the results section. A comparative study with 
earlier methods working with CMF recognition was conducted 
after findings listing and discussion. A computer system 
running Windows 10 with an Intel Core i7 8th generation 
CPU, 4 GB of GPU hardware supporting CUDA, processor- 
64-bit, and RAM 8 GB was utilised to construct the suggested 
method. In additional to Keras and TensorFlow, Python 3.5 
software tools were used to implement the suggested method's 
backend toolkits. 

A. Evaluation Metrics 

The major metrics for evaluating the DL model‘s detection 
performance are: F-measure, TPR, accuracy, FNR, FPR, TNR, 
and TT. These metrics were employed for evaluating the 
presented GWO-ABO-CNN models performance in CMF 
recognition. 

True negative (  ) represents the number of real images 
that were really identified as real images. False negative (  ) 
refers to the number of altered images that were mistakenly 
identified as real images. True positive (  ) represents the 

number of manipulated images that were accurately identified 

and false positive (  ) represents the number of real images 

that were mistakenly identified as altered images. 

1) Accuracy: Accuracy has been referred to as the 

percentage of correctly detected image pixels. Absolute pixel 

precision is another phrase for this. Despite being the most 

fundamental performance indicator, anytime there is a class 

disagreement, it may lead to erroneous image detection 

findings. When one recognised category outperforms another, 

there is a category disparity. In this scenario, the dominant 

class's superior accuracy will outweigh the other group's 

poorer accuracy, leading to biased findings. If there has been 

no group discrepancy, the accuracy measure was advised for 

evaluating detection results using images. 
Accuracy is described in Eq. (14), 

          
     

           
⁄  (14) 

2) True positive rate (TPR): TPR, or the proportion of 

images which have been accurately identified as CMF, relates 

to the capacity to positively detect an instance of forgery. 

Moreover, sensitivity is described as the proportions of 

predicted forgery among those images are real. 
TPR is described in Eqn. (15), 

    
  

     
⁄  (15) 

3) True negative rate (TNR): The chance that an image 

which does not have any forgery will have a negative test 

outcome is known as TNR, and it is the proportion of forgery 

which is appropriately detected as CMF. Moreover, specificity 

is described as the proportions of predicted negative outcomes 

among those images are tested as original. 
TNR is described in Eq. (16), 

    
  

     
⁄   (16) 

4) False positive rate (FPR): The FPR is determined by 

dividing the total quantity of forgery images by the number of 

forgery images that were mistakenly classified as original 

images (false positives). 
TNR is described in Eqn. (17), 

    
  

     
⁄   (17) 

5) False negative rate (FNR): The likelihood that a true 

positive would be overlooked by the sample is measured by 

the FNR, also known as the miss rate. The FNR seems to be 

the percentage of positive test results that result in failed tests. 

The FNR has been computed as the difference between the 

number of altered images that were incorrectly identified as 

true images and the total number of altered images that were 

incorrectly identified as altered images as well as the number 
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of altered images that were correctly identified as altered 

images. 
FNR is described in Eq. (18), 

    
  

     
⁄  (18) 

6) F-measure: The effectiveness of the procedures is 

demonstrated through a pixel-based assessment that involves 

determining whether or not each individual pixel is false. The 

proposed as well as considered approaches are evaluated in 

terms of performance using the F-measure. Its improved 

performance in identifying the CMF in digital images is 

shown by a higher F-measure outcome. 
F-measure is described in Eq. (19), 

            
  

  (        )
⁄   (19) 

7) Testing time (TT): Testing Time (TT) has been further 

employed to assess the presented model and compare it to 

other models. TT seems to be the average amount of time 

required to evaluate the images for the specified number of 

runs (k). Additionally, as this step has only been completed 

offline once, Learning Time has been not taken into account. 

B. Results 

The research introduced a novel DL (CNN) method for the 
procedure of detecting image forgery. The suggested model 
combines a CNN model with a hybrid optimization of GWO 
and ABO. The suggested DL model has been tested using the 
MICC-F600, MICC-F220, and SATs-130 databases, among 
other datasets. The goal of the computational experiments has 
always been to develop the best model possible in terms of 
complexity and TT. Moreover, the suggested method had been 
tested using the k-fold cross-validation method. This 
framework starts with a learning phase that will be repeated 
(k) times to get a diversity of the images being looked at and 
provide accurate estimation by thoroughly looking through the 
datasets. The dataset is further divided into (k) groups (folds) 
with almost the similar dimension in this approach. 

The suggested model employed (k-1) the residual 
categories for testing and the classes for training. For both 
testing and training there are (k) iterations. The suggested 
approach made advantage of a method for 5-fold cross-
validation. Accordingly, for each of the five rounds, 30% of 
the dataset's images were utilised for testing while the 
remaining 70% were randomly chosen for training. Each 
iteration will employ a different 30% of the images instead of 
the previous 30% of images for assessment. 

TABLE II.  PRESENTED MODEL PERFORMANCE @ 25 EPOCHS 

Metrics Datasets 

MICC-F600 SATs-130 MICC-F220 

Accuracy (%) 95 92 97 

TPR (%) 90.4 84 100 

F-measure (%) 93.98 88.79 91.55 

FNR (%) 28.5 6.7 0 

TT (sec) 1.23 5.02 1.24 

TNR (%) 85.19 77.5 98.2 

FPR (%) 5.7 10.4 10.8 

Five trials at training epochs of 25, 75, 50, and 100 make 
up the test. At each epoch, the TPR, FNR, F-measure, TNR, 
FPR, and accuracy are recorded. In the computational 
experiments, a recording of the TT has been also taken into 
account. The simulation outcomes for every epoch for all 
databases are presented in Tables II to V. 

TABLE III.  PRESENTED MODEL PERFORMANCE @ 50 EPOCHS 

Metrics Datasets 

MICC-F600 SATs-130 MICC-F220 

Accuracy (%) 97.33 93.04 91.45 

TPR (%) 97.5 93.97 100 

F-measure (%) 93.4 88 82 

FNR (%) 34.4 1.6 0 

TT (sec) 1.31 4.25 1.25 

TNR (%) 87 93 97 

FPR (%) 10.1 5.6 4.3 

It is evident that the implementation of the suggested 
model grows as the number of epoch‘s increases. 
Additionally, how the suggested technique is implemented 
varies from one database to another. Therefore, the suggested 
model cannot be implemented due to two limits. The first 
constraint seems to be the number of training epochs, and the 
other is the databases construction, based on which the 
suggested model has been used. 

TABLE IV.  PRESENTED MODEL PERFORMANCE @ 75 EPOCHS 

Metrics Datasets 

MICC-F600 SATs-130 MICC-F220 

Accuracy (%) 94.4 97.8 98.7 

TPR (%) 100 97.5 100 

F-measure (%) 98.2 98.2 99.05 

FNR (%) 9.7 0 0 

TT (sec) 1.23 4.14 1.27 

TNR (%) 97.6 96.25 98.54 

FPR (%) 1.7 5.4 3.2 
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The effectiveness metric variable findings for the various 
four databases at epochs 25, 50, 75, and 100 are shown in 
Tables II, III, IV, and V, correspondingly. The findings shown 
in the tables show that after 100 epochs, F-measure, TPR, 
accuracy, and TNR increase by over 100%. In contrast, FNR 
and FPR decreased almost to zero at the same time that the 
number of epochs reached 100. Additionally, as the number of 
epochs increased, the TT decreased to a minimum. 

TABLE V.  PRESENTED MODEL PERFORMANCE @ 100 EPOCHS 

Metrics Datasets 

MICC-F600 SATs-130 MICC-F220 

Accuracy (%) 98.2 100 100 

TPR (%) 98.6 99 100 

F-measure (%) 99.9 100 100 

FNR (%) 2.2 0 0 

TT (sec) 1.24 1.32 1.132 

TNR (%) 100 98.05 100 

FPR (%) 1.04 2.84 0 

It is clear from the previous findings that the number of 
training components has a significant impact on the 
performance of the entire model. Additionally, it is noted that 
100 epochs yield the greatest results. The suggested model 
included a number of identifiers that might affect the results in 
terms of accuracy, F-measure, or TT. These variables include 
the volume of data utilized for training (which is connected to 
the utilized databases dimension), the volume of data 
employed as inputs to the network, the volume of hidden 
prototype layers, and the volume of the chosen epochs. The 
Identifiers for how much data are employed for training, how 
much data is employed as input, and how much data is 
employed for the network's hidden layers all remain constant. 
The number of the chosen epochs seems to be the only 
identifier left that might affect testing time. 

TABLE VI.  PRESENTED MODEL‘S OPTIMAL PERFORMANCE 

Datasets Metrics 

Accuracy (%) F-measure (%) TT (sec) 

MICC-F600 98.2 99.9 1.24 

SATs-130 100 100 1.32 

MICC-F220 100 100 1.132 

It was discovered that the number of epochs chosen has a 
significant effect on how long the method takes to reach the 
optimal state feature map.  The method can obtain the best 

performance by taking the time necessary to produce the 
appropriate feature map. The optimum feature map would be 
retrieved by choosing a precise number of epochs. Along with 
the number of epochs, interpolation will occur. In addition, the 
model will perform worse if fewer epochs than the chosen 
number are used, also failed to obtain the optimal feature map. 
As a result, if the other identifiers have been kept constant, the 
number of chosen epochs affects the TT. The optimal 
performance of proposed model in CMF detection on different 
databases is shown in Table VI. 

 
Fig. 4. Different dataset‘s optimal accuracy and F-measure of detection 

The best accuracy and F-measure representation for each 
database is shown in Fig. 4. According to the simulation 
findings, the suggested algorithm is a valid and practical 
method for CMF detection. Moreover, the presented model‘s 
MICC-F220 dataset‘s accuracy was compared with other 
existing models like Speeded Up-Robust Feature (SURF) [8], 
Spatial features-based Image CMF detection (IC-MFDs) [23], 
CNN [24], and Convolutional Long-Short Term Memory 
(ConvLSTM) [25]. 

TABLE VII.  MICC-F220 DATABASE ACCURACY COMPARISON 

Method Accuracy (%) 

SURF 91.95 

IC-MFDs 98.44 

CNN 100 

ConvLSTM 100 

Presented (GWO-ABO-CNN) 100 

The MICC-F220 dataset accuracy comparison of different 
models is shown in Table VII and Fig. 5. The comparison 
outcome indicated that the CMF detection performed by CNN 
model has attained 100% accuracy. 
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Fig. 5. Comparison of accuracy 

The accuracy attained by the model SURF was 91.95%, 
IC-MFDs was 98.44%, CNN was 100%, ConvLSTM was 
100%, and the presented GWO-ABO-CNN was 100%. The 
models with higher accuracy are reliable for CMF detection. 
The main problem in the CMF recognition is less accuracy on 
challenging database. From the current research results, it is 
evident that the presented GWO-ABO-CNN method detects 
CMF in challenging datasets like SATs130, MICC-F220, and 
MICC-F600 with 100% accuracy. Thus, the presented method 
is reliable for CMF recognition in digital images. 

V. CONCLUSION 

This research presents a deep learning system for CMF 
detection predicated on hybrid optimization GWO-ABO with 
CNN (GWO-ABO-CNN). The main goal of this study is to 
construct and enhance the DL classification framework for 
identifying real and forged classes in alleged digital image 
forgeries. The suggested approach anticipates creating a new 
paradigm that will offer improved performance, demand less 
testing time, and incur little computational expense. Four 
layers—pre-processing, feature extraction, feature matching, 
and post-processing (detection)—are addressed in the creation 
of the proposed forgery detection method. GWO-ABO has 
been used to unify the picture size and turn the images into 
tensors in the pre-processing layer. The suggested method is 
predicated on a novel invention that builds a serial series of 
convolutional layers and a pooling layer to speed up the 
detection process in the feature extraction layer. Several 
challenging datasets, including the SATs130, MICC-F220, 
and MICC-F600 datasets, have been employed in the 
evaluation process. The test findings revealed that 100 training 
epochs had produced the best accuracy. 
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Abstract—Recently, the number of different kinds of events 

on social media platforms show a tremendous increase in each 

second. Hence, event detection holds a very important role in the 

current scenario. However, event detection is challenging in 

information technology (IT). Several machine learning-based 

approaches are established for the event detection process, but it 

generates a high error and makes various information loss, 

affecting the system’s performance. Thus, the proposed work 

introduces a new detection strategy based on a deep learning 

architecture. In this, both text and image data are utilized for 

event detection. The different procedures for image and text 

databases are pre-processing, extraction and classification. The 

text data is pre-processed using four methods: lower case filter, 

tokenization, stemming, and stop word filter. An adaptive 

median filter (AMF) is utilized for pre-processing the image data. 

After the pre-processing stage, feature extraction is performed 

for text and image-based data in which most useful features are 

extracted. Finally, the varied events are detected and classified 

using the proposed Deep Compressed Convolutional Neural 

Network (DCCNN). The entire work is implemented using the 

PYTHON platform. The efficiency of the proposed model is 

measured by evaluating the performance metrics such as 

accuracy, recall, precision and F-measure. The simulation 

validation exhibits that the proposed classification method 

attains an improved accuracy of 97.1%, obtained precision is 

about 95.06%, recall value is 91.69%, and f-measure is 93.35%. 

The efficacy of the proposed deep learning method is proved by 

comparing the attained results with various state-of-the-art 

techniques. 

Keywords—Event detection; erosion; dilation; deep learning; 

deep compressed convolutional neural network; hashing; median 

filter 

I. INTRODUCTION 

In digital societies, the demand to express oneself and 
communicate with others is becoming more prominent. In 
many sectors of smart societies, this is being accomplished 
through digital platforms such as social media, which have 
increasingly become easy and inexpensive sensors compared 
to physical sensors [1-3]. The term ―big data‖ is used to 
demonstrate the trend of data explosion. Many research and 
surveys try to describe what big data means. Each work put 
forward a variety of viewpoints in terms of background, 
opportunities, applications, and challenges. Digital data, 
created by many digital devices, rises at breakneck speed [4-
6]. The McKinsey Global Institute (MGI) offered a detailed 
analysis of big data in terms of three various parameters such 
as innovation, competition and productivity. Different ML 
techniques show better results in big data processing 

applications from the last decades. Also, the ML approaches 
provide improved detection results in road traffic applications 
[7] as the size and number of data generated increase daily, 
handling these data using traditional learning methods is very 
difficult. 

Data generated by social media users is massive in 
volume, rapidly expanding, diverse in nature, and variable 
quality. These are the most important elements that define big 
data. Because of its immense popularity, the subject of event 
detection has recently drawn the attention of researchers. The 
big data age has arrived due to the abundance of data in 
virtually every area of our society [8-10]. It is a hot topic that 
affects many facets of our lives. Twitter has been used as a 
valuable data source in various situations [11, 12]. There has 
been a growing body of research on using Twitter as a sensor 
for traffic monitoring, flow forecasting, congestion prediction, 
and incident detection in recent years. These techniques have a 
lot of promise in this field. Event recognition from 
unstructured, quickly developing tweets is a difficult task from 
data mining. Many existing works developed different 
approaches for twitter-based event detection [13-15]. The 
volume, pace, variety, and authenticity of Twitter data are all 
hallmarks of big data. As a result, managing and analyzing 
Twitter data for event detection is a huge difficulty. Deep 
learning uses a vast amount of data to learn how features 
behave during training and predicts the class of data that has 
never been seen before. The proposed approach will be 
processed on both text and image datasets to analyze and 
improvise the performance. 

Event detection is a significant area in fundamental 
language processing that mainly focuses on automatic event 
prediction [16]. Generally, events are the particular actions 
performed in a certain period. The events are mainly 
represented in varied lengths of expressions from the 
collections of text documents. The certain event detection is 
based on the features, and the particular data are extracted 
from the text [17]. The detection and classification of events 
in texts and images play an important role in several 
applications. An effective event detection helps to analyze 
which event has occurred. Various techniques have been 
developed for event classification in the past few years. Some 
of the classification approaches are failed to classify the exact 
events because of the high computational complexity. Mainly, 
most traditional approaches are not suitable for high data 
dimensionality. Also, the classification performance model is 
affected due to the large over fitting issue. 
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Moreover, the existing works are troubled to process two 
different data types like image or text. Hence, event detection 
with text and image data is difficult in image processing. 
Thus, an effective methodology for accurate event detection 
and classification in image processing is necessary. 
Nowadays, deep learning approaches play a significant role in 
event classification and also it is highly appropriate for big 
data applications [18-20]. For this reason, the proposed work 
concentrates on deep learning techniques for event detection 
and classification using text and image-based data. 

A. Motivation 

Event detection using big data plays a very important role 
in a wide variety of applications. Many researchers use a wide 
variety of strategies to detect big data events. This work 
introduces a new deep learning-based technique for the 
efficient detection and classification of events. The prevalence 
of big data creates several challenges for the usual feature 
selection task. Scalability and stability are two issues in 
feature selection for big data analytics. A minimum amount of 
work can be done to detect events using Twitter. Big data 
techniques are critical since they allow for the system‘s 
scalability in data analytics and control. 

DL can improve the accuracy and efficiency of the event 
detection process, which would be extremely beneficial. 
Unsupervised feature learning approaches and deep learning 
have been widely deployed for image and text applications. 
These strategies have shown a lot of promise in these domains 
for autonomously expressing the feature space using 
unlabelled data to improve the accuracy of subsequent 
classification tasks. 

B. Contribution 

The main contributions of the work are summarized 
below. 

 To achieve an efficient event detection process using a 
compressed deep learning architecture, named deep 
compressed convolutional neural network. 

 To implement the event detection approach for both 
image and text data, also improvise the overall 
performance. 

 To utilize efficient text and image data pre-processing 
approaches to get accurate results for the event 
detection process using big data. 

 To evaluate the performance of the event detection 
using statistical measures such as accuracy, recall and 
f1-score, and compare it with the existing performance. 

C. Organization 

The concept is briefly explained in Section I. Some of the 
recent related work is explained in the Section II. The 
proposed event detection approach is elaborated in Section III. 
The implementation results and the dataset description are 
provided in Section IV. Finally, the conclusion and future 
scope are provided in Section V. 

II. RELATED WORKS 

Some of the existing works carried out on event detection 
using different approaches are discussed below. 

Cherichi et al. [21] developed a real-time event detection 
methodology using big data analytics in microblogs. In this 
existing work, a new metric is developed to enhance the 
outcome of microblogs searches. Here, the system is 
processed by executing five modules:  lexical analysis, 
morphological analysis, syntactic analysis, extraction and 
interpretation module. Initially, the tweets are pre-processed 
by performing tokenization, splitting the sentence and 
normalization. After the completion of the pre-processing 
stage, feature extraction is enabled. The feature extraction is 
performed with the assists of Natural Language Processing 
(NLP) by integrating the author‘s relevance, content 
relevance, and the relevance of the tweet. Finally, the event 
information is interpreted in the last stage. The established 
technique depends upon the framework of temporal marker 
classes and the contextual searching approach. A knowledge 
management system is constructed for measuring the 
developed approach. This existing work cannot obtain better 
results because of the high correlation between event 
information in tweets. 

Yadav et al. [22] developed signal energy transformations 
for analyzing various events in real-time. A synchrophasor 
data is utilized for detecting multiple events in power systems. 
The events are detected using the Teager-Kaiser energy 
operator (TKEO) approach. The mentioned technique is also 
responsible for temporal localization. This approach is 
invulnerable to large amplitude oscillation in the data, and it 
provides the extent of time resolution. The events are 
classified by introducing an energy similarity measure (ESM) 
to differentiate the events with improved accuracy 
performance.   This developed model categorizes different 
events with unequal severity and reduced time gaps. For real 
time, this approach utilizes only 10 samples of data windows. 
Hence, this technique is appropriate for sensing the events in 
power systems with better reliability. But, it faces increased 
computational complexity, which can disrupt the system‘s 
entire performance. 

Wang et al. [23] established an extended R-FCN model for 
event detection based on audio. The developed framework 
involves two phases for event prediction. Initially, the 
convolutional kernels in the time axis are slide to identify the 
presence of audio events. Then, the proposals which feasibly 
involves audio events are produced by utilizing region 
proposal networks (RPN). In the next phase, the domain: 
frequency and time are combined with categorizing the 
proposals, and the boundaries are refined. This developed 
approach utilizes spectrogram features from the audio signals 
as the input. This existing work uses ResNet50, ResNet101 
and enhanced ResNet50 methods to make real-time outcomes. 
This approach helps to make the system process easier. The 
accurate position of the audio event is detected at first, and it 
cannot consider the event class of audio in the initial phase. 
Therefore, it generates a binary classification issue. Thus, the 
process is turned into the second phase in which the proposal 
is classified, and the boundaries are refined. The developed 
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approach is better for event detection, but it is computationally 
expensive. 

Zhang et al. [24] suggested a deep learning-based 
approach for detecting events with images and text from social 
media. This existing study develops an approach named 
collective action events from social media (CASM). The main 
intention of this model is to detect the collective action events 
utilizing the data from social media. Both image and text data 
are used for the event detection process. For processing the 
image data, a convolutional neural network (CNN) is utilized, 
and for text data, a recurrent neural network (RNN) with long 
short-term memory (LSTM) is used. This study uses a two-
stage classification model for social media posts event 
prediction. The developed CASM is executed on Chinese 
social media data and detects numerous action events from 
2010 to 2017. This deep learning approach provides better 
classification results in event detection for image and text-
based data. 

Chen et al. [25] developed a semi-supervised deep learning 
approaches for traffic event detection using multi-modal data. 
For traffic event detection, the suggested work uses big data 
applications. The input data is encoded into numerical vector 
forms using feature learning components in multi-modal data. 
The multiples of data are processed simultaneously in a neural 
network and combine the features of each varied form of input 
data. The experimental results represent that the suggested 
technique is not suited for different classes of events. Also, 
this approach takes high learning time in the training process. 

Alomari et al. [26] introduced a new approach for road 
event detection. This paper also put forward a new and 
efficient big data tool named Iktishaf. It is developed with the 
help of Apache Spark to detect events related to traffic data. 
This existing study develops several classifiers using three ML 
technologies to detect eight different kinds of events. The 
classifiers were tested against a variety of criteria and other 
sources. Text pre-processing, event detection, and feature 
space are all improved with Iktishaf Stemmer. The pre-
processing phase minimizes the grammatical errors and 
mistakes in an Arabic dialect text. Also, this stage diminishes 
the noises and typos in the input data. Tokenizer and 
normalizer are performed to improve the data quality in the 
initial stage. The features are extracted from the pre-processed 
data using the term frequency-inverse document frequency 
(TF-IDF). In the end, the event is classified by using the 
tweets filtering component (TFC). This study faces reduced 
accuracy, scalability, functionality, and data management 
issues. Thus, developing an effective technique for event 
detection is important for obtaining better outcomes. 

A. Research Gap Analysis 

As surveying several existing works, event detection in 
image processing is critical for various techniques. Many of 
the previous works are not applicable for multi-modal 
applications in big data. In some cases, the traditional 
approaches fail to perform in large data dimensionality and 
make the system performance a minimum. The popularity of 

big data creates several challenges for the usual feature 
selection task. Scalability and stability are two issues in 
feature selection for big data analytics. A minimum amount of 
work can be done to detect events using Twitter. The 
techniques for detecting events must be exact. The retrieved 
data must be accurate in order to make better decisions. But 
many of the existing systems provide less accuracy for event 
detection procedures. Another limitation of the existing 
methods is difficulty in the run time and computational 
complexity. Also, these works utilized only one type of data. 
The previous techniques did not provide better results for 
event detection using text and image data. The effective event 
detection technique has not yet been developed to support 
multiple input data. So it is better to use multiple types of data 
to show the method‘s efficiency. Big data techniques are 
critical since they allow for the system‘s scalability in data 
analytics and administration. Numerous works use big data to 
detect events. However, several of the studies focused solely 
on text data. As a result, this research considers both image 
and text data. 

III. PROPOSED METHODOLOGY 

Event detection using big data holds a very important role 
in several applications. This work introduces event detection 
by the Deep compressed Convolutional Neural network 
(DCCNN). Here, utilizing both text and image data for 
processing the event detection approach. Different stages 
include pre-processing, feature extraction, and classification 
in-text data processing. The workflow of the proposed 
approach is shown in Fig. 1. 

The different pre-processing steps are tokenization, lower 
case filter, stop word filter and stemming. Then, feature 
extraction is done. For the text analysis to be perfect, feature 
extraction needs to be done, making the process easier. It 
helps to accurately deduct the data from the vast dataset 
without losing important information. The speed of the 
processing technique is increased due to the feature extraction 
stage. Here this process is achieved with the help of glove and 
feature hashing approaches. Finally, the classification of text 
data is carried out with the help of DCCNN. Next is image 
data processing. Initially, the image data is forwarded for the 
pre-processing stage to remove noise and other redundant 
information. 

An adaptive median filter is used for noise removal. Then, 
morphological operations such as erosion and dilation are 
applied for removing redundant data from the image. Then, it 
is sent to the DCCNN. The proposed DCCNN can perform 
extraction, selection and classification of image data. This 
technique is proposed to learn hierarchical features of data 
from an entire feature extraction technique. This combination 
makes DCNN input feature reduction (selection) with 
complexity reduction. While applying compression on DCNN 
will lead to feature reduction. In this way, the architecture 
reduction is achieved. This results in lower latency, as well as 
learning time, becomes faster. 
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Fig. 1. Workflow of the proposed methodology. 

B. Text Data Processing 

1) Pre-processing: The initial step considered here is the 

pre-processing. The data usually contains the presence of 

noise, redundant data and some other irregularities. Hence it 

should be pre-processed before extraction. The collected data 

contains several redundant information as well as noise. Here, 

four well-known text data pre-processing approaches are 

utilized: tokenization, lower case filter, stop word filter and 

stemming. Applying the tokenization procedure, a sentence or 

a paragraph can be split into smaller units. The stemming 

process can be applied to effectively reduce words into their 

stem by chopping off the ends of words and often by 

removing derivational affixes. Stop words usually indicates 

the words like ‗a‘ ‗an‘ ‗the‘ ‗in‘ etc. and are removed in the 

pre-processing stage. 

2) Feature extraction: The feature extraction (FE) process 

aims to remove the redundant information from the text data. 

Here, it is accomplished with the help of glove and feature 

hashing approaches. 

The glove is the method used to represent the words in 
their vector form. The words are mapped into space to find 
their vector representation. In this technique, the distance 
between words is related to semantic similarity. The glove can 
be explained by considering a matrix of word-word co-
occurrence counts )(Y . The entries  jiY  of the matrix tabulate 

how many times a word i occurred in the context of the word

j . The number of words that appear in a context j
 

is 

denoted by 
jY  and is given by the following expression. 

 l jlj YY                         (1) 

The probability of word i which appears in the context of 

the word j is given by, 

jjiji YYjiPP /)/( 
        (2) 

Feature hashing (Fh) is considered the simplest technique 
for FE purposes, and it is also termed a hashing trick. The 
reduced feature space can be accomplished by simply 
applying a hashing function in this approach. A second hash 
function is used here to indicate the sign of the feature set 
obtained, and it can also be possible to remove the collision of 
feature vectors. The hashing function applied for FE is shown 
below. 
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Where 

l

jF


indicates the reduced feature vector, and the thl

word is represented using 
lF . The context of thl word is 
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indicated using lA . The hashing function is represented using 

h  and the second hashing function is  . The parameter 

lFln )( is the number of times a word appears. The 

weighting of the word A based on the word l is represented 

as 
),( Ak

ix . 

C. Image Data Pre-processing 

1) Pre-processing: Usually, the image data consist of 

different irrelevant information along with noises. Hence it 

needs to be pre-processed to achieve better classification 

results. In previous studies, several techniques are used to pre-

process image data in the event detection mechanism. The 

proposed work is accomplished with the help of an adaptive 

median filter (AMF). The AMF approach removes the noise or 

other redundant information from the image dataset. AMF is 

considered a very efficient filter for noise elimination as well 

as it preserves the edges of the image. The AMF mainly works 

on two stages. In the first stage, AMF identifies the median 

value for the kernel. In the second stage, AMF checks whether 

the current pixel is noised or not. If noise is detected, each 

pixel‘s value is replaced with the median values of its 

neighbourhood, as stated in the equation below. 

 ),(:),(),( jijipmedianyxQ
        (4) 

Where ),( yx represents the image‘s location, and its 

surrounding neighbourhood points are denoted using  . 

2) Extraction: The feature extraction stage is an important 

stage in which the most discriminative information is 

extracted. This stage aids to improve the classification 

accuracy of the proposed model. In the proposed work, the 

image features are extracted with the help of a technique 

named erosion and dilation. These erosion and dilation are the 

two basic morphological operators that aim to extract relevant 

attributes from the image database. It can be achieved by 

probing the image with another set, known as structuring 

element (SE) or kernel. This operator provides varied 

outcomes when executed to binary or gray-scale images. In an 

image, the dilation process includes pixels to the boundaries of 

objects, while erosion eliminates the pixels on the boundaries 

of objects. The number of pixels included or eliminated from 

the image object is based on the element‘s shape and size 

utilized to process the image. Each pixel of an image is 

minimized by performing the process of erosion. The erosion 

operators acquire a pair of data as the input, and the SE 

mentions the accurate effect of the erosion performance on the 

input pre-processed image. Generally, the dilation process is 

applied to fill the gaps in the most important pixels, which is 

useful for classification. The erosion process is utilized to 

ignore the unessential features of pixels in an image. The 

extraction of erosion and dilation related features will enhance 

the classifier‘s performance. Let )(AErB
denotes an erosion 

of set A by the element B , and the expression is given 

below. 

}{)( ABAAEr AB                        (5) 

The dual operator of erosion is termed dilation. The 
dilation operation can be indicated as )(ADiB

, which is 

caused by the element B on the set A . 

}0{)(  ABAADi AB                     (6) 

In this process, the features are extracted using 
morphological operations with the aid of erosion and dilation. 
This erosion and dilation based features are fed to the input of 
the classification stage. 

D. Classification 

The events are classified with the help of a deep learning 
architecture termed as deep compressed convolutional neural 
network (DCCNN). DCCNN can process both image and text 
data. The architecture of DCCNN is illustrated in the 
following Fig. 2. 

Fig. 2 represents the architecture of the proposed DCCNN. 
The basic CNN method is considered to be efficient neural 
network architecture, and it utilizes the spatial properties of 
the input. In the training process, the input image features are 
passed throughout the DCCNN structure, and then the weights 
are updated in the backpropagation. The architecture contains 
different layers such as the input, convolutional, pooling, 
compression, and output layers. In the input layer, the image-
based features are subjected as the input, and it transfers the 
input data to the convolutional layers. The convolutional 
layers can extract different kinds of features from the input 
images. Moreover, the convolutional layers extract features‘ 
large dimensionality from the images. This high 
dimensionality of features is minimized in the pooling layer. 
Then, it again transferred to convolutional and pooling layers. 
In the proposed work, the compression layer is included in the 
deep CNN technique in order to compress both the features of 
image and text data. In the compression layer, the features 
from text data are given as the input. This compression layer 
provides a compressed output, and it helps to improve the 
classification accuracy. During the process of training, the 
image and text-based data are updated. The initial layer of the 
proposed DCCNN architecture is the convolutional layer, and 
it contains filters to extract the input features. Initially, the 
image data is applied at the convolution layer of DCCNN. 
Hence the applied image data is further extracted with the help 

of this convolution layer. Let 
  n

n Rllll  110 ...,,,
be an 

input vector having n components. The convolutional layer 

gives an output, 
  :...,,, 110

n

n Rmmmm    





iNj

jji lsm

                      (7) 
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Fig. 2. Architecture of DCCNN. 

Where weight is represented using js
, and iN

represents 

indices in the local receptive field at il . The weight js
is said 

to have a constant input of 1. Hence, each output im
is a 

weighted sum of neighbours

 iNj

jjls

plus constant. Equation 

(8) is the convolution of il using the filtering kernel js
 , and 

rewriting this equation using convolutional operator  gives, 

slm  ,                        (8) 

Where, 
  c

c Rssss  110 ...,,,
. The convolutional 

layers use different weight parameters to process input data, 
and the resulted output is a concatenated vector. Then it is 
passed to the next layer (i.e., pooling layer). The pooling layer 
can select the suitable features from the image dataset. Hence 
this layer can also be termed the feature selection layer of 
DCCNN. It can have the ability to generate in variance to 
small transformations, and it divides the disjointed regions 

having a size of SS * . If the input feature size is applied to 

the pooling layer is PP* , and the following expression gives 
the resulting output.  

S

P
E pooling                           (9) 

After the pooling/feature selection layer, the compression 
layer is placed. It is the most important layer in this 
architecture. The selected image features from the pooling 
layer are passed to the compression layer, and the processed 
text features are applied directly to the compression layer. 
This layer can combine the text and image features related to 

different events and compress the size of features. The useful 
features of the compression layer can reduce the 
computational complexity of the proposed event detection 
process. This layer forwarded the compressed output to the 
output layer. This layer usually comprises of softmax 
classifier. The following equation represents the output of the 
softmax classifier. 

mm

j

y

l

i yyymk

e

e
S

j

k

,....,.,,.........1, 1

1




   (10) 

Where iS indicate the outcome of the softmax classifier.

kl denotes the factor of the input vector l , and m indicates 

the total number of neurons present in the output layer. This 
layer is responsible for suitably classifying the events. The 
output contains both image and text data of the same event. 
The classification stage of the proposed work is depicted in 
Fig. 3. 

The event detection is achieved with the help of image and 
text data. The proposed model attains the training accuracy of 
80% and obtains the testing accuracy of 20%. The data is 
forwarded for pre-processing and extraction. Further 
processing and selection are accomplished with the help of the 
DCCNN network. It is considered one of the best neural 
networks for the classification process. Here the convolution 
layer is utilized for extraction, and the selection is made with 
the help of the pooling layer. Here a new compression layer is 
introduced to achieve the efficient result and reduce 
complexity. The text data is applied directly to the 
compression layer. Finally, the softmax layer obtains the 
result, containing a single event‘s compressed and combined 
output.
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Fig. 3. Classification stage of the proposed method. 

IV. RESULT AND DISCUSSION 

The proposed DCCNN network is evaluated based on 
image and text data, and it is implemented with the help of the 
PYTHON platform. Here seven text data and one image data 
are utilized. The image data is created using the images 
available on the Internet. The dataset explanation and the 
evaluation metrics computation are explained in the following 
sections. 

A. Dataset Description 

The proposed methodology uses five text databases and 
one image database. The image dataset is created by using the 
images available on the Internet. Various kinds of images are 
available on the Internet, and the images suitable for event 
detection are collected for the proposed event detection 
process. The proposed work collects the Internet images 
related to the environment, transport, geospatial, water and 
education. In that, education dataset belongs to 22 images, and 
the environment consists of 76 images, geospatial have 100 
images, transport has 250 images, and water contains 300 
images. Among these, 80% of data is used for training and 
20% for testing. The text data for the event detection process 
is attained from the data.world dataset. This dataset contains 
127708 different datasets for varied applications like 
transportation, environment, statistics, atmosphere etc. This 
dataset has obtained great attention for event prediction in 
different fields in the past few years. The proposed work 
gathers the text data from education, transportation, water, 
geospatial and environment using data.world dataset. The data 
from both text and image datasets are employed to experiment 
with event detection in the proposed study. The text data is 
explained in Table I. 

B. Evaluation Metrics 

The overall performances of the proposed technique are 
assessed with the help of various parameters such as accuracy, 
precision, recall and F-measure. Accuracy is the value close to 
the true value given by the following expression. 

npnp

np

FaFaTrTr

TrTr
Acc




        (11) 

Precision is an important parameter, and it represents the 
ratio between numbers of positive samples to the total 
samples. It is computed using the following expression. 

np

p

FaTr

Tr
precision


       (12) 

Recall indicates the ratio between positively classified 
positive samples and the total number of positive samples can 
be computed using the following expression. 

np

p

FaTr

Tr
recall




        (13)

 F-Measure generates a single score that accounts for both 
accuracy and recall concerns in a single number. The 
expression is given below. 















recallprecision

recallprecision
measureF 2

   (14) 

These equations
pn TrandTr  indicates the number of true 

negative and true positive values. The parameters 
pn FaandFa  

represent the false negative and false positive values. 

TABLE I. TEXT DATASET DESCRIPTION 

Name of text dataset Details 

Education – 

(https://data.world/cityofchicago/

performance-metrics-city-

colleges-of-chicago-course-s): 

This is based on the records obtained in 

the college of Chicago university and 

describes the course‘s success rate 

Transportation – 

(https://data.world/buffalony/y93

c-u65y): 

This dataset comprises the details about 

the traffic count data. 

Environment –

(https://data.world/dublin-city 

The annual traffic counts conducted at 33 

locations across the city cordon created 

by the Royal and Grand Canals from 

2008 to 2012 at 15-minute intervals 

Geospatial – 

(https://data.world/dcopendata/03

fcb333c5a3441ab9823116b4359

c4a-4 

It includes 311 Service Requests in the 

last 30 days for illegal dumping on 

public property. 

Water – (https://data.world/city-

of-ny/bkwf-xfky 

The data tables summarize the turbidity 

values, coliform, fluoride and chlorine 

found at sides in distribution. 

https://data.world/cityofchicago/performance-metrics-city-colleges-of-chicago-course-s
https://data.world/cityofchicago/performance-metrics-city-colleges-of-chicago-course-s
https://data.world/cityofchicago/performance-metrics-city-colleges-of-chicago-course-s
https://data.world/buffalony/y93c-u65y
https://data.world/buffalony/y93c-u65y
https://data.world/dublin-city
https://data.world/dcopendata/03fcb333c5a3441ab9823116b4359c4a-4
https://data.world/dcopendata/03fcb333c5a3441ab9823116b4359c4a-4
https://data.world/dcopendata/03fcb333c5a3441ab9823116b4359c4a-4
https://data.world/city-of-ny/bkwf-xfky
https://data.world/city-of-ny/bkwf-xfky
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C. Evaluation Results 

The proposed approach is analyzed on four performance 
parameters: accuracy, precision, recall, and f measure. The 
overall performance of the proposed approach is explained in 
the following Table II. 

Table II indicates the entire evaluation result of the 
proposed DCCNN based event detection approach. As Table 
II indicates, the proposed approach is assessed on four 
statistical measurements: accuracy, precision, recall, and f-
measure. Accuracy value generally refers to the obtained 
value being close to the true value. The obtained classification 
accuracy of the proposed work is 97.41%. Improved accuracy 
in the classification approach exhibits that the proposed 
approach is highly effective for the event detection process. 
The proposed DCCNN approach attains the precision value of 
95.06%, recall is 91.69%, and the obtained F1-score is 93.35, 
respectively. The simulation results prove that the proposed 
model is highly applicable for event detection mechanisms. 
The class-wise comparison of different performances is 
indicated by the following Table III. 

Table III shows the class-wise comparison of the proposed 
approach. The proposed approach is assessed based on five 
different events: education, transportation, environment, 
geospatial, and water. According to the experimental results, 
the education database has obtained higher accuracy of 
99.35%. The proposed framework attains the accuracy for 
transportation, environment, geospatial, and water are 96.77%, 
98.70%, 98.06% and 94.19%, respectively. Compared with 
other events, an achieved precision performance of the 
DCCNN approach is minimum for the education database. 
The transportation database obtains 97.87% of improved 
precision value. The precision values obtained for education, 
water, geospatial and environment are 83.33%, 91.80%, 
90.47%, and 95.00%. The education database attains 100% of 
recall performance, and similarly, the environmental and 
geospatial database obtains the same recall performance of 
95%. Using the transportation and water database, the 
DCCNN methods obtain the recall value of 92.5% and 
93.335%, respectively. The environmental database achieves 
95% of the F1 score value, and the attained f1-score of 
education, transportation, geospatial and water databases is 
90.90%, 94.845, 92.685 and 92.56%. The graphical 
representation of the accuracy comparison is shown in Fig. 4. 

Fig. 4 is used to illustrate the accuracy performance of the 
proposed technique, along with a comparison of the existing 
approach. In Fig. 4, the horizontal axis denotes different 
existing approaches along with the proposed approach, and the 
vertical axis indicates the performance results, expressed in 
percentage. The existing methods used for the comparative 
analysis are Simple CNN, ResNet50, and DNN. The simple 
CNN approach is the deep learning approach; the existing 
CNN approach also improves event detection outcomes. But it 
faces over fitting problem, and also it suffers from a class 
imbalance issue, which affects the overall performance. The 
training process of the ResNet model is not as much better. 
Also, the DNN model is highly complex to perform event 
detection in big data. In order to avoid such issues, the 
proposed work uses the DCCNN model for perfect event 
detection. The accuracy obtained for the proposed approach is 
97.41%. Simple CNN is better thanResNet50 and DNN for 
accuracy in the existing methods. 

TABLE II. OVERALL PERFORMANCE 

Sl. no. Parameter Accuracy (%) 

1 Accuracy 97.41 

2 Precision 91.69 

3 Recall 95.06 

4 F1-score 93.35 

 

Fig. 4. Accuracy performance comparison. 

TABLE III. PERFORMANCE OF DIFFERENT EVENTS 

Parameters 

(%) 

Events 

Education Transportation Environment Geospatial Water 

Accuracy 99.35 96.77 98.70 98.06 94.19 

Precision 83.33 97.87 95.00 90.47 91.80 

Recall 100 92.00 95.00 95.00 93.33 

F1 score 90.90 94.84 95.00 92.68 92.56 
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Fig. 5. Precision performance comparison. 

Fig. 5 represents the performance comparison in terms of 
precision. The precision value obtained for the proposed 
DCCNN based event detection methodology is 91.69%. The 
Simple CNN approach has a nearly close value to the 
proposed method in the comparison results. The DNN 
approach shows the least performance than other methods 
indicated in Fig. 5. The following Fig. 6 indicates the recall 
performance comparison. 

Fig. 6 illustrates the recall performance comparison of the 
proposed DCCNN approach with the existing three 
approaches. The DCCNN method has a recall value of about 
95.06%. All other three methods have almost similar 
performance, among that, Simple CNN shows better 
performance, and DNN shows the least performance. The 
following Fig. 7 indicates the f1-score performance 
comparison. 

The performance comparison in terms of f1-score is 
illustrated in Fig. 7. The corresponding result for the proposed 
technique is 93.35%. It indicates that the proposed approach is 
better than all other existing methods. In short, the overall 
comparison result shows that the proposed approach is better 
for the event detection process. The graphical representation 
of class wise performance comparison is shown in Fig. 8. 

Fig. 8 represents the performance comparison of different 
events such as education, environment, geospatial, transport 
and water. The accuracy of education, transportation, 
geospatial, environment, and water databases is 99.35%, 
96.77%, 98.70%, 98.06% and 94.19%, respectively. It means 
that this education event showed better performance in terms 
of accuracy. The precision value for the corresponding events 
are 83.33%, 97.87%, 95%, 90.47% and 91.80% respectively. 
Likewise the recall values are 100%, 92%, 95%, 95.5% and 
93.33% respectively. The f1-score is also better and the values 
are 90.90%, 94.84%, 95%, 92.68% and 92.56% respectively. 
The overall results show that the proposed DCCNN based 

event detection approach is better than other methods. Table 
IV represent the overall performance comparison of the 
proposed approach with previously existing techniques. 

The proposed event detection model is compared with 
previous techniques like simple CNN, ResNet50, DNN. These 
existing approaches involve drawbacks like over fitting issues, 
imbalance classification, computational complexity, high 
processing time etc. Also, many of the conventional 
approaches are difficult to process in different modalities of 
data. The proposed work introduces the DCCNN model for 
event detection and classification by considering these issues 
in the existing works. This approach provides enhanced event 
classification results regarding the accuracy, recall, precision 
and F-measure. The above table reveals that the proposed 
DCCNN approach is highly effective than the state-of-the-art 
techniques. 

 

Fig. 6. Recall performance comparison. 

 

Fig. 7. F1-score performance comparison. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

321 | P a g e  

www.ijacsa.thesai.org 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 8. Performance comparison of different events (a) education (b) environment (c) geospatial (d) transport (e) water. 

TABLE IV. OVERALL PERFORMANCE COMPARISON OF PROPOSED CLASSIFICATION APPROACH WITH EXISTING APPROACHES 

Methods Accuracy (%) Recall (%) Precision (%) F-measure (%) 

Simple CNN 95.87 91.53 86.32 88.85 

ResNet50 92.77 80.93 76.31 78.55 

DNN 89.67 71.06 68.97 70 

Proposed DCCNN 97.41 95.06 91.69 93.35 
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V. CONCLUSION AND FUTURE SCOPE 

Event detection is considered a very important procedure 
in various fields. Due to its diverse application, much research 
work exists in this field. Most event detection strategies utilize 
only one particular type of data (i.e. text or image). Many of 
the previous traditional approaches are not appropriate for 
multi-modal input data for event detection. Hence this work 
put forward a new event detection procedure with text and 
image data. The proposed event detection framework involves 
pre-processing, feature extraction and classification. These 
stages are performed for the input data from the image and 
text dataset. For pre-processing, the text input data, 
approaches like tokenization, stop word filter and lower case 
filter are utilized. Similarly, the image-based input data is pre-
processed by using the AMF method. Then, the essential 
features that smoothen the classification process are extracted 
in the feature extraction stage. The events from the text and 
image dataset are classified using the DCCNN model in the 
last stage. The proposed work is implemented with the help of 
the PYTHON platform. The evaluation parameters considered 
are accuracy, precision, recall and f1-score, and the 
corresponding values obtained are 97.41%, 95.06%/ 91.69%, 
and 93.35%, respectively. The results show that the proposed 
approach performs well. In future, we will extend the work 
with more datasets and improvise the overall performance. 
Also, the computational complexity of the system will be 
evaluated, and more parameters to evaluate the system‘s 
performance will be included. Moreover, hybrid optimization 
algorithms will be introduced to enhance the efficacy of the 
classification approach. 
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Abstract—COVID-19 is a global pandemic that significantly 

impacts all aspects. The number of victims who died makes this 

disease so terrible. Various policies continue to be pursued to 

reduce the spread and impact of COVID-19. The spread of a 

disease can be modeled in differential equation modeling. This 

differential equation modeling is known as the SIR Model. A 

differential equation can be expressed in a state-space model. The 

state-space model is a model that is widely used to design a 

modern control system. This research carried out the 

transmission rate and recovery rate estimates in the SIR 

pandemic model. Estimation of the transmission rate and 

recovery rate in this study poses a challenge to the value of the 

number of people confirmed as infected. The experimental result 

shows that the transmission and recovery rates can be estimated 

using the data for the infected and recovered persons. Estimates 

of infected and recovered people were conducted using the 

Kalman Filter. 

Keywords—Kalman filter; pandemic; SIR model 

I. INTRODUCTION 

COVID-19 is a global pandemic disease that is currently 
challenging for various countries worldwide. The current effort 
is to prevent an explosion of infected cases, considering the 
limited medical facilities available. This condition will be more 
difficult if not controlled because the growth in cases of 
infection is exponential [1]. The spread of a disease can be 
modeled in differential equation modeling. This differential 
equation modeling is known as the SIR Model. A differential 
equation can be expressed in a state-space model. The state-
space model is a model that is widely used to design a modern 
control system. Modeling the distribution of COVID-19 to the 
SIR state-space model is interesting because this model can 
control the spread of measured diseases. The advantage of 
controlling using state-space modeling is that the model 
supports MIMO (Multiple Input and Multiple Output) cases. 
Two essential parameters must be known in the SIR model: 
transmission and recovery rate. 

Transmission and recovery rates are the points to observe a 
process of controlling a disease outbreak in this model. The 
system model can be divided into input, output, and process. In 
this study, the input in the model is a suspect person (a person 
who is likely to be infected). Meanwhile, state-space modeling 
is carried out in the process stage with the state of the infected 
person and recovered person. At the same time, the output is an 
active case of an infected person. The output becomes a 
dynamic system because it adds a migration factor to the 
control system model. 

According to previous research, the SIR model is used to 
predict and control a pandemic [2]–[9]. However, the 
pandemic SIR pandemic model has a problem because the 
transmission rate and recovery rate in the SIR model are 
constant [10]–[16]. Using these constants in predicting the 
number of infected and recovered is unsuitable for a condition 
that does not restrict population movement [17]–[22]. In this 
study, the authors are interested in identifying the transmission 
and recovery rates of the SIR model in real time. The updated 
results of the transmission rate and recovery rate values are 
then used to predict the number of states in the SIR model. 
State estimation needs to be done because detection bias of 
infected people can occur in a pandemic control. 

Kalman filter is an algorithm that can be used to estimate 
the state of the SIR model. The Kalman filter is a two-step 
process that involves prediction and measurement updates. In 
the prediction step, the Kalman filter uses the current state of 
the system and the system's dynamics to predict the state at the 
next time step. In the measurement update step, the Kalman 
filter uses the predicted state and the new measurement to 
compute a more accurate estimate of the system's state. 

The rest of this paper is organized as follows. Section II 
presents the related works of the SIR model implementation in 
various pandemics. Section III describes the proposed methods 
used in this study. Section IV presents the result and 
discussion. Finally, Section V concludes this study. 

II. RELATED WORKS 

Research on SIR models was conducted in 2010, and an 
H1N1 disease distribution model was designed using the SIR 
Model [2]. G. Yang [3] also carried out the control design 
using the SIR model. Based on these two studies, it can be 
concluded that the pandemic can be modeled into a control 
system. Research related to control systems using the SIR 
Model continues to grow. H. Weiss [4] formulated several 
policy examples to prevent the spread of disease based on the 
SIR model. W. Chen [5] modeled the Ebola distribution model 
using the SIR Model. Using the SIR model, W. Huang and G. 
Provan [6] designed several forecasting filters. The use of the 
SIR model to form state space was carried out in [7] and [8] 
forecasted the spread of influenza using the SIR state-space 
model approach. 

Meanwhile, related to the COVID-19 pandemic, Chen et al. 
[10] added an undetectable infected person factor to the SIR 
model for the COVID-19 disease. The model uses two types of 
infected people: detachable infected persons, people with 
symptoms, and Asymptomatic infected persons. The SIR 

*Corresponding Author. 
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equation turns into a matrix with the order of 3×3. The dataset 
was taken from the National Health Commission of the 
People's Republic of China (NHC) daily Outbreak Notification. 
The experimental result showed that the method could predict 
infected and recovered persons with an error of 3%. 

G. Fabricius and A. Maltz [11] have identified the threshold 
for disease spread in the SIR model with local and global 
contacts. The study modeled a SIR model into the Stochastic 
and deterministic models. The research built space detection 
parameters in a region to avoid the exponential spread of 
disease. In comparison, [12] and [13] carried out mathematical 
modeling of the transmission and control of COVID-19. The 
method used in [12] is the stochastic transmission method, 
while in [13], the logistic equation is used to describe and 
interpret the SIR epidemic model. This study indicates that 
research [12] made early predictions of locations with the 
potential to transmit disease based on data models that had 
occurred in Wuhan. Whereas [13] shows that identifying the 
transmission rate in the SIR model can be done using the 
logistics equation model. 

C. Tsay et al. [14] use the SEAIR model. The SEAIR 
model is a modification of the SEIR (Susceptible-Exposed-
Infected-Recovered) model. The research built an optimal 
control for the model by using the parameters of social 
distancing, quarantining, rate of testing, recovery rate, death 
rate, and initial exposure. In comparison, [18] used a modified 
generalized Lotka-Volterra (gLV) model. It developed a 
control for the model using immigration, infection, recovery, 
dead, and control parameters. At the same time, the form of the 
augmented model is to add a birth factor. While the state in the 
model used is estimated using the Extended Kalman Filter 
method. In comparison, [17] uses the SEIQR (Susceptible- 
Exposed-Infected- Quarantine-Recovered) model. It used a 
fixed control parameter on the migration parameter (M). The 
main finding of this study was that researchers were able to 
develop a mathematical model that could be used to observe 
the dynamics of COVID-19. 

A. Abuhasel et al. [19] use the SIR model to predict cases 
of the spread of COVID-19 in the Kingdom of Saudi Arabia 
(KSA). At the same time, the ARIMA model is used to predict 
prevalence cases. The data used in this research is daily case 
data in Saudi Arabia (KSA). The results show that the SIR 
model can predict the development of infection cases and 
shows that the policies taken by the government are 
appropriate. At the same time, the ARIMA model shows that 
this model is an estimation model with current and past data 
with a high correlation and showed a small error. In 
comparison, [20] used the SIR model to predict the distribution 
of disease in a community. This prediction helps determine 
what anticipation needs to be done to control the spread of 
COVID-19. The data used in this study are data from various 
countries such as China, South Korea, India, Australia, the 
USA, and Italy. 

III. PROPOSED METHOD 

The SIR Pandemic model is simple. The model consists of 
S (susceptible person), I (Infected person), and R (recovered 
person). A susceptible person is a person who has the potential 
to be infected with the disease. Meanwhile, infected people are 

people who have been infected with the disease. The rate of 
change from susceptible persons to infected persons is known 
as the transmission rate. Meanwhile, the rate of change from an 
infected person to a recovered person is called the recovery 
rate. In this study, an estimate of the transmission rate and 
recovery rate of the COVID-19 epidemic was carried out. The 
dataset used in this study is the confirmation data for COVID-
19 based on the public database. 

To estimate the transmission rate and recovery rate, the SIR 
epidemic model is first carried out in the form of a differential 
equation which is written as follows, 
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 is the rate of change of susceptible persons,  

     

  
 is the rate of change of confirmed infected persons, and 

     

  
 is the rate of change of people recovering from infection. 

A susceptible person is a person who has the potential to be 
infected. 

The differential equation (1) to (3) is then changed to the 
form of the differential equation into: 
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where n is the known population in an area. The differential 
equation (4) to (6) is then converted into the state-space model 
equation with the assumption that n = S(t) becomes: 
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with: 

S(t)= Susceptible person. 

X(t)= Infected person. 

R(t)= Recovered person.  

β(t)= Transmission rate 

Ɣ(t)= Recovery rate 

In (7), the infected persons and the recovered person do not 
depend on the state of susceptible person. Thus (7) can be 
converted into: 

[
      
      

]  [
      

  
] [

    
    

] (8) 

with the output equation: 
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Estimates of X (t) (infected person) and R (t) (recovered 
person) were performed using the Kalman Filter method. The 
steps of the Kalman filter algorithm are presented in Fig. 1. 

 
Fig. 1. The flow diagram of the proposed method. 

Step 1: Initialization Process 

1) Initialization of         and         

2) Initialization of β(t) using: 

     
                           

      
 (10) 

3) Initialization of Ɣ(t) using: 

     
           

      
  (11) 

4) Initialization of covariance matrices 

Step 2: Prediction Process 

1) State prediction using: 

[
 ̂    

 ̂    
]  [
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] (12) 

2) Covariance prediction using: 

 ̂              
     (13) 

with Q is a covariance noise and A is transition matrices 
written as: 

  [
            

     
] (14) 

Step 3: Correction Process 

1) Calculate Kalman Gain using: 

   
 ̂     
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  (15) 

which R is measurement noise, and H represents 
measurement matrices written as: 
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]  (16) 

2) State Correction using: 
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which zk is the measurement data 

3) Covariance correction using: 
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]  ̂      (18) 

Step 4: Parameter Update 

1) Transmission rate β(t) update using: 

     
                               

       
 (19) 

2) Recovery rate Ɣ(t) update using: 

     
             

       
  (20) 

Step 5: Go to Step 2 
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IV. EXPERIMENTAL RESULTS 

Estimating the number of infected and recovered people is 
a topic to do because early detection of COVID-19 infection is 
less massive. This detection is increasingly difficult with the 
community's attitude, who still think that being infected with 
COVID-19 is a bad thing that has the impact of being excluded 
by the community. Awareness of the dangers of COVID-19 
has not been good because it was found that people had not 
implemented health protocols in an orderly manner. With both 
conditions, matters are complicated because the movement of 
people who ignore health protocols increases the potential for 
infection and becomes an infection agent for others. This 
condition is amplified by the lack of mass testing for COVID-
19 and undetectable infected person in the early pandemic. 

In this study, the transmission rate and recovery rate are 
estimated using the SIR pandemic model. The estimation of the 
transmission rate and recovery rate in this study poses a 
challenge to the value of the number of people confirmed as 
infected. The number of people confirmed as infected is 
essential in determining the value of the transmission and 
recovery rate. An estimate of the number of infected people 
and the number of people recovered was carried out to 
overcome this problem. Estimation is done using the Kalman 
Filter. 

The results of estimating the infected and recovered person 
using the Kalman Filter are depicted in Fig. 2 and Fig. 3. The 
estimation results show that the estimates and the confirmed 
data have the same trend. An error covariance matrix tunning 
in the estimation algorithm is performed to obtain the slightest 
difference between the estimated recovered person and the 
confirmed recovered person. The difference between the 
estimate and the confirmed recovered person is used as a 
reference. 

The difference between the estimates and the confirmed 
recovered person is then used to determine the estimation error 
of the proposed algorithm. The recovered person estimation 
error is depicted in Fig. 4. Fig. 4 shows that a fairly large 
estimation error occurs in the first 15 days of the estimation. 
This error occurs because of the low number of cases of 
confirmed recovered, so the percentage of estimation error is 
large. After the 20th day, the estimated error of the recovered 
person is decreased to less than 5%. 

The error of the recovered person is then used as the basis 
for determining the estimated error of the infected person. 
Given the estimated error value, an upper and lower limit of 
the estimate can be made. This limit is then used as the basis 
for the validation of the data for the confirmed infected person. 
If the data for the confirmed infected person are within the 
estimated range, then the data has good validity. However, the 
data has dubious validity if it is outside the estimated range. 
The estimated range of the infected person is depicted in Fig. 5. 
In Fig. 5, the lower limit of the estimate is depicted using the 
yellow line, and the blue line represents the upper limit of the 
estimate. Meanwhile, the confirmed infected person is depicted 
using the orange line. From the comparative data between the 
confirmed infected person and the estimated range of the 
infected person in Fig. 5, it can be seen that the position of the 
confirmed infected person is not always within the estimation 

range. Thus there are several data of confirmed infected 
persons who are in doubt. 

 
Fig. 2. The confirmed and estimation of the recovered person. 

 
Fig. 3. The confirmed and estimation of the infected person. 

 
Fig. 4. The error estimation of the recovered person. 
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Fig. 5. The confirmed and estimated range of the infected person. 

Fig. 6 shows data for confirmed infected persons outside 
the estimated limits. In Fig. 6, it can be seen that for the 
estimated day 0 to day 100, the confirmed infected person is 
still within the estimated limit, and if it exceeds the estimated 
limit, it only has a slight difference, namely a maximum of 2. 
However, after the 100th day, the confirmed infected person is 
almost always outside the estimated range. So the number of 
confirmed infected persons has questionable validity. On the 
other hand, the estimated recovered person has a reasonably 
good estimation error. Thus the transmission rate and recovery 
rate are predicted using estimated data. 

Estimated infected people and estimated recovered people 
are used to estimate the transition rate and recovery rate. The 
results of the transmission rate estimation are depicted in Fig. 
7. Fig. 7 shows that the transmission rate values from day 0 to 
day 40 experience convergence characterized by decreasing 
oscillations. After convergence, the transmission rate oscillates 
with a value above zero. This value indicates that the 
transmission process is still occurring. Meanwhile, the 
transmission rate is said to stop if the transmission rate is zero. 

 
Fig. 6. The confirmed infected person outside the range. 

 
Fig. 7. The estimation of the transmission rate. 

The results of the recovery rate estimation are depicted in 
Fig. 8. Fig. 8 shows that the recovery rate values from day 0 to 
day 40 experience a convergence like what happened to the 
transmission rate marked by reduced estimation oscillations. 
After convergence, the recovery rate also experiences an 
oscillation like what happens in the transmission rate. 
However, the oscillation amplitude at the recovery rate is 
smaller than at the transmission rate. The recovery rate of the 
oscillation value is also above zero. It means that the recovery 
process of an infected person is also in progress. 

 
Fig. 8. The estimation of the recovery rate. 

V. CONCLUSIONS 

The research shows that the transmission rate and recovery 
rate can be estimated using the estimated data for the infected 
and recovered persons. Estimates of infected and recovered 
people are carried out using the Kalman Filter. Estimates of the 
infected and recovered people are carried out to address the 
data of the confirmed infected persons whose validity is 
doubtful. In further research, developing a more 
comprehensive pandemic model is necessary. In pandemic 
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modeling, SIR has not included factors for the asymptomatic 
infected person. Thus, research on developing pandemic 
models needs to be carried out. 
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Abstract—Most real-world datasets contaminated by quality 

issues have a severe effect on the analysis results. Duplication is 

one of the main quality issues that hinder these results. Different 

studies have tackled the duplication issue from different 

perspectives. However, revealing the sensitivity of supervised and 

unsupervised learning models under the existence of different 

types of duplicates, deterministic and probabilistic, is not broadly 

addressed. Furthermore, a simple metric is used to estimate the 

ratio of both types of duplicates regardless of the probability by 

which the record is considered duplicate. In this paper, the 

sensitivity of five classifiers and four clustering algorithms 

toward deterministic and probabilistic duplicates with different 

ratios (0% - 15%) is tracked. Five evaluation metrics are used to 

accurately track the changes in the sensitivity of each learning 

model, MCC, F1-Score, Accuracy, Average Silhouette 

Coefficient, and DUNN Index. Also, a metric to measure the ratio 

of probabilistic duplicates within a dataset is introduced. The 

results revealed the effectiveness of the proposed metric that 

reflects the ratio of probabilistic duplicates within the dataset. All 

learning models, classification, and clustering models are 

differently sensitive to the existence of duplicates. RF and 

Kmeans are positively affected by the existence of duplicates 

which means that their performce increase as the percentage of 

duplicates increases. Furthermore, the rest of classifiers and 

clustering algorithms are sensitive toward duplicates existence, 

especially within high percentage that negatively affect their 

performance. 

Keywords—Deduplication; deterministic duplicates; 

probabilistic duplicates; supervised learning models; unsupervised 

learning models; evaluation metrices 

I. INTRODUCTION 

Data quality has been an active research area that affects 
different domains. Many data quality dimensions have been 
addressed through the literature[1]–[5], Data Duplication has 
been considered as one of the most intriguing dimensions. 
Data duplication is defined as multiple representation of the 
same real world object or a measure of undesirable duplicates 
within a certain field, record or dataset[6]. The duplication can 
be found in two different types, the Deterministic and the 
Probabilistic duplications[7], [8]. The Deterministic (exact) 
duplication, where two records or more are identical and 
Probabilistic (near/fuzzy) duplication, where multiple records 
are nonidentical and refer to the same real world entity[9], 
[10]. 

Duplicates can occur due to two main causes. The intra 
source duplicates, and the inter source duplicates[11]. The 

intra source duplicates occurs when a single data object can be 
entered many times into the same database. Whereas the 
duplicates that appear while merging multiple data source are 
called inter source duplicates[11]. The process of removing 
the intra source duplicates is called deduplication[12] which is 
the main scope of this paper. Whereas removing duplicates 
from inter source duplicates is called Record Linkage[13]. 

Data quality dimensions are assessed to evaluate by how 
much the data is qualified for a task at hand. Dimensions are 
measured either objectively or subjectively. Subjective 
measurements are based on consumers’ opinions like 
questionnaires, and surveys. Whereas Objective measurements 
are used to give a simple ratio between the undesirable 
outcomes and the total[14]. For example, to calculate the 
percentage of duplicates in the dataset, the following equation 
can be used (number of duplicate records/Total number of 
records). This simple metric can be perfectly used within exact 
duplicates, however, in the case of near duplicates the 
probability of these duplicate records should be considered to 
reflect the true percentage of duplicates within a dataset. 

The research effort in duplication area is diverse. 
However, little work has focused on clarifying the effect of 
both data duplicate types on the analysis results. In the domain 
of android malware [15], has addressed the sensitivity of the 
supervised and unsupervised learning models due to the 
existence of near duplicates. Thus, in this paper an initiative is 
taken to clarify the effect of both types of duplicates on 
classification and clustering learning models. 

This paper investigates the impact of the deterministic and 
the probabilistic duplicates on the results of descriptive 
(clustering task), and predictive (classification task) data 
analytics. Five classification models namely, Decision Tree 
(DT), Support Vector Machine (SVM), Naïve Bayes (NB), 
Linear Discriminant Analysis (LDA) and Random Forest (RF) 
are used to clarify the effect of the deterministic duplicates 
with different ratios. The sensitivity of the five classifiers has 
been evaluated using three evaluation metrics, Accuracy[16], 
Matthews Correlation Coefficient (MCC)[17] and F1-
Score[18]. While the impact of probabilistic duplicates is 
investigated through four clustering algorithms namely, The 
Partition Around Medoids (PAM), Clustering for Large 
Application (CLARA), K-means and Density-Based Spatial 
Clustering of Applications with Noise (DBSCAN). 
Furthermore, two evaluation indices namely the Average 
Silhouette Coefficient (ASC)[19] and DUNN Index (DI)[20] 
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are used to track the sensitivity of the four clustering 
algorithms. 

Since that the simple metric doesn’t consider the 
probability of the near duplicates, thus a metric is introduced 
to estimate the true percentage of near duplicates within a 
dataset. 

The remainder of this paper is organized as follows, 
Section II, reviews the state of the art and presents the related 
studies. Where the used clustering evaluation indices are 
described in Section III. The experimental framework and 
results are discussed in Section IV. Section V concluded the 
paper. 

II. RELATED WORK 

The field of duplication and its treatment methods is 
immense in the literature. It is addressed from different 
perspectives and domains, started from an overview of the 
duplication and techniques[21]–[23], improving the detection 
techniques[24], [25], evaluating the impact of the 
duplicates[26], and proposing new frameworks[27], [28] and 
methods[29], [30] to effectively enhance the detection 
process. However, little research addresses the impact of 
duplicates on the analysis results. Some studies are presented 
below. 

In [15], they examined the effect of duplication on the 
supervised and unsupervised learning in the domain of android 
malware detection. From their perspective, duplication in this 
domain means that data samples (e.g., the APK, the DEX 
code, etc.) appear many times within a corpus. They declared 
that duplication has limited impact on the supervised 
classification model, however, it has a significant effect on the 
unsupervised clustering model. 

In [31], two of the benchmark datasets are cleaned from 
near duplicate images. Deep leaning models are tested against 
the datasets before and after removing near duplicates. The 
results revealed a decrease in the classification accuracy by 
9% to 14% which means that the duplicates’ existence can 
give more inflated results. 

Furthermore in[32], the author examined the impact of 
code duplication while evaluating machine learning models. 
He declared that code duplication has a negative effect on the 
machine learning models’ performance which sometimes 
inflated by 100%. So, he recommended removing any exact or 
near duplicates to have more reliable and accurate results. 

In the image processing field[33], the near images between 
training and test sets are removed to improve the quality of 
machine learning results. Four classifiers, RF, DT, SGD, and 
perceptron classifiers are used, and their performance is 
recorded. There is a slight decrease in the accuracy of four 
classifiers after removing near images which means that 
duplicates can give deceptive performance. 

The authors[10], introduced a new technique to detect the 
near duplicates. Their technique doesn’t depend on columns to 
detect duplicates, but on the metadata that describes the 
datasets. Their experiments declared around 95% accuracy 
rate. 

While [34] propose a new record linkage deduplication 
framework through six steps that detects and visualizes 
duplicates in the datasets. 

Within another study[35] the natural language 
preprocessing and machine learning are used to detect the 
duplicates with 90% for area under the curve. 

The probabilistic duplicates detection approaches, such as 
similarity-based derivation, and decision-based derivation, are 
presented in[36]. To effectively detect duplicates they 
examine the adaptation of search space reduction, like using 
Blocking and Sorted Neighborhood methods which effectively 
reduces the record pair comparisons. 

A new duplication detection framework is proposed[37]. It 
depends on metric functional dependencies (MFDs) to 
enhance the detection accuracy. Their experimental results on 
three real datasets show an improvement of 25% and 34% in 
precision and recall respectively. 

Most of the studies have focused on introducing the 
duplicates detection techniques and reducing the search space 
of the records comparison. However, few studies investigated 
the effect of duplicates on the analytical results. Most of them 
tackled the problem of probabilistic (near) duplicates[38]–[43] 
due to its complexity than the exact ones[44]. 

III. CLUSTERING EVALUATION INDICES 

A. Average Silhouette Coefficient 

Average Silhouette Coefficient is a measure of the 
separation distance between clusters, (1). It is a graphical 
display of how well each data point is clustered. The 
silhouette coefficient ranges from −1 to +1, higher values that 
are closer to 1, indicate more coherent clusters[45]. 

  
   

   {   }
                             (1) 

Where (a) is the mean of the intra-cluster distance, the 
average dissimilarity of data points in the same cluster. And 
(b) is the mean value of the nearest-cluster distance, the 
cluster with the smallest average dissimilarity. 

B. DUNN Index 

The Dunn Index quantifies the ratio between the smallest 
distance between cases in different clusters and the largest 
distance within a cluster, (2). A high DI means better 
clustering since observations in each cluster are closer 
together, while clusters themselves are further away from each 
other[46]. 

             (2) 

Where k is the number of clusters, Ci is the ith cluster, d 
(Ci, Cj) is the distance between cluster Ci and Cj, and diam 
(Ci, Cj) is the diameter between the two clusters[46]. 

IV. EXPERIMENTAL DESIGN 

The main target is clarifying the effect of the presence and 
absence of duplication on data analytics. The two types of 
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duplication are investigated, the deterministic and the 
probabilistic duplication. The effect of the deterministic 
duplicates is examined through five different classifiers: DT 
and RF follow decision tree manner, SVM follows linear 
algorithms that separates between classes with a hyperplane, 
NB works using Probabilistic technique, and LDA works on 
discriminating between classes by maximizing distance and 
minimizing scale between them. The five classifiers are tested 
against a dataset with different ratios of deterministic 
duplicates (5%, 10% and 15%). For more accurate tracking of 
the changes in the performance of each classifier, three 
evaluation metrics are used, Accuracy, F1-Score and MCC. 

Due to the lack of the labelled benchmark datasets within 
probabilistic duplicates, unsupervised learning is applicable in 
this case. The sensitivity of four clustering algorithms toward 
probabilistic duplicates is evaluated through different ratios of 
probabilistic duplicates (Zero, 3.06% and 5.54%). The PAM, 
CLARA and K-means are partitioning based clustering. 
Where DBSCAN is a density-based clustering. The 
performance of the four clustering algorithms is validated 
using Average Silhouette Coefficient and DUNN Index. The 
full description of the used datasets, experimental steps, and 
results are presented below. 

A. Datasets 

For a classification task, a synthetic dataset obtained from 
UCI Machine Learning Repository [47] is used. Whereas two 
benchmark datasets[48] are used in clustering task. Table I 
shows more description about these datasets. 

TABLE I. DESCRIPTION OF THE DATASETS 

Dataset Name Size Features Data Type Dataset Type 

Dry Beans 13,611 17 Numeric Synthetic 

DBLP 2616 5 Mixed Benchmark 

ACM 2294 5 Mixed Benchmark 

B. Experimental Design 

A total of 84 experiments were conducted to measure the 
effect of different types of duplicates on the results of 
descriptive and predictive data analytics. The detailed 
experimental steps are presented below. 

1) Experimental steps for deterministic duplicates: The 

sensitivity of five classifiers toward the presence and absence 

of deterministic duplicates is investigated through 60 

experiments, divided into four groups. Group 1, zero 

duplicates, where the classifiers are tested against the original 

dataset to report the baseline performance. Group 2, the 5% 

duplicates, where 5% of the deterministic duplicates are 

inserted into the original dataset then the sensitivity of the 

classifiers are measured using the three-evaluation metrics, 

Accuracy, F1-Score and MCC. Group 3, the 10% duplicates, 

and Group 4, the 15% duplicates, follow the same structure as 

Group 2 except that the percentage of the deterministic 

duplicates is changed before testing the sensitivity of the 

classifiers toward the duplicates. The 60 experiments, 15 for 

each Group (5 classifiers x 1 dataset x 3 evaluation metrics), 

are conducted to clearly report the changes of each classifier’s 

performance. The upper part of Fig. 1 shows a general 

description of the four groups of experiments. 

2) Experimental steps for probabilistic duplicates: In this 

section the sensitivity of four clustering algorithms toward the 

presence and absence of probabilistic duplicates is measured 

through 24 experiments. The experimental steps have been 

divided into 3 groups, 8 experiments in each group (4 

clustering algorithms x 1 dataset x 2 evaluation indices). 

Group A, the DBLP dataset has been integrated with ACM 

dataset to be one dataset with 0% of probabilistic duplicates. 

The four clustering algorithms are tested against the integrated 

dataset and have been evaluated using the Average Silhouette 

Coefficient and DUNN Index. In Group B, the percentage of 

the duplicates increased to 3.06%, then the sensitivity of the 

four clustering algorithms was tested and evaluated. In Group 

C, the ratio of probabilistic duplicates increased to 5.54%. 

Then the performance of the four clustering algorithms is 

measured and reported using the evaluation indices.  In the 

three groups of experiments, Group A, B, and C, the 

percentage of near duplicates is measured using our proposed 

metric. The lower part of Fig.1 represents a general 

description of the three groups of experiments. 

 

Fig. 1. Framework of all duplication experiments. 

C. Experimental Results 

The experimental results are addressed in two sections, the 
first section includes the results of the effect of deterministic 
duplicates on predictive analytics. Whereas the second section 
interprets the effect of probabilistic duplicates on descriptive 
analytics. 

1) Results of deterministic duplicates effect: This section 

takes place into four subsections, the first subsection presents 

the baseline performance. The three other subsections show 

the experimental results of Group 2, 3 and 4 when having 

different ratios of deterministic duplicates. 

a) The Zero Duplicates Experiment: The five classifiers 

are tested against the original dataset (zero duplicates) and 

their performance is reported and evaluated using three 

evaluation metrics as shown in Table II. The best classifier 

performance is recorded for RF followed by SVM, DT, LDA 

and NB respectively when evaluated by MCC, Accuracy and 

F1-Score measures. 
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b) The 5% Duplicates Experiment: In this group of 

experiments, 5% of deterministic duplicates are added to the 

original dataset. This duplicate percentage is measured using 

the simple equation, (3), that measures the ratio of duplicates. 

            
                              

                    
        (3) 

The sensitivity of the five classifiers toward these 
duplicates is tested and recorded by the evaluation metrics. It 
is obviously clear that the performance of the five classifiers 
increased across all evaluation metrics compared with the 
baseline performance, Table III. 5% of duplicates positively 
affected the classifiers, which means that the five classifiers 
are positively sensitive to the existence of deterministic 
duplicates in this case. Higher performance means higher 
sensitivity. In this case, SVM reported higher sensitivity 
across all metrics, then comes RF, followed by DT and LDA. 
Whereas NB has the lowest sensitivity compared to other 
classifiers. 

However, the performance of the five classifiers increased, 
this performance doesn’t reflect the reality, true performance 
as in Table II, thus it can’t be trusted or even used in making 
decisions. 

c) The 10% Duplicates Experiment: Following the same 

steps in Group 2 experiment, the original dataset is 

contaminated by 10% of deterministic duplicates calculated by 

the same Eq., (3). As shown in Table IV, the performance of 

the five classifiers is still increasing after adding the 10% of 

duplicates compared with their performances in the previous 

two Groups of experiments, Table (II and III). The results 

declared that the five classifiers are still positively sensitive to 

the presence of deterministic duplicates. Furthermore, the 

performance of the five classifiers is still unreliable and can’t 

be trusted. SVM and RF reported higher positive sensitivity in 

this case. NB has the lowest positive sensitivity, where DT 

and LDA have middle sensitivity toward 10% of exact 

duplicates. 

d) The 15% Duplicates Experiment: The sensitivity of 

the five classifiers is measured and evaluated after adding 

15% of deterministic duplicates into the original dataset. Table 

V shows that the performance of all classifiers except RF 

drastically decreased under the baseline performance. This 

indicates that DT, SVM, NB, and LDA are negatively 

sensitive to the existence of deterministic duplicates with large 

percentages more than 10%. However, the performance of RF 

is still increasing through the three-evaluation metrics (MCC, 

F1-Score, and Accuracy) compared with its performance 

across all previous experiments. In the case of negative 

sensitivity, NB has the highest sensitivity, then DT and SVM. 

Whereas LDA has the lowest negative sensitivity in this case. 
Following are some observations after executing the four 

Groups of experiments: 

 The performance of the RF classifier is positively 
affected by the presence of deterministic duplicates 
under small and large ratios, Fig. 2(a). 

 As shown in Fig. 2(b), (c), (d), and (e), the DT, SVM, 
LDA and NB are positively sensitive to deterministic 
duplicates with certain percentages of duplicates 
ranging from 5% to 10%. 

 However, they are negatively sensitive when having 
deterministic duplicates of more than 10%, Fig. 2(b), 
(c), (d), and (e). 

 In general, the presence of deterministic duplicates 
limited to 10% has a positive effect on a classification 
task. As this percentage increases the effect of the 
deterministic duplicates differs based on the classifier 
used. 

 Neither the positive nor the negative classifiers’ 
sensitivity are good results. The classifiers in both 
cases are giving deceptive performance that doesn’t 
reflect the reality. Hence, any decision taken based on 
a dataset contaminated by deterministic duplicates with 
any ratio is a completely wrong decision which can 
have negative implications on any business. 

TABLE II. THE BASELINE PERFORMANCE 

Dataset Metrics DT SVM NB LDA RF 

Dry 

Beans 

MCC 89.51% 91.00% 87.45% 87.86% 90.72% 

F1-

Score 
91.30% 92.50% 89.50% 89.70% 92.30% 

Acc. 91.31% 92.53% 89.54% 89.72% 92.31% 

TABLE III. THE SENSITIVITY OF THE CLASSIFIERS WITH 5% OF 

DETERMINISTIC DUPLICATES 

Dataset Metrics DT SVM NB LDA RF 

Dry 

Beans 

MCC 90.10% 91.78% 88.10% 88.57% 91.41% 

F1-

Score 
91.70% 93.20% 90.00% 90.40% 92.90% 

Acc. 91.72% 93.17% 90.04% 90.37% 92.87% 

TABLE IV. THE SENSITIVITY OF THE CLASSIFIERS WITH 10% OF 

DETERMINISTIC DUPLICATES 

Dataset Metrics DT SVM NB LDA RF 

Dry 

Beans 

MCC 90.42% 92.11% 88.51% 89.02% 91.77% 

F1-

Score 
92.00% 93.40% 90.40% 90.70% 93.10% 

Acc. 92.02% 93.44% 90.39% 90.73% 93.15% 

TABLE V. THE SENSITIVITY OF THE CLASSIFIERS WITH 15% OF 

DETERMINISTIC DUPLICATES 

Dataset Metrics DT SVM NB LDA RF 

Dry 

Beans 

MCC 88.70% 90.20% 86.40% 87.40% 92.13% 

F1-

Score 
90.50% 91.80% 88.60% 89.20% 93.40% 

Acc. 90.53% 91.78% 88.57% 89.24% 93.43% 
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(a) RF 

 
(b) DT 

 
(c) LDA 

 
(d) SVM 

 
(e) NB 

Fig. 2. Performance of the five classifiers with different ratios of 

deterministic duplicates. 

2) Results of probabilistic duplicates effect: The 

experimental results on the effect of probabilistic duplicates 

are presented into three subsections. In the three subsections, 

the performance of the clustering algorithms with different 

ratios of probabilistic duplicates ranged from 0% to 5.54% is 

reported and evaluated using the Average Silhouette 

Coefficient and DUNN Index, both distance functions, 

Manhattan, and Euclidean functions, are used to calculate 

DUNN Index. 

a) Group A Experiments: In this experimental group, 

the ACM and DBLP datasets are merged to have one cleaned 

integrated dataset. Then the four clustering algorithms are 

applied, and their quality is measured. Table VI shows the 

baseline performance of all clustering algorithms with zero 

duplicates. Generally, the performance of all clustering 

models is low, this is due to the dimensionality reduction 

problem. As stated in the literature [49]–[51], reducing the 

dimensions of the dataset improves the clustering results, 

however this is not the scope of this paper but showing the 

effect of near duplicates on the performance of the clustering 

models within different ratios. 

TABLE VI. THE SENSITIVITY OF THE CLUSTERING ALGORITHM WITHOUT 

PROBABILISTIC DUPLICATES 

Evaluation Indices PAM CLARA Kmeans DBSCAN 

DUNN- Manhattan 0.018 0.017 0.016 0.096 

DUNN- Euclidean 0.029 0.026 0.021 0.149 

AVG.silhouette Coefficient 0.2 0.26 0.159 0.076 

 
(a) CLARA 

 
(b) DBSCAN 

 
(c) Kmeans 

 
(d) PAM 

Fig. 3. Performance of the four clustering algorithms with zero probabilistic 

duplicates. 

The evaluation done by DUNN index using the two 
distance functions shows that DBSCAN has the higher 
performance, followed by PAM then, CLARA whereas 
Kmeans reported the lowest performance. However, this is not 
the case when evaluating the quality of the four algorithms 
with Average Silhouette Coefficient. CLARA reported highest 
value, followed by PAM then Kmeans whereas DBSCAN has 
the lowest performance in this case. The baseline performance 
of the four clustering algorithms is depicted in Fig. 3. 

The clusters created using DBSACN and CLARA are 
clearly depicted, Fig. 3(a) and (b). Whereas the clusters 
created by PAM and Kmeans, as shown in Fig. 3(c) and (d), 
overlapped, and cannot be detected clearly. 

b) Group B Experiments: In this group of experiments, 

the integrated dataset is contaminated by 3.06% of 

probabilistic duplicates. The following example is given to 

explain how this percentage is calculated. 

A dataset is given with the following: 

Total Number of Records = 2,667 Unique Records = 2,388 

Duplicate Records = 279 Probabilistic Match 

The Data Uniqueness of the given dataset using the old 
metric is: 

             
                  

                        
 = 2388/2667 

= 0.895 
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So, the data duplication will be: 

                         

    
                 

          

 
                              

                    
 

= 1-0.895 = 0.105=10.5% 

However, the total number of duplicate records in the 
above equation refers to the deterministic duplicates and it 
does not consider the probability or the similarity by which the 
record is considered duplicates. To consider the probabilistic 
duplicate records, a new metric is proposed. 

                   
 

 
 ∑   
 
                   (4) 

Where N is the total number of records, i is the record 
number, and Pi is the probability that I record has a duplicate. 
So, if the i record is unique then Pi = 0, if it has a deterministic 
duplicate, Pi = 1, and if it is probably duplicate, then Pi is the 
similarity measure between this record and its linkage. 

Data Duplication = (0.2* 162 + 0.4*105+ 0.6*12) / 2667 = 
81.6/2667 = 0.0306. 

This means that the uniqueness of the integrated dataset = 
(1-0.0306) = 0.969. 

Thus the 10.5% of duplicates measured using old metric 
doesn’t reflect the similarity of the probabilistic records, 
whereas the proposed metric considers the probability of 
probabilistic duplicates while measuring, thus the true 
percentage of near duplicates in this case is 3.06%. 

Fig. 4. shows different effects of near duplicates on 
clustering algorithms as the ratio of duplicates increased. 
Generally, DBSCAN is a robust algorithm as its performance 
doesn’t change from its baseline. Whereas Kmeans is 
positively affected by such increased ratio. PAM and CLARA 
give different performances depending on the evaluation 
indices used. A detailed description of the sensitivity for each 
clustering algorithm is presented in Table VII. 

The following observations can be derived from this group 
of experiment: 

 DBSCAN has robust performance when evaluated by 
DUNN index. While it is negatively affected by the 
increase of the duplicates when Average Silhouette 
Coefficient used, which means that its performance 
degraded from its baseline performance. It decreased 
by 0.022%. 

 The performance of Kmeans is increased by around 
0.006% when evaluated by DUNN index. Kmeans has 
a positive sensitivity in this case. But this is not the 
case while using Average Silhouette Coefficient, 
Kmeans is negatively affected by near duplicates, its 
performance decreased by 0.012%. 

 PAM shows different sensitivity, robust and negatively 
affected by near duplicates, within DUNN index using 
both distances Manhattan and Euclidean respectively. 

Also, Average Silhouette Coefficient shows negative 
sensitivity for PAM. 

 CLARA has different sensitivity, positive, robust, and 
negative sensitivity, when evaluated by Manhattan, 
Euclidean, and Average Silhouette Coefficient 
respectively. 

c) Group C Experiments: The ratio of probabilistic 

duplicates increased to 5.54% within the integrated dataset 

using the new metric, (4) within the given dataset: 

Total Number of Records = 2,947 Unique Records = 2,389 

Duplicate Records = 558 Probabilistic Match 

Thus, Data Duplication = (0.2* 324 + 0.4*210+ 
0.6*24)/2,947 = 163.2/2,947 = 0.0554 

The four clustering algorithms are tested against the 
integrated dataset and their sensitivity is assessed using the 
evaluation indices. In Fig. 5, it is obviously clear that the 
performance of the four clustering algorithms except Kmeans 
is low. This means that the clustering algorithm, CLARA, 
PAM, and DBSCAN are negatively affected by the new ratio 
of probabilistic duplicates, Fig. 5(a), (b), and (d). However, 
Kmeans is positively affected by such increase in the 
duplicate’s ratio, Fig. 5(c). 

TABLE VII. THE SENSITIVITY OF THE CLUSTERING ALGORITHM WITH 

3.06% OF PROBABILISTIC DUPLICATES 

Evaluation Indices PAM CLARA Kmeans DBSCAN 

DUNN- Manhattan 0.018 0.022 0.021 0.096 

DUNN- Euclidean 0.023 0.026 0.028 0.149 

AVG.silhouette Coefficient 0.19 0.2 0.147 0.054 
 

 
(a) CLARA 

 
(b) BBSCAN 

 
(c) Kmeans 

 
(d) PAM 

Fig. 4. Performance of the four clustering algorithms with 3.06% of 

probabilistic duplicates. 
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(a) CLARA 

 
(b) DBSCAN 

 
(c) Kmeans 

 
(d) PAM 

Fig. 5. Performance of the four clustering algorithms with 5.54% of 

probabilistic duplicates. 

TABLE VIII. THE SENSITIVITY OF THE CLUSTERING ALGORITHM WITH 

5.54% OF PROBABILISTIC DUPLICATES 

Evaluation Indices PAM CLARA Kmeans DBSCAN 

DUNN- Manhattan 0.011 0.012 0.023 0.045 

DUNN- Euclidean 0.018 0.017 0.035 0.073 

AVG. silhouette 

Coefficient 
0.2 0.21 0.196 0.008 

Based on the quantitative results presented in Table VIII, 
we can conclude that DBSCAN is highly sensitive toward a 
high ratio of duplicates, PAM came in the second rank of 
sensitivity, whereas CLARA has the lowest sensitivity 
compared with other algorithms. In this case the performance 
of Kmeans increases as ratio of probabilistic duplicates 
increased too. Thus, Kmeans is the only algorithm that has a 
positive sensitivity toward near duplicates. 

Fig. 6 and Fig. 7 show the sensitivity observation of the 
four clustering algorithms after conducting all groups of 
Experiments, Group A (zero duplicates), Group B (3.06% 
duplicates), and Group C (5.54% duplicates). 

1) Sensitivity measured by DUNN index 

a) PAM Algorithm has a negative sensitivity toward the 

existence of probabilistic duplicates which means that its 

performance decreases as the percentage of the duplicates 

increases Fig. 6(a). 

b) Fig. 6(b) shows that CLARA has a negative 

sensitivity only in the case of a high percentage of 

probabilistic duplicates, 5.54%. The performance of CLARA 

remains the same or slightly increases (by 0.005%) when the 

percentage of duplicates increased from zero to 3.06%. 

c) DBSCAN has the same performance as CLARA, its 

performance is negatively affected by high ratios of the 

probabilistic duplicates, Fig. 6(c). Its performance remains the 

same when having zero and 3.06% of these duplicates. 

d) On the other flip of the coin, comes Kmeans. Kmeans 

has a positive sensitivity to the existence of probabilistic 

duplicates with different ratios. Fig. 6(d) shows that the 

performance of Kmeans increases as the ratio of probabilistic 

duplicates increases too. 

2) Sensitivity measured by average silhouette coefficient 

a) As depicted in Fig. 7(a), the performance of PAM 

algorithm decreased from its baseline when 3.06% of 

duplicates were inserted into the dataset. Then it started to 

increase again as a larger ratio of probabilistic duplicates 

inserted. This indicates that PAM has no clear performance. 

b) CLARA is a negatively sensitive clustering algorithm 

to the presence of near duplicates, Fig. 7(b). Its performance 

decreases when probabilistic duplicates exist. However, the 

performance of CLARA during different ratios of duplicates 

(3.06% and 5.54%) is almost the same, only 0.01% difference. 

c) In Fig. 7(c), the performance of DBSCAN algorithm 

is negatively affected by the existence of probabilistic 

duplicates. The performance of DBSCAN clearly decreased 

when the ratio of the duplicates increased. Thus, we can 

conclude that DBSCAN is the highly sensitive algorithm 

toward probabilistic duplicates. 

d) Fig. 7(d) declared that generally Kmeans is 

considered as a positively sensitive algorithm. Compared with 

the baseline, its performance increased (by 0.037%) as high 

ratios of probabilistic duplicates increased too. 

Neither the positive nor the negative sensitivity of the 
clustering models toward probabilistic duplicates is good 
performance. The same as concluded from deterministic 
experiments, any decision taken in these cases will cause 
severe harm to any business either financially wise or 
management wise. 

The experimental results agreed with what mentioned in 
different studies [15], [31]–[33], that the existence of both 
types of duplicates is somehow has an effect either positive or 
negative on the performance of the learning models. 

Based on the quantitative results for each experiment, the 
existence of duplicates has a significant effect on the 
performance of supervised learning models, whereas it has a 
moderate impact on the performance of unsupervised learning 
models, which is the opposite of what mentioned in [15]. Fig. 
8 shows the sensitivity of the learning models toward 
duplicates. 
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(a) PAM 

 
(b) CLARA 

 
(c) DBSCAN 

 
(d) Kmeans 

Fig. 6. The sensitivity of the four clustering algorithms using DUNN index. 

 
(a) PAM 

 
(b) CLARA 

 

(c) DBSCAN 

 
 

(d) Kmeans 

Fig. 7. The sensitivity of the four clustering algorithms using average silhouette coefficient. 

 

DT SVM NB LDA RF 

MCC 

     
F1-Score 

     
ACC 

     
 

a) Sensitivity of Classifiers Toward Deterministic 

Duplicates 

 

PAM CLARA Kmeans DBSCAN 

DI-Man 

    
DI-Ecu 

    
ASC 

    
 

b) Sensitivity of Clustering Models Toward 

Probabilistic Duplicates 

Fig. 8. The sensitivity of all learning models toward different types of duplicates. 
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In Fig. 8. the Dunn index using Manhattan function is 
referred to as (DI-Man), whereas Dunn index using Euclidean 
function as (DI-Ecu). The Average silhouette Coefficient is 
referred to as (ASC). Furthermore, the accuracy is shortened 
in (ACC). 

The difference in the average performance from the 
baseline performance is calculated and depicted in Fig.  8. It is 
clearly noted that DT, SVM, NB, and LDA are highly 
sensitive toward the existence of deterministic duplicates. 
Whereas RF is positively sensitive in this case. Thus, 
generally deterministic duplicates have a severe influence on 
most of the classifiers. 

However, most of the clustering models are moderately 
sensitive toward the existence of probabilistic duplicates. Only 
DBSCAN is extremely sensitive toward near duplicates. Thus, 
the existence of probabilistic duplicate has a moderate 
influence on the unsupervised learning models. 

 The existence of both types of duplicates can cause 
significant harm to the analysis results and then the whole 
business. Thus, it is highly recommended to remove any 
duplicates from the dataset before putting it through the 
processing phase. 

V. CONCLUSION 

Cleaning the data from quality issues like missing values, 
inconsistencies, duplication, etc. is an essential step if accurate 
decision is needed. Thus, in this paper the sensitivity of 
supervised (DT, SVM, RF, NB, and LDA) and unsupervised 
(DBSCAN, Kmeans, CLARA, and PAM) learning models 
toward the existence of two types of duplicates, probabilistic 
and deterministic, with different ratios (0%-15%) is 
investigated. The results of these models are validated using 
five evaluation metrics, MCC, F1-Score, Accuracy, Average 
Silhouette Coefficient, and DUNN Index. Three datasets are 
used through 84 experiments. The experimental results can be 
concluded as follows. First, both types of duplicates have an 
influence on the sensitivity of the learning models, which 
differs based on the learning model itself. Second, small 
percentages of deterministic duplicates have a positive impact 
on the five classifiers. This declares that the performance of 
five classifiers increased when exact duplicates exist with 
small ratios. Third, RF is the only algorithm that has a positive 
sensitivity toward exact duplicates with ratios more than 10%, 
whereas negative sensitivity is reported for the rest of 
classifiers under high ratio of exact duplicates. Fourth, 
Kmeans clustering algorithm has a positive sensitivity when 
having near duplicates with either small or large ratios. Fifth, 
generally the rest of clustering algorithms are negatively 
sensitive toward near duplicates especially with high 
percentages. Sixth, the proposed duplicate metric proved its 
effectiveness in measuring the true percentage of near 
duplicates within a dataset. 
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Abstract—Due to the wealth of data available from different 

radiographic images, detecting dental caries has traditionally 

been a difficult undertaking. Numerous techniques have been 

developed to enhance image quality for quicker caries detection. 

For the investigation of medical images, deep learning has 

emerged as the preferred methodology. This study provides a 

thorough examination of the application of deep learning to 

object detection, segmentation, and classification. It also 

examines the literature on deep learning-based segmentation and 

identification techniques for dental images. To identify dental 

caries, several techniques have been used to date. However, these 

techniques are inefficient, inaccurate, and unable to handle a 

sizable amount of datasets. There is a need for a way that can get 

around these issues since the prior methods failed to do so. In the 

domains of medicine and radiology, deep convolutional neural 

networks (CNN) have produced amazing results in predicting 

and diagnosing diseases. This new field of healthcare research is 

developing quickly. The current study's objective was to assess 

the effectiveness of deep CNN algorithms for dental caries 

detection and diagnosis on radiographic images. The 

Convolutional Neural Network (CNN) method, which is based on 

artificial intelligence, is used in this study to introduce hybrid 

optimal deep learning, which offers superior performance. 

Keywords—Dental caries; deep learning; convolutional neural 

network 

I. INTRODUCTION 

Detecting dental caries was an exciting task due to the 
information gleaned from various radiographic images [1]. 
One of the most frequent chronic illnesses worldwide is dental 
caries. Especially large, obvious cavities on afflicted teeth 
respond well to such treatment methods. The effectiveness of 
conventional approaches has been hindered by the 
complicated visual features of dental caries images, which 
include concealed or difficult-to-access lesions [2]. The 
majority of common caries detection techniques focus on 
visual examination of the teeth, which also seems to be 
effective for both big, clearly apparent carious lesions and 
those that are only faintly visible but may be seen in hand 

mirrors. Dental radiography is used to find lesions that are 
hard to see or that are otherwise concealed from view [3]. The 
adoption of new instruments is advantageous since early 
diagnosis of dental caries lesions is a key therapeutic factor. 
The area of health care with the biggest growth is dentistry 
treatments. 

By doing this, the danger, therapy, and identification of 
oral disorders are reduced [4]. Bitewing radiographs are 
frequently used by dentists to help them find tooth cavities. 
They concentrate on both the radiological data and the 
medical background of their patients. Detecting dental caries 
is a difficult process, and even skilled dentists may fail to spot 
carious lesions on bite-wing radiographs [5]. Dental caries 
detection methods have also typically used visual-tactile 
methods [6]. Visual-tactile techniques have poor sensitivity, 
particularly when applied to the surfaces of the proximal 
posterior teeth. Although radiographic techniques entail the 
utilization of ionizing radiation, they have a high sensitivity 
[7]. It might be challenging to detect cavities in certain teeth 
early on. Numerous carious lesions are discovered at a later 
stage [8]. The great majority of its screenings, however, are 
based on data analysis, even though dental radiography is 
often recognized as one of the most accurate screening 
methods for finding dental caries. Additionally, there is little 
research on identifying and diagnosing dental caries [9]. The 
effectiveness of deep learning techniques for spotting dental 
cavities in bite-wing radiographs. Blob identification on bite-
wing radiographs helps us specify where and how to look for 
dental caries. 

Blob detection is a statistical method for identifying 
particular regions in radiographic or digital images. Blobs are 
areas that stand out greatly from their surroundings. Blobs are 
also areas that contrast with their environment in brightness or 
darkness. Since their locations are derivative functions, blob 
detectors fall within the category of variable approaches. 
Blobs include data about different areas of interest that may be 
utilized in subsequent image processing with an increase in 
popularity in the processing of medical imaging [9]. Dentists 
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frequently employ biting radiography to help identify tooth 
cavities. But this is a challenging procedure. Dentists use their 
clinical knowledge and the people's clinical background to 
validate their radiographic caries results. Even seasoned 
dentists tend to overlook cavities. Dental caries is brought on 
by an inflammation of the calcified tissue on the teeth. 
Through early discovery and treatment, they are easily 
preventable [10]. 

Effective and prompt treatment may result from the 
development of a reliable framework for the identification and 
categorization of dental caries [11]. Cavities are one of the 
most prevalent illnesses of the mouth that impact individuals 
of all ages, from infants to elders. It is a condition that 
weakens the structure of the teeth. Caries is mostly brought on 
by bacteria that turn the glucose and carbohydrate in food into 
acid. Because this acid melts and damages the minerals in the 
enamel, it causes significant damage to the tooth. Dental 
caries is a chronic condition that most patients experience a 
delayed onset of. It may impact the dentine tissue, which lies 
underneath the cementum and enamel on the root, as well as 
the enamel and cementum's exterior coverings. Infant and 
toddler caries is the term used to describe cavities in young 
children's primary teeth [12]. 

Dental hard tissues undergo periodic demineralization and 
remineralization as a result of the multifactorial, dynamic, 
biofilm-mediated illness known as dental caries. Including 
both permanent and primary teeth, caries can develop at any 
age and harm the tooth crown as well as the exposed root 
portions over time. Caries' start and development are impacted 
by the imbalance of protective and pathogenic factors. The 
categorization of individuals and groups into carious lesions 
risks identified is supported by the interplay of these variables, 
allowing for a more individualized approach to management 
[13]. Dental caries is a treatable, unequally distributed illness 
that imposes high costs on both the economy and the quality 
of life. The worldwide drop in cavities over the past several 
decades is attributed to the regular utilization of toothpaste. To 
find caries, experienced testers often conduct a thorough 
visual examination of clean teeth. Even though they are still 
frequently utilized, pointed dental probes offer little additional 
diagnostic value and can harm some teeth. 

The detection and treatment of dental caries are changing 
[14]. Dentists presently use optical, tactical, and radiological 
data to identify somewhat severe alterations in the oral hard 
tissues. Instead of treating the illness itself, the clinical therapy 
of dental caries has focused on treating its symptoms by 
implanting solutions. Utilizing cutting-edge equipment, 
dentists would be able to identify developing dental caries 
before the clinically noticeable white spot. Dental caries is a 
continuing phenomenon that can be stopped at any stage—
from the beginning to the end. When chemicals from bacterial 
respiration spread into enamel and dentine and break down the 
mineral, a dental cavity develops as a fungal illness. As a 
consequence of the bacteria's metabolism of fructose and 
glucose, organic acids are created [15]. 

But it has been known for more than a generation that 
bacteria digest meals produce acids that dissolve tooth 
minerals and cause dental disease. Dental caries is a 

contagious bacterial condition mostly brought on by the germs 
mentioned above feasting on the carbohydrates that people put 
in their mouths. In the dentistry industry, detecting dental 
caries is still referred to as the finding of demineralized areas, 
particularly cavities. Instead of responding medically before 
cavitation occurs and while the nutrition loss mechanism is 
still repairable, or at the very least may be implicated, the 
practising dentist ―fixes‖ cavities by drilling and filling. 
Dental caries is not the actual disease; rather, it is 
symptomatic of an existing and past illness. As a result, it is 
crucial to document the beginning phase of parasite infection 
or the phases of lesion growth that are not cavitated. [16]. 

The key contributions of this study are: 

 Initially, radiographic images from a large number of 
patients are collected, and the datasets are analyzed in 
the framework. 

 Moreover, the collected images contain noise, which is 
filtered using the Wiener filter. 

 The filtered images are subjected to segmentation, in 
which an enhanced Bat Whale optimization model has 
been used. 

 The GLCM is used in the feature extraction to extract 
the features, and the Convolutional Neural Network is 
used for classification. 

 The BWO-CNN model continues to perform best in 
terms of accuracy and provides independent advice to 
the medical professional in the classification of dental 
images. 

The remainder of the essay is divided into the following 
sections. In Section 2, a summary of prior research on dental 
caries is provided. Section 3 discusses the proposed 
classification and framework. Section 4 presents the findings 
and a discussion of both the proposed and current approaches. 
The article comes to a close in Section 5 with a few more 
observations. 

II. RELATED WORKS 

Some of the literature related to dental carries are 
summarized as follows: 

Deep learning for earlier dental caries identification in 
bitewing radiographs was proposed by Shinae Lee [17].  In 
this work, they evaluated whether a convolutional neural 
network model for caries identification on bitewing 
radiographs employing a U-shaped deep CNN may enhance 
physicians' effectiveness. The study conformed with all 
applicable standards of ethics.  304 bitewing radiographs 
altogether were utilized to train the convolutional neural 
network model, and 50 radiographs were employed to assess 
its efficacy. On the entire test dataset, the convolutional neural 
network model performed pretty accurately in terms of 
accuracy, recall, and F1-score, with scores of 63.29%, 
65.02%, and 64.14 % respectively. The overall classification 
performance of all three physicians improved significantly 
when utilizing the convolutional neural network model 
findings as the data source to identify caries, as seen by an 
enhanced sensitivity ratio.  Thus, physicians may benefit from 
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using the deep learning model to effectively identify dental 
caries.  Despite matter how much the diagnostics performance 
of the CNN model is improved, there will inevitably be some 
false-positive mistakes. 

Prerna Singh and Priti Sehgal employed the optimal CNN-
LSTM  for the categorization and preparation of the G.V. 
Black dental caries [18].  A common health issue for many 
individuals worldwide is dental caries, a type of oral illness. 
Inflammation of the calcified tissue of the teeth leads to dental 
caries. Early detection and treatment make it simple to avoid 
and cure them.  One approach that is well-liked around the 
globe is the G.V. Black Categorization for dental caries. 
Depending on the location of caries, it divides the condition 
into six classifications. To identify and diagnose dental caries 
on periapical dental images, a novel deep convolution layer 
network using an LSTM model is proposed in this research.  
This study's primary goal is to identify dental cavities and 
categorize them according to the G.V. Black Classification. 
Deep convolutional neural networks receive pre-processed 
periapical dental images as input. The Dragonfly optimization 
technique was used to optimize the suggested algorithm, 
which provided an accuracy of 96%. Examining and 
contrasting the suggested model with current state-of-the-art 
deep learning models is done through experiments.  The 
suggested ideal CNN-LSTM model exhibits the best 
efficiency and aids in the categorization of dental images as a 
recommendation for the medical specialist. 

The Logit-Based Artificial Bee Colony Optimization 
Approach was utilized by M. Sornam and M. Prabhakaran to 
classify dental caries using a back propagation neural network 
[19].  Caries, a bacterial infection that may cause oral 
discomfort, is a problem that can greatly reduce people's 
capacity to carry out their daily activities. Dental practitioners 
are working hard to discover a suitable strategy to minimize 
the miscategorization of dental caries phases and probable 
incorrect diagnoses.  Utilizing dental X-ray images as the 
numerical input produced through a GLCM, a texture feature 
extraction process, this method is used to strengthen the back-
propagation algorithm for an appropriate training and testing 
process, thus further achieving the best categorization 
accuracy.  But the obtained accuracy is not higher when 
compared to the other optimization techniques. 

For teledentistry, Devesh Saini et al. [20] presented a 
convolutional neural network for the identification of dental 
cavities.  The primary cause of tooth loss is dental caries, a 
bacterial illness that progresses over time. This happens as a 
result of bad dental hygiene, which also causes several dental 
illnesses.  This study attempts to identify dental cavities 
utilizing digital colour images at a preliminary phase, allowing 
for simple and efficient treatments.  On a categorical 
collection with caries-containing and non-caries-containing 
images, training, validation, and testing have been done. 
Vgg16, Vgg19, Inception v3, and Resnet50 models are 

employed to attain classification performance, with Inception 
v3 achieving the greatest efficiency among them with training 
and validation accuracy of 99.89% and 98.95%, respectively, 
with the least loss when comparing to Vgg16 CNN models. 

Hongbing Yu et al. [21] proposed a new method for Dental 
Caries Identification on the Child's First Permanent Molar.  
Recent studies have revealed a significant incidence and 
prevalence of caries in children's teeth, particularly in the first 
permanent molar, which might be very harmful to their overall 
health. Luckily, early identification and prevention can lessen 
treatment complexity and safeguard kids' dental health.  To 
develop a new method for completely automated identification 
of dental caries on a child's first permanent molar, they present 
a unique caries identification and evaluation (UCDA) 
architecture in this research.  The presented UCDA system 
primarily consists of a backhaul that is started with ResNet-
FPN and two simultaneous task-specific subnetworks for area 
reduction and area categorization. These subnetworks were 
motivated by an effective in-network featured pyramid and 
anchor boxes. 

Shashikant Patil et al. [22] proposed an algorithm for the 
detection of dental caries employing an adaptable neural 
network architecture.  AI approaches have a long-lasting 
effect on biomedicine and provide broadly recognized results. 
The study's only goal is to examine the effectiveness of 
combining the Adaptive Dragonfly algorithm, Neural Network 
classifier, feature extraction, and categorization of dental 
images for accurately detecting caries.  The suggested caries 
classification method in this case is made to accurately 
identify dental cavities. The two key stages of this technique 
are feature extraction and categorization. To assess 
performance, the 120 entire picture database is divided into 
three sets at random. Additionally, this classification of the 
test scenarios helps to guarantee speed improvement. 
Comparing the proposed MPCA-ADA model to other existing 
features allows for the model's performance to be assessed.  
The potential effectiveness of IP and NN algorithms for the 
identification and treatment of dental caries is emphasized in 
the study effort. 

III. PROPOSED BWO-BASED CNN 

The radiographic images of dental caries are first gathered. 
The images are then used for training and testing purposes. 
Images from dental caries radiography go through a pre-
processing stage where the wiener filter is employed to 
eliminate the extra noise. In this work, dental cavities are 
detected early on using a combined bat and whale 
optimization technique. Dental caries and their severity are 
categorized using the proposed BWO-CNN approach. To 
operate enormous datasets and obtain a greater accuracy 

value, a convolutional neural network is used. Fig. 1 

represents the various stages of the detection of dental caries. 
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Fig. 1. Proposed BWO-CNN model. 

A. Data Collection 

This experiment employed data from about 10,000 
datasets, including radiographic images of dental cavities. 50 
per cent of the images from this set are utilized as training data 
and 50 per cent are used as testing data. Accordingly, 5000 
radiographic images of dental caries are used as training data 
and 5000 radiographic images of dental caries are used as 
testing data. 

B. Pre-processing 

To detect dental caries, pre-processing is the initial step. It 
is employed to fill in dataset gaps and remove irrelevant data. 
The radiography images are impacted by independent and 
abnormal noises, which reduces the sample image analysis 
rate. The speckle noises, which can be induced by both 
internal and external sources, have a significant negative 
impact on radiography images. To minimize the noise in 
dental caries radiography images, the developed Wiener filter 
is used. The wiener filter is a linear filter used to conceal 
visual noise. The BWO-CNN model for identifying dental 
caries, therefore, makes advantage of the noise-reduced 
images. Given the wiener function, 

w(a, b) = σ 2[m – p (a, b)]           (1) 

Here σ 
2
 is the Gaussian noise variance, a and b are the 

dimensions of the pixel, and m is the feature of noise. 

C. Segmentation using BWO 

In radiography images, the segmentation procedure is 
primarily utilized to isolate the afflicted area. The 
effectiveness of the segmentation process is necessary for the 
execution of image processing. Image segmentation is 
frequently used to identify where dental cavities are present as 
well as any limitations posed by curves and lines in the 
images. Image segmentation divides the images into sets of 
pixels and labels the pixels in the samples. The primary 

objective of image segmentation in medical image processing 
is to identify dental cavities and produce sufficient data for 
further identification. Here, an upgraded and optimized Bat 
and whale algorithm are used to complete the image 
segmentation. 

D. Bat Optimization algorithm 

The echolocation of microbats was used to develop a 
metaheuristic bat algorithm. Bats typically utilize echolocation 
to find food. The bats typically emit brief pulses, but when 
they come upon food, both the pulse rate and frequency rise. 
The precision of the location is improved and the echolocation 
time is reduced due to the increase in frequencies. Each 

individual in the bat algorithm has a fixed position ui(n) and 

velocity vi(n)in the search space, which are upgraded as the 
number of iterations rises. The new positions ui(n) and the 
velocities vi(n) can be calculated as follows: 

ui(n+1) = ui(n) + vi(n)  (2) 

vi(n+1) = vi(n) + (ui(n) - q(t)).fi    (3) 

fi = fmin + (fmax – fmin).β                (4) 

Where [0, 1] is the range of the random vector, which has 
a similar distribution. f min = 0, f max = 1, and q (t) represents 
the current global optimal solution. 

1) Whale optimization algorithm: The whale optimization 

algorithm was inspired by humpback whales' use of bubble 

nets for hunting. The humpback whales will randomly locate 

their prey, begin to envelop it in a spiral-shaped bubble, and 

then swim up toward the surface. Two steps make up the 

whale Optimization algorithm. The prey is randomly hunted in 

the first phase, and then spiral bubble nets are used to enclose 

and attack the prey in the second phase. To find its prey, the 

whale must be in the best possible posture. The equation 

shown below can achieve this: 
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  ⃗⃗⃗⃗        ⃗ *(i) -   ⃗⃗ ⃗⃗   ⃗    (5) 

 ⃗  = |   ⃗⃗  ⃗ ·  ⃗ *(i) -  ⃗ (i)|  (6) 

 ⃗⃗  = 2 ·    ·    -      (7) 

   = 2 ·       (8) 

The ideal whale posture is represented by  ⃗ * (i).  The 

search agent's current location is given by the variables  ⃗ (i + 

1) and   ⃗  (the range between the whale and its target). The 

coefficients are   ⃗⃗  ⃗ and  ⃗⃗ . The value of z decreases from 2 to 
0, reaching 0 at the end of the iteration. A random variable,   , 
has a value between 0 and 1. 

2) Bat-Whale Optimization algorithm: To reliably identify 

dental caries, the traits of both whales and bats are merged and 

optimized. The whale's fitness is indicated in eq. (9) 

yi(n+1) = yi(n) + vi(n) -   ⃗⃗⃗⃗  ⃗  ⃗  (9) 

Algorithm: BWO-CNN mechanism 

Input: Radiographic images of dental caries 

Output: Detection of regions with dental caries 

Load input images 

Train the input images Pi in the system, 

where i = 1 to n 

                                                                          

Pre-processing of images                                                                     

Let J(i) be the input image from the dataset  

                      w(a, b) = σ 2[m – p (a, b)] // Wiener filter 

Segmenting the affected part                                                          // Bat 

and Whale Optimization 

 Initially, the affected part is detected using Eqn. (2) 

 If (initial region is met) 

                      Update the fitness of Bat and Whale to find the next affected 

region using Eqn. (9) 

 Else 

          Find the initial location 

 Repeat until the stopping condition is reached                   // until 

all the affected region is identified 

 End if 

Return  

Feature extraction using GLCM  

Classification of dental caries      //CNN Classifier 

E. Feature Extraction 

Inexperienced data are transformed into numerical traits 
called features that can be used to save the information in the 
original data set. Each patient perceives images differently; 
these traits are derived from the total number of 
images captured. The image's dimensions are enhanced during 
testing, however, to identify dental cavities, the image's 
dimensions must be decreased. The processing of feature 
extraction helps to resolve this issue. In feature extraction, 
GLCM is used. Correlation, energy, homogeneity, contrast, 
entropy, and other second-order image attributes are examined 
to eliminate the probabilistic texture feature. 

1) Energy: Squares with frequently higher grayscale 

values and unpredictable concentration values in images are 

summed to create energy. In Eq. (10), the energy of the input 

data is determined. 


x y

yxNE 2)},({

            (10) 

Where the squares in the image with grey levels are 
labelled as (x, y), and the images are denoted as N. 

2) Contrast: The local contrast of an image is measured 

using features, and it is projected to be low when the mean 

concentration is even. The complete grayscale information of 

the main image is then projected, as per Eq. (11), 
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        (11) 

(x, y) represents the square of an image's grayscale, N 
represents the images, and I stands for the images' grayscale. 

3) Correlation: Using the correlation characteristics 

shown in Eq. (12) the numerical connections between the 

variables and the proportional dependency of grey levels on 

pixels. 

vu

x y

vu

o

yxNyx

C


 



),(),(

    (12) 

The values of the mean and standard deviation in the 
images are represented as rows and columns by the letters µu, 
µv,           . 

4) Entropy: Entropy is referred to in Eqn. (13), the 

anticipated high value of the range of grey levels being 

randomly generated sticks out. 

 
x y

yxNyxNEn ),(log),(

    (13) 

F. Classification using Convolutional Neural Network (CNN) 

To identify dental caries, CNN classifiers are used. It 
effectively evaluates the radiography images and extracts the 
necessary characteristics. Four layers are present in 
convolutional neural network classifiers: the convolutional 
layer, the max pooling layer, the fully connected layer, and the 
softmax layer. The CNN ranges the intensity values of the 
image pixel before the training phase. CNN is the model that 
trains the quickest. The input radiography image ought to be 
the same size. Each image in the training set has an equation 
that is presented in Eq. (14). 

       
        

 
    (14) 

1) Convolutional layer: A convolution layer was used to 

decrease the image of factors and extract the important 

features. The convolution layer includes rotation invariance, 
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scaling partially invariant, and interpretation invariance. Both 

the over-fitting problem is lessened and the generalization idea 

is added to the fundamental framework. The convolutional 

layer collects a variety of images to analyze how complicated 

each one is. It is related to the qualities we seek in the given 

image. It is written as an eqn. (15). 

  
    ∑   

       
 

    
   

         (15) 

   – It stands for an input choice. The output has been 
specified as an additive bias b. When the sum of maps a and b 
across map i the kernel is applied to map i. 

2) Max pooling layer: In order to reduce fitting and the 

size of the neurons used in the downsampling layer, this layer 

is used. The pooling layer reduces the rate of calculation, the 

size of the feature map, the training time, and regulates 

overfitting. Overfitting is calculated using an equation and is 

defined as 50% on test data and 100% on the training dataset. 

                                                      (16) 

Map,      is the component at (s, t) in the pooling region 
pst, and it represents the immediate area. 

3) Fully connected layer: In the field of classifying 

images, a Fully Connected Layer has been applied. The FC 

layers are placed after the Convolutional layers. The FC layer 

makes it easier to map a picture between the input and output. 

Fully linked layers make up the network's upper tiers. The 

output of the max pooling layer serves as the input for the 

fully connected layer. 

4) Softmax layer: The Softmax layer converts the values 

into a normalized ratio distribution. The output is provided to 

the classifier as an input. The dental caries structure is 

implemented in the Softmax layer and the Softmax classifier 

is the standard contribution classifier. It is depicted in Eq. 

(17). 

   ⃗⃗    
   

∑     
   

           (17) 

The whole process for detecting dental caries is shown in 
Fig. 2. The loading of input images starts the flowchart. The 
next step after loading the images is to train the loaded 
images. The Wiener filter is used during pre-processing to get 
rid of any unwanted noises from each image. The 
segmentation method uses the images that have had the noise 
removed. The segmentation process uses the suggested BWO-
CNN. Using Eq. (2), the impacted region's position is initially 
determined. If the first region is met, use equation (9) to locate 
the subsequently impacted region; otherwise, return to the 
previous step and repeat the calculation of equation (2) until 
the initial region is fulfilled. Repeat Eq. (9) after identifying 
the subsequently impacted region until the stopping condition 
is satisfied. The process moves on to feature extraction if the 
halting condition is satisfied. GLCM is used for feature 
extraction. Following that, a Convolutional Neural Network is 
used to classify dental caries. 

 

Fig. 2. Flow diagram of the BWO-CNN model. 

IV. RESULTS AND DISCUSSION 

The existing methods consume a large time for processing 
and they cannot process a large number of data sets. More 
precise accuracy cannot be achieved with the existing 
methods. The employed BWO-CNN method overcame these 
limitations. The proposed strategy has been tested utilizing 
dental caries radiography datasets. The combined innovative 
bat and whale optimization-based convolutional neural 
network is employed to identify dental caries. Performance 
metrics are used to evaluate how well the given approach is 
presented. 

A. Accuracy 

Measured by accuracy, the system model's performance 
across all classes is evaluated. In general, it is the idea that all 
observations will be correctly predicted. In Eq. (18), accuracy 
is expressed. 
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    (18) 

B. Precision 

The number of correct positive assessments that deviate 
from the overall positive evaluations is used to measure 
precision. By using an Eq. (19), you can compute the precise 
identification of dental caries,     

PosPos

Pos

FT

T
P


                 (19) 

C. Recall 

The relationship between the number of genuine positives 
correctly labelled as positives and the overall number of 
positive samples is known as the recall. It describes the 
proportion of predictions that were correct in the Eq. (20) 
based detection of dental caries, 

NegPos
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FT

T
R


                  (20) 

D. F1-Score 

The F1-Score calculation is the combination of recall and 
precision. The F1-Score shown in Eq. (21) is calculated using 
precision and recall. 

recallprecision

recallprecision
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


2
1

        (21) 

Table I shows that the training accuracy of CNN and 
BWO-CNN is 99.2% and 99.55% respectively. The testing 
accuracy of CNN and BWO-CNN is 97.3% and 98.6% 
respectively. It is represented in Fig. 3. 

TABLE I. PERFORMANCE EVALUATION BASED ON BWO-CNN 

 CNN (%) BWO-CNN (%) 

Training accuracy 99.2 99.5 

Testing accuracy 97.3 98.6 

 
Fig. 3. Evaluation of testing and training accuracy. 

TABLE II. ACCURACY COMPARISON OF VARIOUS METHODS 

Method Accuracy (%) 

U-shaped deep CNN 63.29 

CNN-LSTM 96 

CNN 98.95 

BWO-CNN 99.12 

 
Fig. 4. Comparison of accuracy. 

The projected technique Combined novel Bat and Whale 
Optimization-based Convolutional Neural Network achieves 
higher accuracy when compared to the existing dental caries 
detecting methods such as U-shapes CNN, CNN-LSTM, 
CNN, and BWO-CNN which are tabularized in Table II.  
Fig. 4 represents the Comparison of accuracy between BWO-
CNN and other methods. 

The projected technique Combined novel Bat and Whale 
Optimization-based Convolutional Neural Network achieves 
higher recall when compared to the existing dental caries 
detecting method like U-shaped CNN and BWO-CNN which 
are tabularized in Table III. Fig. 5 represents the Comparison 
of recall between BWO-CNN and U-shaped CNN. 

TABLE III. COMPARISON OF RECALL 

Method Recall (%) 

U-shaped deep CNN 65.02 

BWO-CNN 92 

 
Fig. 5. Comparison of recall. 
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TABLE IV. COMPARISON OF F1-SCORE 

Method F1-score (%) 

U-shaped deep CNN 64.14 

BWO-CNN 91 

 
Fig. 6. Comparison of F1-score. 

The proposed technique Combined novel Bat and Whale 
Optimization-based Convolutional Neural Network achieves a 
higher F1-score when compared to the existing dental caries 
detecting method like U-shaped CNN and BWO-CNN which 
are tabularized in Table IV.  Fig. 6 represents the Comparison 
of recall between BWO-CNN and U-shaped CNN. 

V. CONCLUSION 

Although image processing in medical technology is 
expanding quickly nowadays, there are some situations where 
the complexity of the images makes it challenging to classify 
and identify diseases. The suggested approach is utilized to 
categorize, find, and segment the diseased or damaged 
portion. It focuses mostly on finding dental cavities. 
Individuals' information is first provided through radiographic 
images of patients with various types of dental caries, which 
are gathered. The unwanted effects or noise in the radiography 
images are then eliminated during the pre-processing step 
using a wiener filter. GLCM was used for feature extraction. 
Additionally, the damaged part is segmented using the 
suggested BWO-CNN method, and dental caries is classified 
using a CNN. Using BWO-CNN, high categorization and 
accuracy are also attained. The prediction accuracy of this 
model was 99.12% as a consequence. Even though the 
proposed method is effective, the performance can be 
increased by introducing LSTM. Therefore, in the future, a lot 
of research is being focused on creating a lightweight CNN-
LSTM model that can shorten training time and is resistant to 
weight initiation effects. 
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Abstract—Smart Home is an application of the Internet of 

Things (IoT) that connects smart appliances and the Internet. 

The emergence of Smart Home has caused many security and 

privacy risks that can lead to fatal damages to the user and his 

property. Unfortunately, Intrusion detection systems designed 

for conventional networks have shown their inefficiency when 

deployed in Smart Home environments for many reasons that 

rely basically on the resources-constrained devices and their 

inherent intermittent connectivity. So, an intrusion detection 

system designed for IoT and particularly Smart Home is 

mandatory. On the other hand, Deep learning shows its potential 

in enhancing the performance of Intrusion Detection Systems. 

According to recent studies, Deep learning-based intrusion 

detection systems are deployed either on the devices or in the 

Cloud.  However, Deep learning models are greedy in terms of 

resources which makes it challenging to deploy them on Smart 

Home devices. Besides, in the IoT architecture, the IoT layer is 

far from the Cloud layer which may cause additional latency and 

jitter. To overcome these challenges, a new intrusion detection 

system for Smart Home deployed in the Fog Layer is proposed, it 

is called FDeep. FDeep will inspect the traffic using a Deep 

Learning model. To select the most accurate model, three Deep 

Learning models are trained using an IoT dataset named 

TON/IIOT, also the proposed models are compared to an existing 

one. The obtained results show that the long short-term memory 

model combined with the convolutional neural networks 

outperforms the other three models. It has the best detection 

accuracy compared to other Deep Learning models. 

Keywords—Fog computing; smart home; deep learning; IDS; 

classification 

I. INTRODUCTION 

 The IoT environment is a system of smart devices that are 
interconnected and enabled with sensing and data transmitting 
capabilities [1]. IoT technology is used in Smart Home to 
enhance safety and convenience. Nevertheless, providing 
privacy and security in Smart Home environments is the key 
challenge facing their deployment. Many attacks threaten a 
Smart Home and may expose the data or properties to risks. 
One of the popular attacks is Denial of Service (DoS) on client-
server applications. Eavesdropping is another common attack 
where an attacker intercepts data packets flowing in the 
network. 

An intrusion detection system (IDS) analyzes the data 
packets to detect potential intrusion, and then generates alerts 
in case of any suspicious behaviour [2]. Particularly, anomaly-
based IDSs are characterized by their efficiency in detecting 
zero-day and new attacks. This kind of IDS is based on 

Machine learning (ML) models that can automatically learn 
from experience and analyze patterns based on collected data. 
Deep Learning (DL) is a subcategory of ML, it can understand 
patterns using many layers of processing however it needs a 
large amount of data [3][4]. This represents one of the main 
challenges facing deploying IDS based on DL in IoT, in 
addition to the limited computation capabilities of the IoT 
devices. More important, most IDSs proposed in the literature 
are deployed on IoT devices which is not practical. DL models 
cannot run efficiently on resources constrained IoT devices 
because of the huge amount of data to analyze in addition to 
the complexity of DL models that needs high computation 
resources [2]. Further, many approaches implement the DL 
models in the Cloud, however, a centralized intrusion detection 
approach is not adequate for IoT because of their large scale 
and the caused latency. A distributed approach would be more 
appropriate. Besides, the efficiency of DL models degrades 
over time, so they need to be re-trained regularly with new data 
to enhance the detection capabilities mainly for zero-day and 
unknown attacks [5]. Most approaches re-train the models 
either on the Cloud or on desktops, then replace the old model 
with the new one. In these approaches, a huge amount of data 
packets is required. In the context of IoT and particularly Smart 
Home, the collected data may contain sensitive data related to 
the end user which may violate his privacy. Thus, an efficient, 
distributed, and accurate IDS for Smart Home is required to 
provide strong intrusion detection capabilities [2]. 

In this paper, new Fog-based IDS architecture dedicated to 
Smart Home named FDeep is proposed. The objective is to 
leverage Fog computing in IoT to provide a distributed, 
efficient, and high computation capacity IDS for Smart Home.  
An IoT application particularly a Smart Home consists of three 
main layers: the Edge layer and the Cloud layer and a Network 
layer.  The Edge layer consists of a set of Smart devices 
responsible for sensing their environment, collecting data, and 
transmitting it through a Network layer to the Cloud Layer. 
This data is processed and analyzed in the Cloud layer to 
provide a wide range of applications and services to the end 
user. The two layers communicate which each other through 
gateways and routers.  Generally, the Edge layer is too far from 
the Cloud layer, which might cause additional latency and jitter 
and requires high bandwidth consumption.  Here, the paradigm 
of Fog computing comes to overcome this limitation by 
extending the Cloud and making it closer to the user. Fog 
computing provides computing, networking, and storage 
services to the Edge and Cloud layers in a distributed 
environment [6]. Unlike many approaches where DL models 
are implemented either in the Cloud or the Edge layers, in 
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FDeep the proposed DL model will be implemented in the Fog 
layer which represents the glue between the Cloud and Edge 
Layers. Besides, to maintain the DL model and avoid its 
degradation in terms of detection, periodic training of the DL 
model will be triggered using the data newly collected from the 
real network in the Fog layer. 

The key contributions of the paper are summarized as 
follows: 

 In FDeep, the DL model will be implemented in the Fog 
layer to guarantee low latency and reduce bandwidth 
consumption in addition to a fast inspection and 
detection of the attacks occurring in the IoT layer. 

 An accurate DL model aiming to classify the attacks 
into seven types is proposed. 

 An IoT dataset is used to train our models and select the 
most accurate one to be deployed in FDeep. 

 The DL model to be deployed in FDeep will be 
periodically re-trained and updated to avoid its 
degradation. To do so, the data packets are collected 
from the IoT layer of the real network and fed to the 
model to re-train it. 

The remainder of the paper is structured as follows. In 
Section II, the most recent approaches interested in DL-based 
IDS for IoT and its applications are discussed. Section III 
presents the architecture of FDeep in detail. In Section IV, the 
used dataset is described. In Section V, the experiments set up 
are presented and the obtained results are analyzed. Section VI 
concludes the paper and presents future work. 

II. RELATED WORK 

DL-based Intrusion detection systems are widely adopted 
to inspect network traffic and detect intrusion and 
misbehaviour [2][7]. In [8], a DDoS detection system based on 
Deep Learning DL is proposed. The authors evaluated the 
performance of several DL approaches with ML techniques for 
DDoS attack detection. The obtained results point out the 
potential of Deep Learning in enhancing the accuracy of 
detection of DDoS attacks. A behavioural model is proposed in  
[9] to detect malicious traffic generated by compromised IoT 
devices using Autoencoder (AE). It is a kind of Deep Learning 
that learns unsupervised data. AEs are widely used in IoT 
security. In their study, AEs were used to extract features 
derived from cyber systems. In [10] a Deep Learning based 
intrusion detection system for IoT has been proposed. The 
authors used an SMO model to enhance the convergence time 
and feature extraction. Besides, they used the SDPN classifier 
to distinguish benign traffic from malicious one. The authors 
pretend that their model can handle datasets with redundant 
values and uncertain or missing data. However, the proposed 
model detects a few attacks: DoS, U2R, probe, and R2L. 
Unfortunately, all the above-discussed approaches don‟t 
mention how to implement the proposed DL models. 

The authors proposed in [5] an attack detection system for 
IoT based on Deep Learning. They have implemented the 
proposed framework on Fog nodes. The authors have adopted 
an LSTM model to analyze and inspect the data packets 

collected from IoT devices to detect potential attacks. The 
maintenance of the model is performed in the Cloud layer to 
update the DL model and avoid its degradation in terms of 
detection capabilities. The limitation of the proposed 
architecture is the fact that the administrator must regularly 
check the accuracy of the model and maintain it manually.  
Additionally, the authors used dataset KDD CUP 99 which is 
not an IoT-specific dataset. However, according to [2], a model 
trained for a specific network or application may not be 
efficient for another network or application. In IoT, it is even 
recommended to design each kind of device with its own 
DL/ML model given the diversity of their sensing capabilities 
[2]. In [11], an LSTM model has been used to detect attacks in 
Fog-to-Things Communications. They proposed a distributed 
framework to detect attacks. However, their approach detects 
only attacks on Fog nodes and disregards the risk from IoT 
devices. 

In [12], the authors proposed an intrusion detection model 
to detect attacks in a Fog computing environment. They have 
integrated CNN with LSTM to obtain an integrated and more 
accurate model. The limitation of this approach is the use of 
NSL-KDD which is not an IoT dataset. According to [13], 
many research studies are interested in intrusion detection 
systems for Fog-based IoT applications, however, these 
approaches detect only intrusions in Fog nodes. In [14], the 
authors proposed an IDS based on Ensemble learning for Fog-
to-things environments. To enhance anomaly detection 
accuracy, the authors combine many classifiers to build two 
levels of classifications. The first layer detects the potential 
anomalies while the second layer classifies the detected 
anomalies. Similarly, DL models for attack detection in Fog-
assisted IoT are proposed in [15] and [16]. Again, a non-IoT-
specific dataset is used.  Consequently, the accuracy of the 
model may be negatively affected once it is deployed in Fog-
to-things environments. 

To overcome the limitations of the above-discussed models 
we propose in this paper to implement the DL model in the Fog 
layer. Additionally, an IoT-specific dataset called TON/IIoT is 
used, it contains records collected from real IoT devices, and 
also it contains records about seven attacks. 

III. PROPOSED IDS ARCHITECTURE 

A. Fog Computing and IoT 

Recently, Cloud computing is the most popular computing 
paradigm. However, the spreading of IoT creates several 
challenges for Cloud computing. Particularly, most IoT 
applications require low latency which is not easily provided 
by Cloud computing since it has a centralized architecture that 
ill-suites the huge scale and the distribution of IoT. Moreover, 
the huge scale of IoT that relies basically on the high number 
of Smart devices increases the amount of data generated in the 
network. Sending this high amount of data to the Cloud will 
certainly need a high network bandwidth in addition to privacy 
concerns. Data generated in edge devices should be processed 
locally as most as possible. However, edge devices are usually 
resource-constrained devices unable to perform complex tasks 
and run complex protocols and models.  Moreover, the 
intermittent connectivity due to the geographical distribution of 
edge devices makes them unable to benefit from 
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uninterruptible Cloud services. Thus, an intermediate layer 
between the Cloud and the IoT devices is unavoidable [6]. 

 
Fig. 1. 3-tier fog architecture. 

Fog computing comes to bridge this gap and provide 
distributed networking, storage, control, and computing, 
capabilities between the Edge Layer and the Cloud layer [6]. 
Typically, the Fog layer is connected to the edge layer, which 
means that it is closer to the user than the Cloud layer. It is 
characterized by its flexibility to provide computation services 
to a large scale of end users in its proximity. Hence, it fosters 
decreasing the latency and accelerating decision-making. As 
depicted in Fig. 1, Fog computing has three-tier architecture: 
IoT layer, Fog layer, and Cloud Layer. 

The lower layer is the IoT layer which is composed of the 
IoT devices such as smart vehicles smartphones, sensors, 
Cameras, smart appliances, etc. These IoT devices are 
heterogeneous in terms of computing capabilities, vendors, 
firmware, etc. They are geographically distributed, and their 
role is to collect data like temperature, fire, images, etc, and 
send them to the upper layer. The Fog layer consists of many 
Fog nodes responsible for providing computing, storage, and 
control services to the Cloud layer and IoT layer. A Fog node 
may be a router, a virtualized Fog server, or a simple data 
centre. Typically, the data is routed from the IoT layer to the 
Fog layer using smart gateways. The Cloud layer is the upper 
layer that consists of many servers characterized by their high 
storage and computational capabilities. 

B. FDeep Architecture 

As depicted in Fig. 2, the architecture of FDeep consists of 
3 layers: IoT layer, Fog layer, and Cloud Layer. In the 
following, the role of each layer and the communications 
between them are detailed. 

1) Data collection: All packets exchanged between the 

Smart devices in the IoT layer or to/from the Fog Layer pass 

through gateways. A network sniffer such as sflow or 

tcpdump, is deployed on these gateways to capture all network 

traffic, and the output will be saved in .pcap files. Then, the 

records are preprocessed to extract the useful features 

(timestamp, protocol, IP addresses, etc) and create CSV files 

containing pertinent data that will be inspected in the Fog 

layer to detect potential intrusions in the Smart Home. These 

data will be also used to re-train the DL model to improve its 

detection capabilities. 

2) Data analysis and intrusion detection: The objective of 

FDeep is to detect potential intrusions in a Smart Home 

environment. To this end, a DL model is used to catch attacks 

and classify them. Three DL algorithms will be trained later 

and the best one in terms of detection accuracy will be 

deployed in FDeep. 

In the current paper, the aim is to leverage Fog computing 
to build an efficient IDS by deploying the DL model on the 
Fog layer, doing so has many benefits.  First, Fog computing is 
usually close to the user which reduces the latency and makes 
it best suited the real-time applications in IoT contexts. This 
feature is interesting in our context because rapid intrusion 
detection is required. The data will be processed close to the 
smart devices from which it is originating, no need to transmit 
it to the Cloud which reduces bandwidth consumption.  
Secondly, the OpenFog Security Group1 has defined two main 
security goals of Fog computing. The first goal is the intrinsic 
security of Fog computing in terms of responsiveness, 
availability, fault tolerance, and trust. Fog computing can 
provide security services for the IoT layer since most of them 
are resources constrained such as identity verification, and end-
point protection. 

In the current study, the aim is to use a DL classifier to 
detect and classify intrusion in a Smart Home based on data 
received from the IoT layer, and since most IoT devices have 
limited resources, it seems interesting to implement the DL 
model in the Fog layer instead. It will provide a scalable, 
distributed and high computation environment for FDeep. 

3) Updating the DL model: Generally speaking, DL 

models degrade over time because new applications may be 

deployed, and attacks may emanate.  That is why maintaining 

the DL model is mandatory [5]. Hence, periodic training of the 

DL model will be triggered in the Fog Layer using the traffic 

newly captured from the IoT layer. Doing so has two main 

benefits, first, it will reduce the load on the Cloud layer in 

terms of computation, and also reduce the latency of 

transmitting the collected data from the IoT Layer to the Cloud. 

Secondly, it will make the model customized to the set of edge 

devices under the control of the Fog nodes. The edge devices 

deployed in the IoT layer may have different sensing 

capabilities and are vulnerable to different attacks, so it is 

interesting to have a DL model trained on the data received 

from the target devices [2]. 

The different models obtained in the Fog layer may be later 
shared with the Cloud layer to create a more generic model in a 
way similar to Federated Learning [17]. 

                                                           
1 https://opcfoundation.org/markets-collaboration/openfog/ 
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Fig. 2. FDeep architecture. 

C. DL Model 

To select the best DL model to deploy in FDeep, the 
performances of three DL algorithms are compared in terms of 
accuracy, precision, recall, and F1 score. 

1) LSTM: Long Short-Term Memory Network (LSTM) is 

capable of learning order dependence in sequence prediction 

problems. It has feedback connections, that make it can 

process the entire sequence of data [18]. The state of an LSTM 

model is maintained over time by a memory cell named 'cell 

state'. This characteristic of LSTM makes it very suitable for 

environments where data should be processed sequentially 

like network traffic analysis, particularly, IoT systems. In 

intrusion detection, the major feature of LSTM is its ability to 

differentiate between benign and malicious traffic by only 

inspecting a small number of network data packets which 

makes it efficient for real-time analysis of the traffic [7]. 

2) CNN: CNN (Convolutional neural network) is among 

the most commonly used deep learning algorithm. The 

advantage of CNN is its ability to handle large datasets also its 

computational efficiency. CNN is also known for its 

efficiency in feature extraction. CNN consists of an input 

layer, a hidden layer, and an output layer. The hidden layer 

consists of many convolution layers, pooling layers, and a 

fully connected layer. First, the convolution layer extracts the 

features or information from the data using filters. The pooling 

layer is responsible for parameter reduction. Unlike 

conventional feature extraction algorithms, CNN can 

automatically learn the best features. Afterwards, the 

convolution maps are combined to form a unique vector 

known as CNN code [2]. Then, the classification layer 

receives the CNN code from the preceding levels and merges 

its characteristics to categorize the data [2]. 

3) CNN-LSTM: CNN-LSTM is a hybrid model that 

combines CNN and LSTM [19]. It is initially designed for 

visual time series predictions and textual generation from 

image sequences. In this model, the CNN is the features 

extractor, then the output is fed to LSTM which is the 

classifier. CNN-LSTM has been used also for intrusion 

detection [5]. 

IV. DATASET 

A new IoT dataset named TON/IIOT [20] is used. It is a 
recent dataset that consists of data collected from a real testbed 
of IoT devices like a Thermostat, smart fridge, weather sensor, 
motion light, etc. The dataset consists of many CSV files, each 
file corresponds to one device, and it contains data, features, 
and attacks that rely on the sensing capabilities of that device. 
The CSV files contain records that correspond either to benign 
or malicious traffic. The malicious records correspond to the 
following attacks: backdoor, DoS, DDoS, jamming, 
ransomware, scanning, password, XSS, cracking, injection, and 
man-in-the-middle [20]. In the current study, the results for 
only two devices are shown: the weather sensor and the 
Thermostat. Table I represents the set of features in the CSV 
file of the Thermostat. 
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TABLE I. FEATURES IN THE THERMOSTAT CSV FILE 

Feature Description 

Ts Timestamp of sensor reading data 

Date Date of logging sensor‟s telemetry data 

Time Time of logging sensor‟s telemetry data 

current_temp

erature 
Current Temperature reading of a Thermostat sensor 

thermostat_st

atus 
Status of a Thermostat sensor is either on or off 

label 
Identify normal and attack records, where „0‟ indicates 

normal and „1‟ indicates attacks 

Type 
A tag with normal or attack sub-classes, such as DoS, DDoS 

and backdoor attacks 

The CVS file of the Thermostat contains 52774 where 
17774 correspond to malicious traffic and the rest represent 
normal traffic. Similarly, the CSV file of the IoT Weather 
Sensor contains 54260 records whereas 19260 records 
correspond to attacks. The distribution of records among 
classes is shown in Fig. 3. 

 
(a) Thermostat. 

 
(b) IoT Weather sensor. 

Fig. 3. Records distribution per attack [2]. 

V. EXPERIMENTS AND RESULTS 

A. Experiments Set up 

Google Colaboratory platform is used in all the 
experiments since it provides a panoply of Python libraries that 
support Deep Learning. The dataset is split into a training set 
that contains 75% of the total records, and 25% of the records 
are used in testing. DL models are implemented using Keras 
libraries. Softmax is used activation function since it is a 
multiclass classification problem and Adam is an optimizer to 
compute individual learning rates and enhance the accuracy of 
the models. The batch size is equal to 256, the total epochs 
number is equal to 300, and the LSTM output is equal to 100. 

Since the attacks are classified into seven classes (attacks), 
we have opted for Categorical Cross Entropy as a loss function. 
The loss function is a way to evaluate to which extent the 
algorithm is modelling the dataset [21]. In the Categorical 
Cross Entropy, one category value encoded in binary is 
assigned to the output label. If it is in integer form, the 
„keras.utils to_categorical‟ method is used to convert it into 
categorical encoding using. 

B. Results Analysis 

We have used the accuracy, precision, recall, and F1-score 
to evaluate the performance of the DL models[2]. The accuracy 
is the ratio of correctly classified inputs to the total number of 
inputs: 

 ccuracy  
   orrectly classified input 

  of inputs
  (1) 

The precision is the ratio of correctly predicted positive 
observations to the total number of positive observations. It is 
computed as follows: 

 recision  
 True  ositives

 True  ositives     alse  ositives
 (2) 

Recall evaluates the proportion of malicious input 
correctly identified. Its mathematical equation is as follows: 

 ecall 
 True  ositives

 True  ositives     alse  egatives
  (3) 

F1 score shows if the model has correctly classified 
malicious input while minimizing false positives and false 
negatives rates: 

 1 2 
 recision  ecall

 recision  ecall
  (4) 

Fig. 4 and 5 represent the accuracy of LSTM, CNN,  CNN-
LSTM, and the LSTM model proposed in [19] for the IoT 
Weather sensor and the Thermostat. CNN-LSTM achieves the 
highest accuracy for both devices. It is about 98% for the IoT 
whether sensor and 75% for the Thermostat. The difference in 
performance between the devices is due to the unbalanced 
dataset for the Thermostat. Besides, as depicted in Fig. 4 and 5, 
the LSTM model proposed in [20] has the lowest accuracy 
among all models, it is about 85% for the IoT weather sensor 
and about 67% for the Thermostat. The accuracy of CNN-
LSTM is close to LSTM which is about 97% for the IoT 
weather sensor. 
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Fig. 4. Average accuracy–thermostat. 

 
Fig. 5. Average accuracy-IoT weather sensor. 

Fig. 6 and 7 plot the loss values for CNN-LSTM for the 
Thermostat and the IoT weather sensor respectively as a 
function of the epochs. The loss function is used to compute 
the distance between the current outputs of the algorithm 
training) and the expected output (testing). As shown in Fig. 6 
and 7, as the training progresses, the value of the loss 
continuously decreases. 

Fig. 7 shows that the loss decreases inversely to the epochs 
for the IoT weather sensor; it stabilizes and reaches a minimum 
of 0.05 after the first 100 epochs. Similarly, in Fig. 8 and 9, the 
accuracies of CNN-LSTM in the training and testing are 
compared for the Thermostat and IoT weather sensor 
respectively as a function of the epochs. As depicted in Fig. 8 
and 9, the accuracies of the model in training and testing are 
close for both devices.  It increases as the number of epochs 
increases to achieve the best accuracy at 300. 

 

Fig. 6. CNN-LSTM loss values-thermostat. 

 

Fig. 7. CNN-LSTM loss values-IoT weather sensor. 

 

Fig. 8. Accuracy performance CNN-LSTM-thermostat. 

 

Fig. 9. Accuracy performance CNN-LSTM-IoT weather sensor. 

Tables II and III show the values of accuracy, precision, 
recall and F1 score of the different DL models in multi-class 
classification for the Thermostat and the IoT weather sensor, 
respectively. Additionally, the performance of the proposed 
models is compared to the performance of the LSTM model 
proposed in [20] for the Thermostat and the IoT weather 
sensor. The results show that CNN-LSTM outperforms all the 
other DL models for both devices. It reaches the highest 
accuracy of 76.19% for the Thermostat and 98% for the IoT 
weather sensor. Additionally, the LSTM model proposed in 
[20] has the worst performance compared to other DL models. 
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TABLE II. PERFORMANCE OF DIFFERENT MODELS- IOT WEATHER SENSOR 

 
Accuracy (%) Precision (%) F1-score (%) Recall (%) 

LSTM[20] 82 82 80 81 

LSTM 96.69 96.87 96.69 96.52 

CNN 94.25 94.67 94.24 93.82 

CNN-LSTM 98.02 98.02 98 97.97 

TABLE III. PERFORMANCE OF THE DIFFERENT MODELS FOR IOT WEATHER SENSOR IN MULTICLASSIFICATION 

 
LSTM CNN CNN-LSTM 

 
Precision (%) Recall (%) F1 score (%) Precision (%) Recall (%) F1 score (%) Precision (%) Recall (%) F1 score (%) 

Backdoor 94 93 94 94 76 84 94 76 84 

DDoS 92 88 90 78 90 83 78 90 83 

Injection 94 95 94 96 89 92 96 89 92 

Normal 100 100 100 100 100 100 100 100 100 

Password 88 93 91 85 85 85 85 85 85 

Ransomware 92 89 91 75 91 82 75 91 82 

Scanning 99 96 98 99 96 97 99 96 97 

XSS 87 88 87 89 77 83 89 77 83 

It is also obvious from Tables II and III that CNN-LSTM 
has the best performance in terms of precision, F1-score and 
recall for both devices. Particularly, the performance of CNN-
LSTM for the IoT weather sensor is better than the Thermostat. 
The outperformance of CNN-LSTM is due to the proven 
efficiency of LSTM in the classification in addition to the 
effective feature extraction performed by CNN. 

For multi-class classification, every CSV file of a device 
has seven attacks in addition to the normal or „benign class‟. 
Only the performance of the IoT Weather Sensor is presented 
in detail for multi-class classification because of space 
limitations. Table IV shows the precision, recall, and F1 score 
for each DL model. 

As depicted in Table IV, CNN-LSTM outperforms LSTM 
in terms of overall performance for 5 classes (among 8), 
however, the performance of CNN-LSTM is close to that of 
CNN. The unbalance of the dataset has a negative impact also 
on the performance of all DL models. 

TABLE IV. PERFORMANCE OF DIFFERENT MODELS - THE THERMOSTAT 

 
Accuracy 

(%) 

Precision 

(%) 

F1-score 

(%) 

Recall 

(%) 

LSTM [20] 66 45 54 67 

LSTM 76 100 79.4 66.28 

CNN 75.63 100 79.31 66.17 

CNN-

LSTM 
76.19 100 79.31 66.17 

VI. CONCLUSION 

In this paper, a new distributed IDS system based on Fog-
computing to detect intrusions in a Smart Home is proposed. 
The architecture consists of three layers: IoT layer, Fog layer, 
and Cloud layer. The IDS detects the intrusion by inspecting 

the traffic collected from the IoT devices in the IoT layer. A 
DL model implemented in the Fog layer has been used to 
inspect the data packets. The implementation of the DL model 
in the Fog layer provides a high computation environment for 
the IDS, reduced latency, and avoids implementing the DL 
model in the end-user devices. To maintain and update the DL 
model, the model is re-trained periodically in the Fog layer 
using the data collected from the IoT layer. Many experiments 
have been conducted to evaluate the performance of many DL 
models to select the appropriate and efficient one to be 
implemented in the IDS. In the training, an IoT dataset named 
TON/IIoT is used, it contains the data collected from a real 
testbed composed of many IoT devices. The results show that 
CNN-LSTM has the best performance in terms of accuracy, 
precision, recall, and F1-score compared to other DL models 
and the model proposed in [20]. In future work, the 
performance of the architecture in terms of response time and 
robustness will be evaluated. 
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Abstract—YOLO standing for You Only Look Once is one of 

the most famous algorithms in computer vision used for detecting 

objects in a real-time environment. The newest version of this 

algorithm, namely YOLO with the seventh version or YOLOv7, 

is proposed in the present study for cashew nut detection (good, 

broken and not peeled) in packaging and quality inspection lines. 

Furthermore, this algorithm using an efficient convolutional 

neural network (CNN) to be able to successfully detect and 

identify unsatisfactory cashew nuts, such as chipped or burnt 

cashews. In order to deal with the quality inspection process, a 

new dataset called CASHEW dataset has been built at first by 

collecting cashew images in environments with different 

brightness and camera angles to ensure the model's effectiveness. 

The quality inspection of cashew nuts is tested with a huge 

number of YOLOv7 models and their effectiveness will also be 

evaluated. The experimental results show that all models are able 

to obtain high accuracy. Among them, the YOLOv7-tiny model 

employs the least number of parameters, i.e. 6.2M but has many 

output parameters with higher accuracy than that of some other 

YOLO models. As a result, the proposed approach should clearly 

be one of the most feasible solutions for the cashew’s quality 

inspection. 

Keywords—Cashew; CNN; cashew detection; YOLOv7; 

computer vision 

I. INTRODUCTION 

It is undeniable cashews (anacardium occidentale) are 
among the most widely consumed nuts globally, owing to their 
nutritional value. As of 2016, the world's cashew nut 
production reached 4.89 million tons, with Vietnam being the 
leading producer [1]. Cashews are high in protein and 
polyunsaturated fats, high in carbohydrates and fats, and 
contain abundant calcium, iron, and phosphorus [2]. Often, 
they are served as snacks or incorporated into confectioneries 
or food preparations to increase their value and are generally 
consumed in raw, roasted, salted or flavoured forms. 
Consequently, cashews provide various health benefits, such as 
cancer prevention, cardiovascular protection, nerve protection, 
antioxidant action, and vitamin content [1]. 

The cashew nut processing process includes many stages 
such as roasting, shell cracking and removal, peeling of kernel 
skin, grading, and packaging [3]. The main issue affecting 
product cost in the cashew nut processing industry is the yield 
and quality of cashew nuts after processing. Therefore, many 
automation technologies have been applied in the cashew nut 
production process. However, cashew nuts are often graded by 
vibrators, removing unsatisfactory particles, followed by a 
manual inspection and hand-picking. In general, skilled 

workers grade cashews based on their size, shape, and color. 
Such a manual inspection method is time-consuming, tedious, 
laborious and less productive. 

Therefore, several studies have applied a computer vision 
approach to assist people with classification, defect detection, 
quality inspection, and grading of fruits [4-9], vegetables [10-
12], grains [13-15], and other food products [16, 17]. For 
example, Cervantes-Jilaja et al. [13] proposed a computer 
vision-based method to detect and identify visual defects in 
chestnuts using external features such as shape, color, size, and 
texture. In [18], the authors used invertible neural networks to 
locate and segment damaged soybean seeds in a fast and 
effective manner. Several review papers on the classification 
and quality evaluation of fruits and vegetables based on a 
computer vision approach can be found in [12, 19]. 

This paper aims to propose a novel algorithm for detecting 
and classifying cashew nuts. A practical system is also built to 
verify the studied method in steads of using a manual system. 
The main contributions of this study focus on: 

1) Proposing a new algorithm based on an efficient 

convolutional neural network (CNN) to detect and recognize 

unsatisfactory cashew nuts, i.e. chipped or burnt cashew ones. 

2) Designing a simulation model representing practical 

packaging and inspection lines systems consists of conveyor 

and camera (see Fig. 1). This model is employed to construct a 

dataset of cashew images.  

3) Using the newest and best version of YOLO (v7-tiny) 

to effectively train the models and evaluate quality of these 

models. 
The rest of this paper is organized as follows. First, 

Section II presents a number of related works which motivate 
this study. Then, Section III presents the materials and methods 
for cashew nut detection and recognition. Next, Section IV 
shows the evaluation results, while the last section provides the 
study's conclusions and future work. 

II. RELATED WORKS 

There have been some computer vision-based studies 
regarding the identification and grading of cashew nuts in the 
literature. The simplest methods of classifying cashew kernels 
are based on their color or texture and a single layer neural 
network [20, 21]. Aran et al. [22] extended this work by testing 
external features like color, texture, shape and size. In addition, 
they analyzed the impact of some image preprocessing 
methods on cashew nut classification. Finally, they evaluated 

*Corresponding author: Ngoc-Khoat Nguyen 
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several classifiers in terms of accuracy and performance. The 
results show that Back Propagation Neural Network (BPNN) 
was the most optimal among the classifiers. However, these 
studies will not be able to classify splits, which occur when 
kernels split lengthwise naturally. In [23], a novel machine 
vision method for classifying whole and split cashews (split-up 
and split-down) is proposed using object shadow combined 
with surface grayscale-intensity profile. 

In addition, methods based on convolutional neural 
networks (CNNs) are also applied to classify cashew nuts. For 
instance, Shivaranjani et al. [15] introduced CashNet-15: an 
optimized cashew nut grading system based on deep CNN and 
data augmentation. However, this method can only classify 
wholes and others (scorched whole, splits, butts, pieces). In 
[24], four deep CNNs combined with image processing were 
used to classify cashew kernels into five categories based on 
their adulteration with butts and pieces. Therefore, the above 
studies demonstrate the effectiveness of machine vision in the 
classification and grading of cashew nuts. To the best of our 
knowledge, no study has been conducted on the cashew 
detection problem, i.e. being able to identify the location and 
type of cashews (good, broken, and shelled) as they move 
along the packaging and product inspection lines. Solving this 
problem can help remove bad nuts (broken or shelled) before 
packaging and automate product quality inspection. 

In recent years, CNN-based object detection has made 
significant progress and applied to many practical problems. 
There are two main approaches. The first is a two-stage target 
detection method such as Faster Region-based CNN (Faster R-
CNN) [25], which identifies proposed regions first and then 
classify them by region. The other method employs a single 
neural network to detect the type and location of objects 
simultaneously in an image, such as Single shot multi-box 
detector (SSD) [26] and YOLO [27-30]. Due to its much faster 
execution speed than Faster R-CNN, the YOLO model is 
continuously improved in both speed and accuracy of 
detection, with many versions such as YOLOv1, YOLOv2, 
YOLOv3, YOLOv4, YOLOv5 [27-30] and YOLOv7 [31]. 
Several studies have been conducted using Faster R-CNN [14, 
32, 33] or YOLO [34-38] to detect fruits. 

However, these approaches have not been applied to the 
cashew detection problem. This paper proposes an algorithm 
based on a convolutional neural network (CNN) to detect and 
identify unsatisfactory cashew nuts, such as chipped or burnt 
cashews. First, we construct a dataset containing cashew 
images obtained from cameras mounted on packaging and 
inspection lines, and then we label the images. Then, we use 
the YOLOv7 (version 7) to train the model on this dataset. 
Finally, we conduct a quantitative evaluation of the proposed 
model's effectiveness on the test dataset and a qualitative 
assessment from the videos obtained by cameras mounted on 
the cashew packing line. 

III. MATERIALS AND METHODS 

A. YOLOv7 

YOLO (You Only Look Once) is a well-known CNN 
architecture used for general object detection problems because 
it balances quality requirements and speed. This architecture 
not only detects the presence of an object but also determines 
the object's position in an image. YOLO has three official 
versions YOLOv1, YOLOv2, and YOLOv3. Then there are 
many improved versions e.g. YOLOv4, YOLOv5, YOLOX 
[39], YOLOR [40], and the latest is YOLOv7. The newest 
version, YOLOv7, significantly enhanced speed and accuracy 
over previous versions. Therefore, in this paper, we choose this 
version for cashew detection. 

YOLOv7 has applied several improvements to increase 
speed and accuracy. The computational block in the YOLOv7 
backbone is called E-ELAN, which stands for Extended 
Efficient Layer Aggregation Network. Through the E-ELAN 
architecture of YOLOv7, the network can continuously 
improve its learning ability by using "expand, shuffle, merge 
cardinality" without losing its gradient path. 

Model scaling allows the generation of models that meet 
the requirements of different applications by adjusting key 
attributes. It is possible to optimize a model by scaling it in 
terms of width (number of channels), depth (number of stages), 
and resolution (input image size). With traditional 
concatenation-based architectures (for example, ResNet or 
PlainNet), scaling factors cannot be analyzed independently 
and must be analyzed together. Model depth scaling, for 
example, causes a change in the ratio between the input and 
output channel of a transition layer, resulting in a decrease in 
hardware usage. As a result, YOLOv7 introduces a compound 
model scaling method for concatenation-based models. 
Compound scaling maintains the model's properties at its 
design level and thus maintains its optimal structure. Scaling 
compound models involves two steps: scaling the depth factor 
of a computational block requires a change in its output 
channel, and width factor scaling requires a similar change in 
its transition layer. 

RepConv achieves excellent performance in VGG 
architectures but is significantly less accurate when applied 
directly to ResNets and DenseNets. YOLOv7 implements re-
parameterized convolution using RepConv without identity 
connection (RepConvN). Re-parameterized convolution avoids 
an identity connection when replacing residual or 
concatenation convolution with a re-parameterized one. 

A YOLO architecture contains a backbone, a neck, and a 
head. The head responsible for the final output is called the 
lead head, and the head used to assist training in the middle 
layers is named the auxiliary head. In addition, and to enhance 
the deep network training, a Label Assigner mechanism was 
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introduced that considers network prediction results together 
with the ground truth and then assigns soft labels. Compared to 
traditional label assignment that uses ground truth as a basis for 
generating hard labels based on given rules, reliable soft labels 
utilize calculation and optimization methods that also consider 
the quality and distribution of prediction outputs along with the 
ground truth. 

B. Dataset 

To collect the dataset, we built a simulation model for the 
actual packaging and quality inspection lines, as shown in 
Fig.  1. 

 
Fig. 1. Cashew nut identification system model 

A surveillance camera is securely mounted on a rack and 
viewed at right angles to the conveyor belt. The camera is 
connected to a computer via a USB port to capture images of 
cashews moving on the conveyor. To ensure the robustness of 
the model in practical applications, we changed the light 
intensity of the laboratory to collect images of cashew nuts at 
different brightness levels (strong, normal, and weak). 
Furthermore, the cashews are placed on the conveyor with 
varying rotation angles and distances from the camera's 
position. In this study, we only consider three types of cashew 
nuts that need to be detected and classified: broken cashews, 
unshelled cashews, and good cashews (not broken and peeled), 
as shown in Fig. 2. 

   
Fig. 2. Types of cashews to detect and classify: good cashews (left), broken 

cashews (middle) and not peeled cashews (right) 

After collecting the images, the next step is to annotate 
them manually using the graphical image annotation tool 
LabelImg [41]. The annotation classes include 0-good, 1-
broken, and 2-Not peeled. As a result, a new dataset named 
CASHEW dataset was constructed. It contains 312 images and 
5115 instances, of which 80% (248 images) were selected 

randomly as the training dataset, 10% (32 images) as the 
validation dataset, and the remaining 10% (32 images) as the 
test dataset. The test dataset was only used to evaluate the 
model performance after the training, as shown in Table I. 

TABLE I.  NUMBER OF ANNOTATED IMAGES FOR EACH CASHEW TYPE 

CASHEW dataset Good Broken Not peeled 
Number of 

images 

Train  1387 1569 1163 248 

Test  316 139 89 32 

Val 154 164 134 32 

C. Metrics for Performance Evaluation 

To evaluate the effectiveness of a model on the test dataset, 
we use the following metrics: precision (P), recall (R), average 
precision (AP), and mean average precision (mAP). Before 
defining these metrics, we need to define an intersection over 
union (IoU). The IoU is defined as the percentage overlap 
between the ground truth (G) and detection boxes (D) and is 
calculated as: 

secInter tion G D
IoU

Union G D


 


 (1) 

  
Intersection                                         Union 

Fig. 3. Examples of intersection and union. ground truth (green) and 

detection (red) 

An example describing the intersection and union with 
ground truth (green) and detection (red) is shown in Fig. 3. For 
quantifying accuracy, confusion matrix criteria are calculated, 
such as True Positive (TP), False Positive (FP), True Negative 
(TN), and False Negative (FN). TP should have the same 
ground truth class as detection, and its IoU should be greater 
than 50%. In contrast, if the detection belongs to the same class 
as the ground truth and its IoU is less than 50%, it is considered 
FP. If a ground truth box exists, but the model does not make 
any detection, this situation is categorized as FN. Lastly, there 
is no ground truth or detection for the background, so it is 
classified as TN. 

Precision refers to the percentage of correct positive 
predictions among all detections, while Recall represents the 
percentage of true positives among all ground truths, as shown 
in (2) and (3). 
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Alldetection

TP TP
P

TP FP
 


 (2) 

Allground truths

TP TP
R

TP FN
 


 

(3) 

The average precision (AP) is the area under the Precision 
multiplies Recall curve for each class. This can be calculated 
using (4). After this, the mean average precision (mAP), 
presenting the overall performance of the model in the 
detection of possible classes, could be estimated by calculating 
the mean of all classes’ AP. 

1
( ). ( )

n

i
AP p i r i


 

 
(4) 

Where n indicates the total number of detections, i refers to 
the rank of detection in the list of sorted detections, p(i) 
represents the precision of the sub-list from the first to the ith 
detection, and r(i) represents the change in Recall from (i − 
1)th to ith detection. 

IV. RESULTS AND DISCUSSIONS 

A. Dataset Training of YOLOv7 

We next conduct the training on the Google Collab Pro 
platform with the dataset described above. YOLOv7 is trained 
on the Pytorch platform. First, we select the desired model and 
edit the configuration file to match the requirements. Next, 
based on the Train and Val datasets, use pre-trained weights to 
conduct training process. The number of layers to be classified 
is 3, including 0-good, 1-broken, and 2-Not peeled. The 
stochastic gradient descent (SGD) was adopted with an initial 
learning rate of 0.001. The hyper-parameters used in training 
the YOLO models are shown in Table II. 

TABLE II.  HYPER-PARAMETERS USED IN TRAINING YOLOV7 MODELS 

Models 

Initial 

Learning 

Rate 

Momentum Decay 
Batch 

Size 

YOLOv7-tiny 0.01 0.937 0.0005 16 

YOLOv7 0.01 0.937 0.0005 8 

YOLOv7X, W6, 

E6 
0.01 0.937 0.0005 4 

YOLOv7D6, E6E 0.01 0.937 0.0005 2 

B. Results of Evaluation 

Some results of detecting cashews while moving on a 
conveyor belt with the YOLOv7 model are shown in Fig. 4. It 
is found that, due to the reflection of light, the accurate 
detection of cashew nuts is good, chipped or left peeled easily 
confused. We have tested the performance of the proposed 
model under different ambient light conditions. The results in 
Fig. 4 show the same case with three other lighting conditions 
(strong, normal, and weak). YOLOv7 model could still detect 
cashews, whether they were unshelled or broken, even though 

the particles were traveling at less than 0.6 cm/s on the 
conveyor. 

   
Strong light             Normal light               Weak light 

Fig. 4. Results of the YOLOv7 model for detecting cashew nuts as they 

move on a conveyor at a speed of 0.6 cm/s. The algorithm can accurately 

detect not_peeled (green), broken (blue), and good seeds (red) 

Next, we perform a quantitative evaluation of the model's 
effectiveness on the test dataset. The evaluation results are 
given in Table III below. The YOLOv7tiny, YOLOv7, and 
YOLOv7X models with 6.2M, 36.9M, and 35.7M parameters, 
respectively, were trained with an input image of size 640 × 
640. YOLOv7tiny model has the least number of parameters 
but has higher F1-score, Precision, Recall, and mAP values 
than YOLOv7. Even YOLOv7tiny has higher F1-score and 
Recall parameters than YOLOv7X. 

The YOLOv7W6, YOLOv7E6, YOLOv7D6, and 
YOLOv7E6E models had 70.4M, 97.2M, 154.7M, 151.7M, 
respectively, and were all trained with 1280×1280 input 
images. Model YOLOv7D6 has the highest number of 
parameters, 154.7M; however, many parameters, like Precision 
and mAP, have the smallest value (blue) among all models. 

Comparing all seven models shows that YOLOv7W6 has 
the largest Recall and mAP values, while YOLOv7E6E model 
has the largest Precision and F1-score values. On the other 
hand, we also find that the YOLOv7tiny model with the least 
number of parameters can be installed on low-profile 
embedded computers but can still achieve high evaluation 
indicators. Therefore, the YOLOv7tiny model can be applied 
to detect and identify actual cashew nuts. 

When considering the influence of the ambient light 
intensity, we found that the light intensity can affect the 
model's detection results. In Fig. 5, the YOLOv7E6E model 
incorrectly detected one case (highlighted in yellow), while the 
YOLOv7tiny model with much fewer parameters correctly 
detected all the cases. 

  
(a) Detection result of YOLOv7E6E     (b) Detection result of YOLOv7tiny 

Fig. 5. Comparing YOLOv7tiny and YOLOv7E6E cashew detection results 

in weak light conditions
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TABLE IV.  ENT RESULTS ON THE TEST DATASET 

Model #Param Image size F1-score Precision Recall 
AP 

mAP 
Good Not peeled Broken 

YOLOv7tiny 6.2M 640 0.88 0.88 0.88 0.952 0.942 0.824 0.906 

YOLOv7 36.9M 640 0.86 0.862 0.856 0.934 0.938 0.827 0.900 

YOLOv7X 71.3M 640 0.84 0.881 0.801 0.960 0.949 0.814 0.908 

YOLOv7W6 70.4M 1280 0.89 0.873 0.903 0.950 0.960 0.822 0.911 

YOLOv7E6 97.2M 1280 0.87 0.875 0.866 0.940 0.905 0.864 0.904 

YOLOv7D6 154.7M 1280 0.86 0.856 0.869 0.835 0.958 0.790 0.895 

YOLOv7E6E 151.7M 1280 0.90 0.903 0.888 0.951 0.949 0.827 0.909 

V. CONCLUSIONS AND FUTURE WORK 

This study has presented an algorithm to detect and identify 
good, broken, or missing cashews in the packaging line and 
check product quality. The CASHEW dataset was developed to 
test the model's effectiveness by collecting cashew images in 
different lighting conditions and camera angles. The YOLOv7 
convolutional neural network model with many different 
versions was employed. The evaluation results revealed that 
the model can recognize cashew nuts with an average accuracy 
(mAP) of about 90%. Besides, the YOLOv7tiny model has the 
least number of parameters (6.2M) but has many parameters 
with higher accuracy than that of some other YOLO ones. In 
this paper, we have only applied the YOLOv7 model without 
any improvement. Therefore, it is possible to improve the 
YOLOv7 model, test and compare it with some other neural 
network models, and integrate the proposed algorithm on 
embedded systems with low configurations for the actual 
cashew packaging and quality inspection lines. 
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Abstract—This paper presents a new method for optimizing 

tomato leaf disease classification using Modified Visual 

Geometry Group (VGG)-InceptionV3. Improved performance of 

VGG-16 model as a base model with InceptionV3 block reduced 

the number of convolution layers of VGG-16 from 16 to 10 

layers, and added an InceptionV3 block that was improved by 

adding convolution layer from 3 to 4 layers to increase the 

accuracy of tomato leaf disease classification and reduce the 

number of parameters and computation time of the model. The 

experiments were performed on tomato leaves from the 

PlantVillage dataset of 10 classes, consisting of nine classes of 

diseased leaves and one class of healthy leaves. The results 

showed that the proposed method was able to reduce the number 

of parameters and computation time with and accuracy of 

tomato leaf disease classification was 99.27%. Additionally, the 

proposed approach was compared with state-of-the-art 

Convolutional Neural Network (CNN) models such as VGG16, 

InceptionV3, DenseNet121, MobileNetV2, and RestNet50. 

Comparative results showed that the proposed method had the 

highest accuracy in the tomato leaf disease classification and 

required a smaller number of parameters and computational 

time. 

Keywords—Modified VGG-InceptionV3; InceptionV3; VGG-

16; tomato leaf disease classification 

I. INTRODUCTION 

The rapidly changing climate will have a detrimental effect 
on agricultural crops. If farmers do not deal with such impacts 
in time, the result could be widespread damage, causing the 
production to not meet the standards and market demands. 
Therefore, there are many researchers from various fields of 
knowledge trying to develop new research and technology to 
help solve problems for farmers to be able to recognize and 
solve plant diseases quickly and accurately. One of the popular 
technologies for plant disease identification is image 
processing. Computer image classification is becoming 
increasingly popular and applied to a wide variety of 
applications. Developing a computer that can see images like 
humans and training computers to learn images, be able to 
analyze and recognize images, and be able to classify images 
like humans. Computer image processing can be applied to 
machine learning to allow computers to process large numbers 
of images accurately and quickly. Detecting and identifying 
plant diseases requires computer-aided image classification 
because machine learning can classify images accurately and 
quickly. 

Computer vision is a part of Artificial Intelligence 
technology that seeks to train computer algorithms to 
automatically analyze, classify and detect images using neural 
networks and deep learning. It can detect and recognize images 
in both still images, video images, as well as real-time images. 
Computer vision technology is widely used in current research 
such as medical imaging diagnosis [1], [2], [3], [4] sign 
language classification [5] facial emotion recognition [6], and 
includes the detection and identification of various plant 
diseases such as the identification of corn leaf disease [7], 
pepper bell [8], rice diseases [9], mango leaf disease [10] etc. 
In addition, research on real-time plant disease detection and 
identification [11], [12], [13] was developed by developing a 
model that can be used on resource-constrained mobile 
devices. It can be used more easily and conveniently to 
including the development to use on mobile devices and work 
without an internet connection [14]. Currently developing or 
improving the model of the Convolutional Neural Network 
(CNN) focuses on reducing the number of parameters and 
computational costs of the model. Because the previous CNN 
model was a large, multi-layered deep network, and the huge 
number of parameters used for computation also required a lot 
of machine resources, it was not suitable for use on mobile 
devices with resource constraints. A lightweight Convolutional 
Neural Network is a small CNN model developed to support 
deployment on mobile or resource-constrained devices. 
Lightweight CNN reduces the number of model layers and the 
number of compute parameters of the model to reduce 
computation time but to still have better performance. Describe 
lightweight CNN models [15] such as MobileNet, 
MobileNetV2, SqueezeNet, ShuffleNet, and PeleeNet. These 
models use a smaller number of parameters and computation 
time and can perform faster while providing cost-effectiveness. 
The accuracy is still high compared to the base and state-of-
the-art CNN model. 

A lightweight CNN model is presented in this paper. The 
aim is to optimize tomato leaf disease classification with 
lightweight models that can reduce the number of model 
parameters and reduce computational time for the model to be 
deployed on mobile devices. However, the accuracy of disease 
classification was still high. We present Modified VGG-
InceptiopV3. By using the base model of VGG-16 from the 
original VGG-16 which has a total of 16 layers and 
approximately 138.4 million parameters. This is considered a 
large network, so it takes a long time to process and requires a 
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lot of computing costs, in this work the number of layers has 
been reduced from 16 to 10 layers and the InceptionV3 block 
has been improved by adding a convolution layer for getting 
the input image from 3 to 4 convolution layers to make the 
model wider and faster in parallel, which can reduce the 
number of parameters and computation time and resizing the 
convolution filter size from 3 x 3 to 1 x 3 and 3 x 1, then add 
an modified InceptionV3 block to the VGG model. The 
proposed model was implemented for the disease classification 
of tomato leaves from the PlantVillage dataset of 10 classes for 
nine classes of diseased leaves and one class of healthy leaves. 
The proposed method used 1,767,652 parameters and 
compared the accuracy of tomato leaf disease classification and 
compared the results with state-of-the-art CNN models such as 
VGG16, InceptionV3, DenseNet121, MobileNetV2, and 
ResNet50. The proposed method uses the least parameters but 
had the highest accuracy. 

The remainder of this paper is as follows: “Related Work” 
is presented in the second part, “Proposed Methods” is 
presented in the third part, presents the, “Results and 
Discussion” is presented in the fourth part, and the 
“Conclusion” is presented in the fifth part. 

II. RELATED WORK 

This section presents articles related to tomato leaf disease 
classification using the CNN model and various improvements 
to CNN models. The research without the CNN model for 
disease classification of tomato leaves required manual 
extraction of tomato leaf features [16] such as color features, 
shape features, texture features, etc. But using the CNN model, 
the image features are extracted automatically. 

Zhou and Zhou et al. [17] presents a hybrid deep learning 
model for tomato leaf disease identification by improving 
residual dense network to Restructure Deep Residual Dense 
Network. The develop model would combines deep residual 
networks and dense networks. Original residual dense blocks 
extract image features through dense-connected convolution 
layers, where RDBs are directly connected to all subsequent 
layers, where input images are aggregated into Res-Dense-
Block (RDB) batch normalized and are then added after 
convolution in the RDB. A LeakyReLU activity function was 
added. Then, in the residual layer, concatenate tensor combines 
an improved RDB block with the input layer. Experiments 
were performed on a tomato leaf dataset from the AI 
CHALLENGER dataset of 13,185 images. The results showed 
that the proposed method was 95% accurate in tomato leaf 
disease classification and had the highest accuracy compared to 
other CNN models such as Deep CNN, ResNet50, and 
DenseNet121 with 93.21%, 88.49%, 91.96% accurate, 
respectively. 

Djimeli - Tsajio and Thierry et al. [18] presents an 
automated method for the detection and identification of 
tomato leaf disease using a neural network. The model of the 
proposed method uses transfer learning from ResNet101 and 
ResNet152 models to extract the features of tomato leaf 
images. The disease of tomato leaves was then classified by 
Multi-Layer Perceptron (MLP). Transfer learning from pre-
trained ResNet101 and ResNet152 models to achieve shape 
features, color features, and other features. Features are 

separated into multiple levels, giving different feature vector 
sizes. ResNet101 and ResNet152 were then adjusted and 
combined image features based on the variance and mean 
deviation of features, mean of two features, and concatenation 
of two features. Then, use the MLP to classify the features 
vector that is assigned several 400 neurons in the hidden layer 
and 10 in the output layer. The results showed that the 
classification from the features vector with the combination of 
features from ResNet101 and ResNet152 models had an 
accuracy of 98.3% with the highest accuracy being 98.9%. 

Thangaraj and Anandamurugan et al. [19] presented a 
model to identify tomato leaf disease using a Modified-
Xception model deep neural network. The proposed method 
uses transfer learning for transfer learning weights and 
parameters. The process of the model is divided into two parts: 
feature extraction and classification. The feature extraction 
process consists of convolution layers and pooling layers using 
the Rectified linear unit (ReLu) activation function, using max-
pooling to reduce the size of the feature map obtained from the 
convolution layers. The classification process uses Global 
Average Pooling (GAP) instead of the fully connected layer in 
the original networks. GAP calculates the mean value of each 
feature map and sends it to the output layer. In the output layer, 
use the Softmax function for tomato leaf disease classification. 
After replacing the output layer with GAP, fine-tuning was 
used to update the weights obtained from training the model 
with the tomato leaf dataset. The model training process was 
compared using various optimizers such as Adaptive Moment 
Estimation (Adam), Stochastic Gradient Descent (SGD), and 
Root-Mean-Square Propagation (RMSprop), and experiment 
with tomato leaf datasets from the PlantVillage dataset. The 
results showed that using Adam and RMSprop optimizers had 
better accuracy than SGD optimizer. The Adam optimizer had 
the highest accuracy of 99.55%, followed by RMSprop of 
99.01%, SGD of 81.77%, respectively. 

Kaur and Harnal et al. [20] presented a Modified 
InceptionResNet-V2 (MIR-V2) model to identify tomato leaf 
disease. Improved from the basic model, the InceptionResNet-
V2 (IR-V2) model, which is a collaboration of InceptionV1 
and ResNetV2, is used to transfer learning from the 
InceptionResNet-V2 model to increase the accuracy of tomato 
leaf disease identification and improve the model with four 
different InceptionResNet-V2 types. Changing the internal 

Maxpool layer of InceptionResNet-V2 as follows: 1) 3‐Max 

pool layer InceptionResNet‐V2 (3MPL‐IR‐V2), 2) 3‐
Max pool layer with skip connection (3MPL‐SC), 3) 2‐ 

Max pool‐ layer InceptionResNet‐V2 (2MPL‐ IR‐V2) 

and 4) 2‐Max pool layer with skip connection (2MPL‐SC). 

Then, experiment with the tomato leaf dataset and determine 
the accuracy of the modified MIR-V2 model and basic IR-V2 
to obtain the highest accuracy in disease identification of 
tomato leaves. The results showed that the 2MPL-SC 
modification of the Maxpool layer of InceptionResNet-V2 with 
the highest accuracy was 98.92% compared to the remaining 
three improvements. 

Moussafir and Chaibi et al. [21] presents a model to 
optimize tomato leaf disease identification using a CNN model 
in combination with a genetic algorithm. In the first step, 
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tomato leaf disease identification results were compared from 
the 10 classes PlantVillage dataset. Experiment with CNN 
models such as VGG16, ResNet50, EfcientNetB0, 
EfcientNetB1, EfcientNetB2, EfcientNetB3, and EfcientNetB4 
using transfer learning and fine-tuning techniques. Two of the 
models with the highest accuracy in tomato leaf disease 
classification were obtained. The two most accurate models are 
then adapted to the genetic algorithm. The genetic algorithm 
selects the weights generated during the CNN learning process 
to create a new weight matrix and then considers it the 
weighted average. The CNN model for disease identification of 
tomato leaves showed that the two most accurate models, 
ResNet50 and EfcientNetB0, had 96.6% and 95.6% accuracy. 
When a genetic algorithm was used to create a new weight 
matrix from the ResNet50 and EfcientNetB0 models, the 
accuracy of tomato leaf disease identification was increased to 
98.1%. 

Thakur and Sheorey et al. [22] presents a model for the 
identification of plant disease with leaf imagery. Convolutional 
Neural Network named 'VGG-ICNN'. The presented model is a 
collaboration of VGG-16 and GoogleNet InceptionV7 block 
models, aiming to reduce the size of the network while 
maintaining high data classification performance. The 
proposed model consists of two convolutions (Conv) layers 
using filter size 64, followed by a max-pooling layer, followed 
by two convolutions (Conv) layers using filter size 128, and 
followed by the max-pooling layer like the base model of 
VGG-16. Three Inceptionv7 blocks were then added to the end 
of the VGG-16 max-pooling layer. The InceptionV7 block uses 
a filter size of 1024. The Global Average Pooling (GAP) layer 
is used instead of the flattening layer to reduce the number of 
parameters for model training followed by a fully connected 
layer using the SoftMax activation function for data 
classification. The proposed model can reduce the number of 
parameters to approximately six million parameters, which is 
comparable to lightweight CNN models. The model was 
evaluated by experimenting with five datasets, including small 
datasets and large datasets: PlantVillage dataset, Embrapa 
dataset, Apple dataset, Maize dataset, and Rice dataset. The 
results showed that the proposed method when experimented 
with all five datasets, the PlantVillage dataset had the highest 
accuracy of 99.16%, followed by the Rice dataset, Apple 
dataset, Embrapa dataset, and Maize dataset with 96.67%, 
94.24%, 93.66%, and 91.36% respectively. 

Tuncer, A. [23] presents a new model for the detection and 
identification of plant leaf diseases. The proposed method is a 
hybrid deep neural network with Inception architecture and 
depthwise separable convolutions intended to reduce the 
number of parameters and computational costs but still has 
high data classification efficiency. The Inception architecture 
can extract image features in parallel and can combine features, 
while depthwise separable convolution separates the features to 
independently convoluted the spatial convolution of the input 
image and combine them as output from the convolution layer. 
The proposed model replaced 1×1 and 3×3, 1×1, and 5×5 
convolutions with 3×3 depthwise and 1×1 pointwise 
convolution, and 5×5 depthwise and 1×1 pointwise 
convolution in the Inception block. The model consists of two 
blocks of Modified Inception architecture, four depthwise 

separable convolution layers, and four pooling layers, followed 
by a fully connected layer and Softmax classifier. Experiment 
with the PlantVillage dataset of 30 classes. The results showed 
that the proposed method was able to achieve a plant disease 
classification accuracy of 99.27% and a 75% reduction in the 
number of parameters from the base CNN model. Like Hassan, 
M.S. et al. [24] convolution layer was replaced with a depth 
separable convolution to reduce the number of parameters and 
computational costs of the model. 

Lee and Lin et al. [25] presents CNN architecture for potato 
leaf disease detection. The proposed model consists of one 
convolution layer with filter size 64, two convolution layers 
with filter size 128, three convolution layers with filter size 
256, after the convolution layer, followed by a Pooling layer 
and a Dropout layer. There is a filter size equal to the 
convolution layer and finally, the Fully Connected layer that 
uses the Softmax function. In the experimental process to 
prevent overfitting, the number of cycles in the training model 
was increased to maintain the model's accuracy. The model 
presented was experimented with the potato leaf dataset from 
the PlantVillage dataset and compared the performance of the 
models presented with the VGG-16 and VGG-19 models. The 
results showed that the proposed method had the highest 
accuracy of 99.53%, followed by VGG-16 and VGG-19 with 
an accuracy of 98.15% and 48.55%, respectively, and the 
proposed method could reduce the number of parameters used 
by approximately 99.39%. 

Jiang and Chen et al. [13] presents a model for real-time 
detection of apple leaf disease, the INAR-SSD model, 
developed the VGGNet model in combination with Inception 
in the process of extracting image features. Then use the 
Rainbow concatenation method to improve the integration of 
feature maps. Pooling and deconvolution will work together to 
create a feature map between layers. The proposed model adds 
two layers of Inception modules to the VGG-16 model network 
to improve the feature extraction capabilities of multi-scale 
images. Thus, the proposed model can detect diseases of 
various sizes on the same plant leaf. The model architecture 
consists of the first seven layers retaining the VGG-16 
architecture, then the eighth and ninth layers are replaced by 
two modules of Inception, while the tenth to thirteenth layers 
retains the VGG-16 architecture. The Fully Connected layers 
were replaced by three convolutions: 1x1, and the last layer 
was followed by the Softmax layer. The experiment was 
performed with a dataset of apple leaves obtained from 
laboratories and field photographs. The results showed that the 
proposed method has an accuracy of 97.14% in apple leaf 
disease identification and provides the highest accuracy 
compared to other CNN models such as AlexNet, GoogLeNet, 
InceptionV3, ResNet-101, ResNet-50, ResNet-34, ResNet-18, 
and VGGNet-16, it shows that the INAR-SSD model has a 
detection efficiency of 78.80% mAP and a detection speed of 
23.13 FPS. 

Nagi and Tripathy [26] presents a model for grape leaf 
disease identification using a lightweight CNN that reduces the 
number of parameters for calculation but still maintains high 
accuracy for grape leaf disease identification. The model 
presented is developed on the basis of the VGG-16 model 
which has a total of 16 layers, thus presenting the model by 
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reducing the number of layers of VGG-16 to 6 layers and 
adjusting the filter size of the convolution layer. The model 
consists of an input layer that receives input image size 128 x 
128 pixels, the first convolution layer using filter size 128, 
followed by a Maxpooling 2x2 layer, and next, one 
convolution layer using filter size 64, Maxpooling 2x2, then 
followed by Flatten and Fully connected layer and in the output 
layer use Softmax function. An Adam optimizer was used to 
experiment with grape leaves from the PlantVillage dataset of 
3,423 images. The results showed that the proposed method 
had the highest accuracy in disease identification of grape 
leaves 98.4%, compared to MobileNet, VGG-16, and AlexNet 
accuracy values are 98.1%, 96.6%, and 95.7% respectively. 
Furthermore, the proposed method can reduce the number of 
parameters to approximately two million parameters. 

According to the research article, reducing the number of 
layers of the VGG-16 model can reduce the number of model 
parameters and computation time. But it still has higher 
classification efficiency, and using the Inception block can 
extract parallel image features, thereby reducing run time and 
obtaining full image features. With the use of CNN models, the 
disease of tomato leaves can be identified more accurately. 

III. PROPOSED METHODS 

In this section, we present the workflow of the proposed 
method. It contains a detailed dataset used for the experiment 
and describes in detail the VGG-16 model, the InceptionV3 
model, as well as the Modified VGG-Inception which is a new 
model for disease identification of tomato leaves. 

A. Dataset 

In this experiment, we used the tomato leaf dataset from the 
Plant Village dataset [27], accessible from www. kaggle.com. 
This public dataset for image processing and computer vision 
contains 38 classes of diseased and healthy plant leaves, 14 
different plants. In this work, we selected a dataset of nine 
classes of diseased tomato leaves and one class of healthy 
tomato leaves for a total of ten classes including Bacterial spot, 
Early blight, Late blight, Leaf Mold, Mosaic virus, Septoria 
leaf spot, Spider mites, Target spot, Yellow leaf curl virus, and 
Healthy as shown in Fig. 1 The image has an RGB color model 
with dimensions of 256 x 256 pixels, so it resizes the image to 
224 x 224 pixels and removes the image's background before 
training the model. A total of 18,159 tomato leaf images were 
included, detailed in Table I, and the dataset was divided into 
three folders: training 70%, validation 20%, and test 10%. 

B. VGG-16 

VGG-16, developed by Simonyan, K. et al. [28] from 
Visual Geometry Group, Department of Engineering Science, 
University of Oxford, won the ImageNet Large-Scale Visual 
Recognition Challenge (ILSVRC) 2014. The VGG-16 consists 
of an input layer, a convolution layer, and an output layer, 
totaling 16 layers. The input layer receives image data size 224 
x 224 pixels and is an RGB color image, thus having 3 color 
channels. The convolution layer consists of 13 Conv2D layers 
using filter size 64 of 2 Conv2D, 128 of 2 Conv2D, 256 of 3 
Conv2D, and 512 of 6 Conv2D using kernel size 3 x 3 all 

layers of the network, after Conv2D followed by a Maxpooling 
layer of 5 layers, size 2 x 2 strides equal to 2 all layers of the 
network and followed by 3 Fully Connected (FC) layers, 2 of 
which Fully Connected use 4096 classes and the last layer uses 
1000 classes, while the output layer uses SoftMax as the 
activation function. The architecture of the VGG-16 model is 
shown in Fig. 2. The basis of the VGG-16 model is 
approximately 138.4 million parameters. 

C. InceptionV3 

InceptionV3 was developed by Szegedy, C. et al. [29] in 
2015 and received first-place certification in the ImageNet 
Large-Scale Visual Recognition Challenge (ILSVRC) 2015. 
InceptionV3 is the 3rd edition of Inception. Its purpose is to 
increase the efficiency of image classification but to reduce the 
computational cost, parameters, and calculation time. The first 
architecture of Inception is shown in Fig. 3 using the principle 
of extracting features of parallel images, different filters size, 
resulting in feature maps of different sizes. This contains a 
convolutional layer 1x1, convolution layer 1x1, followed by a 
layer convolution layer 5x5, convolution layer 1x1, followed 
by a layer convolution layer 3x3 and the Maxpooling layer, 
followed by the convolution layer 1x1. And later InceptionV3 
adjusted the architecture as shown in Fig. 4. InceptionV3 
adjusts the filter size to be smaller. Base Inception used 
convolution layer 5 x 5, change to convolution layers 3x3 two 
layers. The architecture of InceptionV3 consists of layers 
convolution layer 1x1, convolution layer 1x1, followed by two 
convolution layers 3x3, convolution layer 1x1, followed by a 
convolution layer 3x3, and the Max pooling layer, followed by 
the convolution layer 1x1. Which the replacement 
Convolutional layer 5x5 to two convolutional layers 3x3, the 
number of parameters has been reduced from (5x5) = 25 to 
(3x3) + (3x3) = 18 parameters. 

 
Fig. 1. Sample of tomato leaves from the PlantVillage dataset. 

TABLE I. DESCRIBES THE NUMBER OF CLASSES AND IMAGES OF THE 

DATASET 

Class 
Number of 

Images 
Class 

Number of 

Images 

Bacterial spot 2,127 Mosaic virus 373 

Early blight 1,000 Septoria leaf spot 1,771 

Healthy 1,591 Spider mites 1,676 

Late blight 1,908 Target spot 1,404 

Leaf Mold 952 Yellow leaf curl virus 5,357 

Total number of images 18,159 
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Fig. 2. Base architecture of the VGG-16 model.

 
Fig. 3. Base inception architecture. 

 
Fig. 4. Base inceptionV3 architecture. 

D. The Proposed Modified InceptionV3 

The advantage of the InceptionV3 architecture is that the 
feature extraction of parallel images is distributed 
simultaneously, providing feature maps of different sizes and 
reducing the number of parameters and computation time. 
Therefore, in this work, the architecture of InceptionV3 has 
been improved by increasing the network width by having the 
number of layers. The convolution layer has been increased 
from three layers to four layers, as shown in Fig. 5. The 
optimized InceptionV3 architecture consists of layers. 
Convolution layer 1x1, convolution layer 1x1, followed by 
convolution layer 1x3, and convolution layer 3x1, convolution 
layer 1x1, followed by convolution layer 1x3 and convolution 
layer 3x1, convolution layer 1x1, followed by convolution 
layer 1x3 and convolution layer 3x1, and the Maxpooling 
layer, followed by the convolution layer 1x1. Extract features 
in parallel across the four convolution layers and reduces the 
number of features with the Maxpooling layer which is the 

replacement of convolution layer 3x3 with convolution layer 
1x3 followed by convolution layer 3x1 as convolution 
separation to be smaller and can reduce computational times. 

E. The Proposed Modified VGG-Inception 

In this work, we present an improvement on tomato leaf 
disease classification methods using Modified VGG-Inception. 
The proposed method was developed using VGG-16 as the 
base model in combination with the improved InceptionV3 
block. The objective was to increase the accuracy of tomato 
leaf disease classification and reduce computation costs in 
terms of the number of parameters and processing time. The 
architecture of the proposed model is shown in Fig. 6. Reduced 
the number of layers of the VGG-16 model from 16 to 10 
layers, and then added a block of modified InceptionV3 
between the fourth and fifth layers of the VGG model. The 
proposed model consists of an input layer that receives image 
input as a 224 x 224 pixel, RGB color image. Then the first and 
second layers of the convolution layer use filter size 64, and 
next, the third and fourth layers use filter size 128, just like the 
base model of VGG-16. The next layer adds a block of 
Modified InceptionV3. The fifth to the seventh layer, the 
convolution layer uses a filter size of 256, followed by 
Maxpooling 2x2 and BatchNormalization at all layers using a 
kernel size 3x3 for all of the networks as with the base VGG-
16 model. Then the eighth to the tenth layer is followed by a 
Fully Connected layer with 10 classes in the tomato leaf 
disease classification using the SoftMax function. Configure 
the parameters for the experiments of the presented model as in 
Table II. 

 
Fig. 5. Modified inceptionV3 architecture. 
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Fig. 6. The proposed modified VGG-InceptionV3 architecture.

TABLE II. CONFIGURING PARAMETERS FOR EXPERIMENTS 

Name of the Parameter Parameter 

1. Optimizer Adam optimizer 

2. Learning rate 0.001 

3. Batch size 64 

4. Epochs 50 

5. Training data 70% 

6. Validation data 20% 

7. Testing data 10% 

IV. RESULTS AND DISCUSSION 

This research presents a Modified VGG-InceptionV3 
model aiming to improve the limitations of VGG-16, which is 
a large network and requires high computational costs to a 
lightweight network by reducing the number of parameters and 
computational costs, but the model still delivers high disease 
classification accuracy of tomato leaves and allows this 
lightweight model to be used on mobile devices or low-
resource devices. The presented models were evaluated using 
the PlantVillage dataset of 18,159 tomato leaf images, nine 
classes of diseased leaves, and one class of healthy leaves. The 
image processing procedure resizes the image to 224 x 224 
pixels and removes the background of the image. The dataset is 
divided into a training set of 70%, a validation set of 20%, and 
a testing set of 10%. Experiment using Adam as an optimizer, 
set the learning rate to 0.001, batch size to 64, and experiment 
with 50 epochs. 

The proposed model is an improvement based on the VGG-
16 model by reducing the number of VGG-16 layers from 16 
to 10 layers and improving the InceptionV3 block by 

increasing the number of convolution layers from 3 layers to 4 
layers for a more fully distributed extraction of image features 
and resized the kernel size of the convolution layer in the 
InceptionV3 block from 3x3 to 1x3 and 3x1 instead to reduce 
the number of model parameters. The number of parameters of 
the Modified InceptionV3 block is shown in Table III. This can 
reduce the number of parameters by 58.42% from the base 
InceptionV3 block. 

In the process of reducing the number of layers of the base 
model VGG-16, we experimented with adding a Modified 
InceptionV3 block to the VGG-16 network and then tried 
reducing the number of layers of the VGG-16 model layer by 
layer. The results of the experiment found that by reducing the 
number of layers of the VGG model, the number of layers with 
the highest accuracy of tomato leaves classification was 
obtained using the ten-layer VGG model, as shown in Table 
IV. In addition, as the number of VGG-16 layers is reduced, 
the number of parameters and processing time of the model are 
also reduced. 

The results of the experiment showed that the use of the 
improved InceptionV3 block in combination with the base 
model VGG-16 reduced the number of model parameters from 
approximately 138.4 million to approximately 14.7 million. 
When reducing the number of layers of the VGG-16 model 
layer by layer until there are ten layers remaining, the highest 
accuracy for tomato leaf disease classification was 99.27%, 
and the number of parameters was reduced from approximately 
14.7 million to 1,767,652 parameters, with an F1 score of 
99.07%. But when reducing the number of layers of the VGG-
16 model to nine and eight layers, there was a decrease in the 
number of model parameters but a decrease in accuracy. The 
proposed method has accuracy in classifying tomato leaf 
diseases according to the Confusion Matrix as shown in Fig. 7. 
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TABLE III. COMPARES THE NUMBER OF PARAMETERS OF THE INCEPTIONV3 BLOCK AND MODIFIED INCEPTIONV3 BLOCK 

Base InceptionV3 Architecture Modified InceptionV3 

Layers Filter size Parameters Layers Filter size Parameters 

Conv2D1_1 1x1, 32 4,128 Conv2D1_1 1x1, 32 4128 

Conv2D1_2 3x3, 32 9,248 Conv2D1_2 1x3, 16 1552 

Conv2D1_3 3x3, 32 9,248 Conv2D1_3 3x1, 16 784 

Conv2D2_1 1x1, 32 4,128 Conv2D2_1 1x1, 32 4128 

Conv2D2_2 3x3, 32 9,248 Conv2D2_2 1x3, 16 1552 

MaxPooling 3x3 - Conv2D2_3 3x1, 16 784 

Conv2D2 1x1, 32 4,128 Conv2D3_1 1x1, 16 2064 

Conv2D3 1x1, 32 4,128 Conv2D3_2 1x3, 32 1568 

   Conv2D3_3 3x1, 32 3104 

   MaxPooling 3x3 - 

   Conv2D4 1x1, 16 2064 

   Conv2D5 1x1, 32 4128 

Total Parameters 44,256 Total Parameters 25,856 

TABLE IV. COMPARE THE ACCURACY OF VGG-16 WITH THE MODIFIED INCEPTIONV3 BLOCK 

Number of Layers (VGG-16 Model) Accuracy (%) Loss Times Parameter F1 Score 

16 94.70 0.2325 728s 14,715,108 92.44 

15 97.70 0.0698 676s 12,355,300 97.07 

14 99.12 0.0341 643s 9,995,492 98.85 

13 98.86 0.0417 563s 7,648,996 98.41 

12 91.44 0.2992 517s 5,289,188 89.32 

11 97.10 0.0964 412s 2,929,380 96.10 

10 99.27 0.0267 386s 1,767,652 99.07 

9 98.69 0.0471 379s 1,177,572 98.32 

8 97.75 0.0236 290s 1,029,988 97.20 

      

 
Fig. 7. Confusion matrix. 

TABLE V. COMPARING ACCURACY BETWEEN THE PROPOSED MODEL AND STATE-OF-THE-ART CNN 

Model Accuracy (%) Loss Times Parameter 

ResNet50 57.31 1.3035 699s 23,608,202 

VGG16 86.19 0.4178 875s 14,719,818 

Inception-V3 94.22 0.2311 196s 21,823,274 

DenseNet121 94.42 0.1644 416s 7,047,754 

MobileNetV2 98.59 0.0759 117s 2,270,794 

Proposed Model 99.27 0.0267 386s 1,767,652 
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The class that can be classified with the highest accuracy is 
Bacterial spot, Yellow leaf curl virus, and Healthy with 100% 
accuracy, followed by Target spot and Leaf Mold with 99.37% 
and 99.11% accuracy respectively. The least accurate was 
Mosaic virus and Late blight with 97.83% and 97.84% 
accuracy respectively. Because of the diseased leaves of the 
Late blight class, the leaves are almost burnt brown to the 
extent that they resemble those in the Early blight class, so the 
model classified the leaves from the Late blight class as the 
Early blight class and mosaic virus disease, the leaves are pale 
green to almost yellow, similar to those with the Yellow Leaf 
Curl Virus class and Late blight class. In addition, to evaluate 
the effectiveness of the proposed model, we compared tomato 
leaf disease classifications using the methods presented against 
state-of-the-art Convolution Neural Network models including 
VGG-16, Inception-V3, DenseNet121, MobileNetV2, and 
ResNet50, shown in Table V. Comparative results showed that 
the proposed models had the highest accuracy in tomato leaf 
disease classification, followed by MobileNetV2, 
DenseNet121, Inception-V3, VGG-16, and ResNet50 with 
98.59%, 94.42%, 94.22%, 94.22%, 86.19%, and 57.31% 
accurate, respectively. The proposed model uses fewer 
parameters than MobileNetV2, a lightweight model suitable for 
use on mobile devices. Although the proposed method takes 
longer to process, when comparing accuracy and loss values, 
the proposed method still gives better results. 

V. CONCLUSION 

This paper presents a new approach to improving the 
accuracy of tomato leaf disease classification. Improvement of 
the Modified VGG-InceptionV3 model based on the VGG-16 
model in combination with the InceptionV3 block, reducing the 
number of layers of the VGG-16 model from 16 to 10 layers 
and improving the InceptionV3 block by adding the 
convolution layer from 3 layers to 4 layers. Tomato leaf 
disease was classified with the model presented by using the 
tomato leaf disease dataset from the PlantVillage dataset, with 
a disease identification accuracy of 99.27%. The proposed 
method can reduce the number of model parameters to 
1,767,652 parameters, which is considered a lightweight but 
still highly accurate model for classifying tomato leaf disease. 
Compared with state-of-the-art CNN models such as VGG16, 
Inception-V3, DenseNet121, MobileNetV2, and ResNet50, the 
proposed method has the highest accuracy in tomato leaf 
disease classification. Therefore, in the future, the proposed 
model can be developed for use on small mobile devices and 
possibly classify more diverse plant leaf diseases to assess the 
effectiveness of the model. 
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Abstract—Modern society has made tremendous progress 

towards automation to increase the quality of life and reduce the 

margin of human error. Intelligent transportation systems are a 

critical aspect of this evolution. The core technology of these 

systems is the automatic identification of vehicles' license plates 

to monitor safety and control violations of traffic rules and other 

crimes. The research on license plate detection and recognition 

has gone a long way, from traditional computer vision techniques 

to features (color, shape, text, etc.) based classification and finally 

to modern deep learning structures. The deep networks 

comprising hundreds of layers require enormous amounts of 

training data. The training dataset should contain plates from 

different countries; otherwise, the system will be specific to only 

certain types of plates (from a country or province). There are 

several datasets collected by researchers containing large 

numbers of license plates from different countries. This paper 

provides a detailed survey of such datasets available in the public 

domain. Sample images from each dataset are shown, and details 

such as the dataset size, size of images, download link, and 

country of origin are provided. This survey will be a helpful 

reference for new researchers in the field for the tasks of training 

new networks and benchmarking their performances. 

Keywords—License plate recognition; deep neural networks; 

public datasets 

I. INTRODUCTION 

License plate (LP) recognition has been a well-researched 
problem in the literature. The earlier works used certain 
features of the plates, such as height-to-width ratio, color of 
plate and text, font and color of text, and number and relative 
locations of alphanumerics, etc. [1-2]. These handcrafted 
features were generally specific to certain types of plates, and 
detection accuracy was low. The conventional object detection 
and recognition methods have recently been replaced by neural 
networks based deep learning techniques in the computer 
vision domain. This has resulted in improved accuracy and the 
ability to recognize license plates in more challenging 
environments [3-4].  

One main issue associated with deep learning techniques is 
the requirement for large amounts of data for training and 
testing. Since these techniques are data-dependent, the data's 
variability and quantity make a difference in the results. 
Therefore, the dataset used for training a deep neural network 
(DNN) is important, and a DNN trained on a dataset cannot be 
fairly compared with another DNN trained on a different 
dataset. Moreover, the results reported in published literature 
cannot be reproduced or verified if the dataset is unavailable. 
Researchers working in this domain realize this issue, and 

many have started sharing their datasets and algorithms in the 
public domain. This healthy trend increases confidence in the 
results presented in the literature, creates benchmarks for 
comparing new research, and serves as a starting point for new 
researchers entering the field.  

Several surveys have been presented in the existing 
literature on the techniques used for license plate detection and 
recognition [5-6]. However, to our knowledge, no 
comprehensive survey has been carried out of datasets that can 
be used for training and testing the DNNs for LP detection and 
recognition. In this paper, we review these datasets and 
describe their characteristics, such as the sizes of datasets and 
dimensions of images. We also show some sample images 
from each dataset.  

Most of the existing datasets contain English alphanumeric 
plates; hence, the networks trained on them cannot perform 
well on plates with text in other languages. Therefore, this 
paper also presents a new dataset comprising 2108 license 
plates from Saudi Arabia. These plates contain bilingual text in 
Arabic and English, which poses additional challenges to the 
research community. First, the DNN will need to be trained to 
ignore Arabic characters, some of which can be easily 
confused with certain English characters. For example, the 
English "l" and the first Arabic alphabet "alif" are written 
similarly; there are many other similarities. Secondly, to write 
two strings of text on the plate, the size of the characters is 
generally reduced to smaller than the characters on the license 
plates with only English characters, which makes them hard to 
be detected. For the presented bilingual dataset, we provide the 
ground truth, i.e., the text on the LP and the coordinates of its 
four corners, along with the images in the dataset, to make it 
more useful for the research community. 

The next section briefly describes several datasets 
comprising images of vehicles and LPs. The criterion for 
including a dataset in this survey is that it was published in a 
journal or a conference paper or used in some scientific work 
to test or train a DNN. Section III briefly discusses some key 
observations that can be made from this survey. Finally, the 
paper is concluded in Section IV. 

II. DATASETS IN PUBLIC DOMAIN 

A. Application Oriented License Plate (AOLP) dataset 

One of the earliest available and widely used datasets is the 
Application Oriented License Plate (AOLP) dataset containing 
Taiwanese license plates. Collected by Hsu et al., it comprises 
three categories named Access Control (AC), Law 
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Enforcement (LE), and Road Patrol (RP), containing 681, 757, 
and 611 images, respectively [7]. Sample images from each 
subgroup are shown in Fig. 1. 

At access control locations, such as toll points or entrance 
and exit of an area under surveillance, the vehicles must stop at 
a fixed passage or move slowly. The AC subset of the AOLP 
dataset captures these scenarios. The camera is approximately 
5 meters or less away from the car in these images. The camera 
pan is in the [-30, 30] degrees range, and the tilt is between 0 
and 60 degrees, where 0 degrees is assumed parallel to the 
ground. The ratio of the plate width to image width is between 
0.2 and 0.25, and the plates are generally straight with an 
orientation of fewer than 10 degrees. Images are captured at 
different illuminations, including outdoor, indoor, day and 
night times, and various weather conditions. The size of the 
images is 352 x 240 pixels. 

LE images have panning from -40 to 40 degrees, tilting 
from 20 to 70 degrees, and capturing distances less than 15m. 
The width of the license plate is 0.1 to 0.2 times that of the 
image and contains images captured by a roadside camera 
when the vehicle violated a traffic rule. LE images have a 
higher resolution of 640 x 480 pixels than AC and RP images 
in the dataset. 

Finally, the RP images have panning from -60 to 60 
degrees, tilting from 0 to 50 degrees, and capturing distances 
less than 15m. The width of the license plate is 0.1 to 0.4 times 
the image width, and the images were captured either with a 
handheld or a mounted camera. Road patrol purposes include 

searching for lost vehicles, scanning for parking violations, and 
security checking in a restricted area. The image resolution in 
this dataset is 320 x 240. 

B. Caltech Cars 

Caltech Cars1999 dataset [8] consists of 126 car images 
having a resolution of 896 x 592 pixels. The images of parked 
cars during the daytime are included in this dataset. Another 
dataset Caltech Cars2001 [9], comprising 526 images at 360 x 
240 pixels resolution, has also been made available by the 
researchers at the same link. The images in the Cars2001 
dataset were captured on a highway; therefore, there is more 
variation in plate sizes and capturing distances and angles in 
this dataset. Sample images of both datasets are displayed in 
Fig. 2. 

C. Peking University Dataset (PKU) 

The Peking University dataset (PKU) is created by the 
National Engineering Laboratory for Video Technology 
(NELVT), a research group at Peking University China. The 
data set was captured by surveillance cameras, in China, during 
both day and nighttime [10]. Images in the data set are divided 
into five categories: G1 (810 images, 1082x727 pixels each), 
G2 (700 images, 1082x727 pixels each), G3 (743 images, 
1082x727 pixels each), G4 (572 images, 1600 x 1236 pixels 
each), and G5 (1152 images, 1600 x 1200 pixels each). All 
images contain front number plates. The images have good 
quality, and the plates are easily readable. Some images in the 
G5 category have multiple cars. In Fig. 3, we have shown some 
images from G1 and G4 categories. 

    

    

    

Fig. 1. Sample images from AOLP AC (top row), LE (middle row), and RP (bottom row) datasets Download link: https://github.com/AvLab-CV/AOLP. 
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Fig. 2. Sample images from Caltech Cars1999 (top row) and Cars2001 (bottom row) datasets Download Link: https://www.vision.caltech.edu/datasets. 

    

    

Fig. 3. Sample images from PKU dataset category G1 (top row) and category G5 (bottom row) Download link: 

https://github.com/ofeeler/LPR/tree/master/pku_vehicle_dataset/images. 

D. Synthetic Dataset 

Bjorklund et al. [11] released a dataset of synthetic images 
for training CNNs. The synthetic plates were generated 
considering a wide range of conditions affecting the aspect of 
real plates. The synthetically generated text was projected on 
unconstrained backgrounds instead of cars. The authors argue 
that using license plates on unnatural backgrounds enhances 
the learning process's ability to account for large text and 
background variability. The major advantage of generating 
synthetic plates is that the laborious task of capturing and 
annotating thousands of plates is avoided. Plated can be 
generated in any pose, and the template can be changed to 
different fonts, shapes, and countries. The authors released a 
training dataset of 20,000 images containing plates and 20,000 

images without plates, and a validation dataset of 2500 images 
with plates and 2500 images without plates. The images 
represent Taiwanese plates and have a resolution of 768 x 384 
pixels. In Fig. 4, we have shown a few sample images 
containing plates. 

E. University of Zagreb Dataset 

Researchers at the University of Zagreb produced a 
database containing 500 images of Croatian license plates. The 
images contain rear views of cars, trucks, and buses under 
varying lighting conditions from various angles using a 
handheld digital camera. The typical sizes of the images are 
1024 x 768 and 640 x 480. Some samples of these images are 
shown in Fig. 5. 

    

Fig. 4. Sample images from the synthetic dataset by Bjorklund et al. Download link: https://www.kaggle.com/datasets/tbjorklund/annotated-synthetic-license-

plates. 
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Fig. 5. Sample images from the University of Zagreb dataset of car. Download link: http://www.zemris.fer.hr/projects/LicensePlates/english/results.shtml. 

F. Chinese Car Parking Data Set (CCPD) 

The Chinese Car Parking Data set (CCPD) [12] is a 
comprehensive data set, 12 GB in size, containing over 
300,000 images of Chinese license plates captured with a 
handheld camera by license plate inspectors across China. The 
images were acquired between 0730 and 2200 hrs. Each image 
has only one plate, and the typical resolution of the images is 
720 x 1160 pixels. Detailed annotations of the images are 
provided, with the following information: area ratio of LP to 
entire image, horizontal tilt, vertical tilt, bounding box's top-
left and bottom-right coordinates, exact coordinates of four 
vertices of LP, 7-letters LP number, brightness of LP region, 
and blurriness of LP region. The database provides splitting for 
training and testing subsets. Classification based on other 
features, such as blur, rotation, tilt, etc., is also available. A 
subset with challenging images is also part of the classification. 
The authors updated the dataset in 2020 with new number 

plates containing eight digits, which are assigned to energy-
efficient "green" vehicles. Sample images from CCPD are 
shown in Fig. 6. 

G. National Technical University of Athens Dataset (NTUA) 

The National Technical University of Athens released a 
dataset of the images of Greek license plates and categorized 
the content as still images and video. At this point, only one 
video is available, but there are a large number of images in the 
dataset, and they are divided into several categories based on 
certain characteristics (color, grayscale, and blurry images) and 
capture time (day or night). The images with shadows, dirt, and 
more than one vehicle and those taken from a close distance 
are stored separately. The images have different resolutions, 
and we found 1792 x 1312, 800 x 600, and 640 x 480 pixels 
images in the dataset. There are 716 images in total at this 
point, but the authors plan to keep adding more. Sample 
images of this dataset are shown in Fig. 7. 

    

Fig. 6. Sample images from CCPD dataset Download link: https://sites.google.com/site/avlabaolp/download. 

    

Fig. 7. Sample images from National Technical University of Athens' database of Greek plates. Download link: 

http://www.medialab.ntua.gr/research/LPRdatabase.html.
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H. Federal University of Parana Dataset (UFPR-ALPR) 

A Brazilian car dataset was released by the Federal 
University of Parana researchers. The dataset was referred to as 
UFPR-ALPR by the researchers, and it contains 4500 fully 
annotated images from 150 vehicles captured in real-world 
situations [13]. The camera and the vehicle were both moving, 
so several challenging scenarios were captured. Multiple 
images of a car taken from different angles are included in the 
dataset. Images are stored losslessly in PNG format and have a 
resolution of 1920 x 1080 pixels. Three cameras – GoPro 
Hero4, Huawei P9 Lite, and iPhone 7 Plus – were used to 
capture these images, 1500 with each camera, including 900 
images of cars with gray LP, 300 images of cars with red LP, 
and 300 images of motorcycles with gray LP. The images are 
split into training, validation, and testing sets in a 40:20:40 
ratio. Images are annotated with the following information: 
camera name, type of vehicle (car or motorcycle), 
manufacturer, model, and manufacturing year of car, position 
and text of the LP, and position of characters. Some 
representative images of the UFPR-ALPR dataset are shown in 
Fig. 8. 

I. Kurpiel Dataset 

A Brazilian video dataset released by Kurpiel et al. [14] 
comprises five videos. Under different weather conditions, the 
authors extracted 4070 plates in 1829 images taken at a 
resolution of 1920 x 1080 pixels. The plates are quite noisy, 
and the text is unreadable in many cases. Therefore, this dataset 
can be used for training and testing LP detection algorithms; 

however, recognizing text can sometimes be challenging or 
even impossible. Some samples of the LPs in this dataset are 
provided in Fig. 9. These are taken from the original paper. 
The download link is not working now, but we have included 
this dataset in our review, as interested readers might approach 
the authors directly and request access. 

J. Goncalves Dataset 

Another Brazilian database comprising 6,660 images with 
8,683 license plate images from 815 different vehicles was 
accumulated by Goncalves et al. [15]. Images are divided into 
training (3595 images), testing (2360 images), and validation 
(705 images) subsets. These images have 1920 x 1080 pixels 
per image, and the license plate size varies from 5 x 12 pixels 
to 86 x 196 pixels, with an average of 22 x 57 pixels. These full 
HD images are stored in PNG format losslessly, one image 
taking 2.4 MB on average, which makes the total data size 
quite large. This database can be accessed by submitting a form 
to the authors and requesting access for non-commercial 
purposes. Extracted characters from license plates were shared 
in [16]. There are 101 on-track vehicles captured during the 
day with a digital camera in Full-HD resolution (1920×1080 
pixels). Multiple frames are captured for each vehicle, 19.8 on 
average, each stored in PNG format (4.08 MB on average), 
making the total size of the database more than 8.5 GB. This 
dataset can be used in the license plate character segmentation 
problems. Some sample images of characters are shown in 
Fig. 10. The download links of both datasets are provided in 
the figure caption. 

    

Fig. 8. Sample images from UFPR-ALPR dataset of Brazilian plates. Download link: https://web.inf.ufpr.br/vri/databases/ufpr-alpr/. 

    

Fig. 9. Sample images from the dataset of Kuprial (copied from the original paper) Download link: https://pessoal.dainf.ct.utfpr.edu.br/rminetto/projects/license-

plate (not accessible). 

 

Fig. 10. Sample images of characters extracted in the Goncalves dataset. Download link: http://smartsenselab.dcc.ufmg.br/en/dataset/banco-de-dados-sense-alpr/ 

(vehicles) http://smartsenselab.dcc.ufmg.br/en/dataset/sense-segplate/ (characters). 
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K. University of California, San Diago Dataset (UCSD-

Calit2) 

The database shared by the University of California, San 
Diago (UCSD-Calit2) comprises around 10 hours of video of 
cars entering and leaving the campus during various hours of 
the day. The still frames extracted from these videos were hand 
labeled; thus, the data for 878 cars was annotated. The dataset 
also comprises 291 car images taken in the car park using a 
handheld digital camera. The dataset was available at the 
following link, which is inaccessible now: http://vision.ucsd. 
edu/belongie-grp/research/carRec. We have provided this link, 
assuming that the website might be restored in the future or 
interested readers may want to approach the authors. 

L. Spanhel Dataset 

Spanhel et al. [17] shared a database comprising relatively 
low-quality images for the recognition of license plates. The 
authors captured 9.5 hours long from 8 different bridges on 
highways under different conditions. They used a boosted soft 
cascade classifier to detect LPs and tracked them across frames 
with a Kalman filter. Human observers recognized the plates 
across a sequence of frames and annotated the whole sequence 
with the text of the plate. This was an efficient approach to 
label multiple frames at once instead of doing them one by one. 
There are 76,412 color images of cropped license plates in this 
dataset, named ReId dataset. The authors also provided a high 
dynamic range (HDR) dataset, which is relatively smaller in 
size and contains 652 images taken at different exposure times. 
Images were cropped manually to obtain LP images. A few 
samples of plates taken from the ReId and HDR datasets are 
shown in Fig. 11. Since the images of cars were captured from 

different distances and angles, the cropped images of plates 
have different dimensions. 

M. AI Tunisia Hack 2019 Challenge Dataset 

A license plate data set was made available in AI Tunisia 
Hack 2019 challenge. The data comprised 900 images of 
vehicles taken from the Internet and annotated manually for the 
coordinates of the bounding box containing the LP. A separate 
set of 900 images of extracted LPs was also provided in which 
the annotations mark the text of the LP. Thus, the first dataset 
can be used to train a network for the detection of LP, whereas 
the second dataset is specific to the recognition task. Sample 
images from both datasets are provided in Fig. 12. The images 
are truncated to show the cars and plates in both datasets; 
therefore, they have different sizes. 

N. Platesmania 

License plates from different countries can be downloaded 
from the Platesmania website, which contains license plates 
from more than 70 Asian, European, American, and African 
countries. The data set includes thousands of images. For 
example, there are 314830, 305643, and 190448 images of 
vehicles from Germany, France, and the US, respectively. 
Images are not annotated; hence, the researchers need to mark 
the bounding boxes and the plate text themselves before they 
can use them for training a network. A clear picture of the LP 
is provided with each vehicle image, but it is in image format 
and not the text, thus not of much use in the training task. 
However, the picture of the LP is quite clear, and OCR 
algorithms should be able to extract the text accurately. Some 
images of cars and their number plates from four different 
countries are shown in Fig. 13. 

 

    

Fig. 11. Sample images from the ReId (top row) and HDR datasets (bottom row) of Czech Republic plates by Spanhel et al. Download link: 

https://medusa.fit.vutbr.cz/traffic/  (not accessible now). 

 
   

  
 

 

Fig. 12. Sample images from AI Tunisia Hack 2019 challenge. Download link: https://zindi.africa/competitions/ai-hack-tunisia-2-computer-vision-challenge-2 
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Fig. 13. Sample images of vehicles from Japan, Kyrgyzstan, Mexico, and Russia, from Platesmania. Download link: https://platesmania.com/ 

O. Stanford Dataset 

The cars dataset developed by Stanford University 
researchers contains approximately 16,185 images of 196 cars, 
split into 8144 training and 8041 test images [18]. The number 
plates are not necessarily visible, and the dataset is meant to be 
used for identification of the car type and not the license plate. 
However, we have mentioned it here for interested readers, as 
these details can be important in an intelligent transport system. 
Images have different resolutions, typically 584 x 328, 634 x 
357, or similar. Classes are made at the car make, model, and 
year level, e.g., the 2012 Tesla Model S or 2012 BMW M3 
Coupe. Annotations are provided, including class labels and 
bounding boxes for all images. Initially, an evaluation server 
was set up for automatic evaluation and comparison with the 
provided results. However, it has been decommissioned now, 
but the manual evaluation can still be done by using the test 
dataset's ground truth. We have provided some sample images 
of this dataset in Fig. 14. 

P. University of Jeddah License Plate Dataset (UJLP) 

The license plates in Saudi Arabia have bilingual text, i.e., 
the digits and characters are written on top in Arabic and at the 
bottom in English, and this comes with its unique challenges. 
First, the recognition systems trained on English characters 

must discard the Arabic text. Secondly, to fit both texts, the 
size of the characters is kept small. However, bilingual text 
offers a unique advantage: separate NNs can be trained on 
Arabic and English characters, and their results can be 
combined for higher accuracy. To the best of our knowledge, 
there has been no notable dataset of Saudi Arabian plates in the 
public domain. We have developed one consisting of 2108 
license plates [19]. To make this dataset, we captured a large 
number of videos of parked and moving cars from a moving 
car using our mobile phones. We developed a customized 
software tool to extract the frames of interest from the captured 
videos. We also developed a tool for annotation which displays 
a frame and allows the user to mark the corners of the plate 
with mouse clicks. The coordinates of these corners are stored 
in a text file. The extracted images, the tools for extraction and 
annotation, and the annotation files are shared in the public 
domain and can be used for free for academic research. 

The dataset captured from the traffic moving on the roads 
offers several challenges, such as variable size and orientation 
of the plates. Some samples are shown in Fig. 15. There are 
some very challenging images in the dataset, such as images of 
the plates partially covered with mud or with poor visibility 
due to low or bright light. This dataset can be very helpful in 
developing an LPR system for deployment in police cars. 

    

Fig. 14. Sample images of vehicles from Stanford dataset. https://ai.stanford.edu/~jkrause/cars/car_dataset.html. 
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Fig. 15. Sample images from the UJLP dataset. Download link: https://github.com/ishtiaqrasool/2022-Electronics-Automatic-License-Plate-Recognition-in-Real-

World-Traffic-Videos. 

III. DISCUSSION 

A summary of the different characteristics of the datasets 
discussed above is presented in Table I. The second column in 
the table shows the size of the dataset, i.e., the number of 
images and plates (if available). The largest dataset is provided 
on the Platesmania website, which provides plates from many 
countries. However, this dataset was not particularly designed 
for LP detection and recognition research; hence, the images 
are not labeled. Among the labeled datasets, CCPD is the 

largest, with 300,000 images of Chinese plates. The dataset of 
Czech Republic plates with 76,412 images is the next largest. 

While comparing the detection and recognition results 
reported in different papers, the size of the dataset used for 
training must be considered; larger datasets would generally 
lead to better training and accuracy of the DNN. The quality of 
training images and the difficulty level of testing images are 
also important factors, and therefore the results reported using 
different datasets should be compared with caution. 

TABLE I.  SUMMARY OF THE REVIEWED DATASETS 

Dataset # of Images Image Size Country 

AOLP 

AC: 681 

LE: 757 

RP: 611 

AC: 352 x 240 

LE: 640 x 480 

RP: 320 x 240 

Taiwan 

Caltech Cars 1999 126 896 x 592 USA 

Caltech Cars 2001 526 360 x 240 USA 

PKU 

G1: 810 

G2: 700 

G3: 743 

G4: 572 

G5: 1152 

1082 x 727 

1082 x 727 

1082 x 727 

1600 x 1236 

1600 x 1200 

China 

Synthetic 

Plates: 

20,000 (training) + 

2500 (validation) 

Non-Plates: 

20,000 (training) + 

2500 (validation) 

768 x 384 Taiwan 

University of Zagreb 500 
1024 x 768, 

640 x 480 
Croatia 

CCPD 300,000 720 x 1160 China 

NTU Athens 716 

1792 x 1312 

800 x 600 

640 x 480 

Greece 

UFPR-ALPR 4500 1920 x 1080 Brazil 

Kurpiel et al. [8] 4070 LPs in 1829 images 1920 x 1080 Brazil 

Goncalves et al. [9] 8683 LPs in 6600 images 1920 x 1080 Brazil 

UCSD-Calit2 878 N/A N/A 

Spanhel et al. [11] 
76,412 (ReID) 

652 (HDR) 
Not fixed Czech Republic 

AI Tunisia Hack 2019 900 Not fixed Tunisia 

Platesmania Millions of images Not fixed Different countries 

Stanford [12] 16,185 
584 x 328 

634 x 357 or close 
USA 

UJLP 2108 
1920 x 1080 

720 x 1280 
Saudi Arabia 
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The third column in Table I compares the resolution of 
images in different datasets. Training a DNN with a large 
number of layers is a slow process; therefore, the training 
datasets generally comprise images of small sizes. However, 
with enhancements in the computational capabilities of GPUs, 
training images of Full High Definition (FHD) resolution, i.e., 
1920 x 1080 pixels are not uncommon, as can be seen in the 
table. The execution time of a trained DNN to process a test 
image depends on the hardware platform as well as the image 
size. These factors should be given due consideration when 
comparing the efficiency of different methods reported by their 
respective authors. 

IV. CONCLUSION 

A detailed survey of different datasets used for training and 
testing of deep neural networks for license plate detection and 
recognition was presented. Different characteristics of these 
datasets were discussed. The information compiled in this 
paper can serve as a valuable reference for advancing research 
in this domain and benchmarking. 
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Abstract—Fossil fuels, including oil, are the most important
sources of energy. They are commonly used in various forms
of commercial and industrial consumption. Producing oil is a
complex task that requires special management and planning.
This can result in a serious problem if the oil well is not operated
properly. Oil engineers must have the necessary knowledge about
the well’s status to perform their duties properly. This study pro-
poses a linear regression method to predicate the oil production
value. It takes into account various independent variables, such
as the pressure, downhole temperature, and pressure tubing. The
proposed method can accurately reach a very close prediction of
the actual production value by achieving very interesting results
at the end of this study.

Keywords—Big data; machine learning; oil production; regres-
sion model; features; prediction; PySpark

I. INTRODUCTION

The current rapid evolution of science and technology
causes more progress in the oil field development, especially
with the increasing demand for petroleum resources world-
wide. For instance, the prediction of crude oil production
represents the capacity of the oil field in the future, and it
also directly impacts the future planning for this field [1].

In the petroleum industry, oil production and its future pre-
diction have always been the center of interest to many scien-
tists and researchers. This is because oil plays an impactful and
effective role in energy production. Naturally, oil is produced
within oil wells. In fact, many factors influence the production
of the well including internal geological factors as well as
geological location, time, and production equipment which are
considered external factors. These influencing factors make
it hard for the prediction of oil production to be precise
and accurate, especially when using traditional methods like
curve analysis and mathematical modeling [2]. Nonetheless,
the need to accurately predict oil production is a necessity.
As a matter of fact, the efficient accurate prediction can help
save manpower, the consumed materials, and the resources
required for the extraction process in addition to enhancing
the economical aspect of the oilfields [3].

Oil production has an influential role in improving the
economy. It is also a part of the political aspects of developing
and established countries. Fossil fuel is considered a common
industrial energy source due to the fact that it’s versatile, easily
transported, accessible, and expensive [4], [5]. Moreover, the

oil serves various uses in industry, agriculture, energy trans-
formation as well as commercial and residential services as
shown in Fig. 1.

Fig. 1. Uses of fossil fuels and oil in multiple sectors: energy
transformation, Agriculture, industrial, commercial, and residential

When discussing oil properties, it’s important to mention
that oil is found underground in porous rocks where rock strata
are stacked above them creating pressure. This pressure is
compensated by the pressure of the fluid (oil, gas, or water)
which is in the reservoir. When drilling takes place, the fluid
rises to the level of the surface because of the reservoir
pressure. In addition, this lost fluid pressure is compensated
by a displacement of the deeper fluid from underground to fill
its place [6]. Consequently, the reservoir pressure decreases. It
keeps decreasing gradually until it is no longer possible for the
fluid to flow to the surface. In this case, a pump can be used
to control the flow of fluid to the surface by controlling the
difference between the pressure in the well and the reservoir
pressure. Furthermore, the pump mode can be adjusted to have
control over the bottom-hole pressure which can be a mode for
setting the well’s operations in the sense.

It is important to be able to predict the oil production
rate or volume since it provides the engineers with useful
information. As such, they can, in turn, evaluate and opti-
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mize reservoir management-related issues. Unfortunately, it
is extremely difficult to perform highly accurate predictions
without taking into consideration the subsurface conditions [7].
On the other hand, computing technology and data analytic
can help resolve this issue of oil production forecasting while
maintaining the complexity of the relationships between the
inputs and outputs [8].

Prediction is the process of producing estimations based on
observations. Upon analyzing the observable occurrences, it is
then possible to project the data to make future predictions
for a similar type of occurrence. Often these observable data
are too large, and no deductions or predictions can be done
by simply observing them. Manual analysis and interpretation
are both tiresome and time-consuming in addition to the great
error margin [9]. Prediction techniques vary in their type and
content as can be seen in Fig. 2, yet some of them are more
advanced than others.

In oil and petroleum exploration and development, artificial
intelligence (AI) has gained a remarkable spot as it can be the
solution for the issues that arise in this field. Recent studies
have shown that using data-driven models ensures better pre-
diction results than experience-based prediction models [10].
It is important to mention that AI is involved in the prediction
of oil and gas properties, optimization of well layout plans,
and prediction of reservoir physical properties and that of oil
production among others [11]. Fig. 3 illustrates the various
interaction models that can be used for predictions including
data-driven methods such as regression, classification, and
dimensional reduction.

AI incorporates computational power and human intelli-
gence in order to achieve reliable smart systems that can
resolve extremely nonlinear and highly complex problems.
Thus, AI paves the way for computers to make data-based
decisions [12]. Machine learning (ML), on the other hand, is
included within AI. It delivers statistical tools for big data
analysis and exploration. ML is actually further subdivided
into supervised, unsupervised, and reinforced learning.

Even though AI has been involved in E&P practices before,
the recent expansion of digital techniques in the oil field made
it increasingly involved in advanced predictive and prescriptive
analytics [13].

Moreover, AI provides great potential in solving issues in
almost all areas of the oil industry including prediction, clas-
sification, and clustering. The data-driven systems can locate
and define the relationship between oil production and other
data acquired from the field. This is achieved through using
sensors and ML models. In reservoir engineering, combining
ML techniques with data analytics has various benefits [14].
The studies show that this combination can help predict the
bottom-hole pressure, optimize water flooding, and forecast
hydrocarbon production.

ML algorithms include Support Vector Machine, K-means,
decision tree, Apriori, neural networks, and Naive Bayes
algorithm [11]. Linear regression is one of the basic regression
techniques for forecasting, predicting, or estimating. In the past
years, specifically in 1800, Gauss created a method called the
Least Square Method for the purpose of suiting an equation
according to linear parameters. A linear regression illustrates
the existing relationship between a random factor with a

dependent factor, whose prediction or estimation is the center
of focus in this study. In both research and statistical studies,
linear regression is still frequently used [15]. Linear Regression
as can be seen from Fig. 2 is one of the qualitative prediction
methods.

Notably, the researchers of this study are highly motivated
by the increasing importance of oil and fossil fuels production.
Hence, the main objective of the study is to develop a system
that can analyze the fed data and transform them into valuable
inputs that can be used for oil production prediction in the fu-
ture. The proposed system is based on Linear Regression which
achieves high levels of accuracy. For a better understanding of
the presented work, the developed model is evaluated to answer
the following research questions:

(R.Q.1) What factors directly affect the oil production
value?

(R.Q.2) Can a Linear Regression model effectively predict
the production value of oil based on different factors?

This study is composed of three parts. The first part
presents some related works to the prediction of oil production.
These studies use different methodologies for the purpose of
analyzing the data in the oil fields by presenting suitable
models. Then, the methodology is the second part of this study
which is explained in detail. This includes the levels of the
structure of the dataset, implementations, importing the data,
exploratory data analysis, data processing, data scaling, feature
selection, and applying machine learning algorithms. The last
part is the results part where the researchers explain that the
linear regression method suggested by them has proven to be
highly successful by having results that are really close to the
actual results.

It is important to mention that this study has a high signif-
icance in the field of fossil fuels, especially in oil production.
As such, it attempts to decrease and reduce the problems that
may occur in the prediction process of oil production. The
researchers highlight that this study with its simple method,
linear regression, can achieve high and real results in compar-
ison to other methods with much more complex features. Such
a method can be flexible, practical, and effective for explaining
and illustrating the process of successful oil predictions. It
can add more knowledge and information for future research
for the purpose of enhancing and saving the most significant
source of energy for the upcoming generations.

II. RELATED WORK

When considering the topic of oil production, many studies
come to light especially those that attempt to accurately predict
the rate or volume of oil production. ML models are quite
popular in this case. Nonetheless, many studies prefer to use
linear regression specifically due to its many advantages.

Emeke and Bello addressed the issue of predicting the
oil production volume in an area within Nigeria through
linear regression techniques [16]. In their study, the authors
have made use of MATLAB in analyzing the data acquired
from the oil field from Kwale, Niger Delta. In addition,
multivariate linear regression has been chosen as a model for
its capability of housing multiple variables. For regression, the
input variables are the metered volume, the basic sediment and
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Fig. 2. Prediction traditional methods including qualitative, time series and quantitative methods

Fig. 3. Prediction tools including data-driven methods such as regression
models

water, the volume correction factor, the metered factor, gross
standard volume, API @60, and temperature among others.
These data are collected over the course of several months,
and the entire dataset is split into 70% for training the LR
model and 30% for testing it. After that, a couple of models
are considered (with different input variables) in contrast to the
new generalized model which has been obtained by coefficient
comparison and inspection of the lowest root mean square error
value RMSE. One of the distinctive features of the new model
is the exclusion of some factors like water percentage and basic
sediment. As a result, the RMSE value for the new model is

much lower than the old one. Furthermore, the residual values
are calculated to see the differences between the predicted
values and the actual values, and the new generalized model,
which are low, indicates a close prediction. In addition, the
R-squared value is 0.9889.

In another study, Mgbemena and Chinwuko aim to predict
the crude oil production value in Nigeria through implementing
multiple linear regression [17]. In this study, the authors at-
tempt to produce a daily, weekly, monthly, and yearly forecast.
To do so, the authors initially analyzed many forecasting
models before creating the LR model. The past historical
data for the oil field are collected from the years 2010 to
2016. For linear regression, the least-squares equation is used.
Overall, the performances of six models are compared. Among
the graphical forecasting, 3-year simple moving average, 6-
year simple moving average, 8-year simple moving average,
least squares LR and the exponential smoothing with o.1 or
0.6 as weighing factors, the Least Squares Linear Regression
model have achieved the lowest mean squared error MSE
value. This means that the lowest mean method makes a
good prediction with minimal error. After the comparison, the
authors developed their own multiple linear regression models
to predict the daily oil production values. This model takes into
consideration the number of natural wells which are flowing,
the number of gas-lifted weak wells, and the amount unbiased
compressors which are running. As a result of comparing the
developed system’s predicted value and the actual value, the
system misses the direct hit point by 43 barrels per day, which
is a very satisfactory result.

In their study, Kumar and his colleagues aim to develop

www.ijacsa.thesai.org 382 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

TABLE I. COMPARISON OF LITERATURE REVIEW STUDIES ACCORDING
TO YEAR, AIM, AND APPROACH

Paper Year Aim Approach
[16] 2019 To create a system that

can accurately predict oil
production in the field in
Nigeria

Multivariate linear regression
model has been developed taking
into consideration the following
factors: metered volume, gross
standard volume, metered factor,
and volume correction factor.

[17] 2020 To develop a model that
can perform a precise
forecast for oil produc-
tion in Niger Delta Re-
gion

A comparison of many models has
been performed, and the multi-
ple variables regression model has
been finally developed achieving
very good results.

[18] 2019 To predict the oil and gas
production rates based
on Machine Learning

RapidMiner tool is used in addition
to linear regression SET ROLE op-
erator and APPLY MODEL opera-
tor.

a forecasting model based on machine learning to predict gas
and oil production [18]. To execute the study, data has been
acquired from sensors and processed, then the CRISP (Cross
Industry Standard Process) model has been applied to the
processed data. This involves understanding the data, preparing
data, modeling, and evaluating. After that, the data is imported
to Rapid Miner where correlation analysis is performed to
check for existing relationships between them, the variables,
and the dependent variable. Next, linear regression is applied
based on the identified variables from the correlation analysis.
Finally, data visualization techniques are used to visualize
and discuss the data. Ultimately, six variables are chosen for
input to achieve oil production and output prediction, including
average wellhead temperature, average choke size, average
gas lift rate, etc. Upon experimentation and testing, bottom-
hole pressure has been found to be an important variable in
predicting the average oil production rate. Table I presents a
comparison between the literature review studies according to
the year, aim, and approach.

III. METHODOLOGY

A. Dataset

The Norwegian oil and gas company Equinor has an-
nounced starting in June 2018, all of the data from the Nor-
wegian continental shelf are available for research and study.
This has given academic institutions, students, and researchers
worldwide permission to use crucial scientific information
in line with the Equinor Open Data License without the
requirement for further written consent.

The Volve production data has been released in the form
of an excel file which is made up of two (02) sheets, namely
Daily Production Data and Monthly Production Data. Oil
production estimation is one of the major duties of production
engineers, depending on several operational parameters that
include tubing differential pressure, bottom hole pressure, and
wellhead pressure. This estimation process can happen as
an effective way of applying empirical correlations or nodal
analysis. Furthermore, physics is generally included in most
of the literature work since it involves a lot of assumptions.

The researchers of this study are inspired to apply a com-
pletely different approach based on Data-Driven applications,
such that physics is being taught to the computer based on data

only. This approach ensures that no complexity or assumptions
are being made and that the results are purely generated from
the fed data. Both linear and polynomial regression models are
going to be used to predict the oil production from the date of
the Volve field daily production. In the Norwegian North Sea,
a hydrocarbon reservoir termed Volve has been operational
for a couple of years between 2005 and 2016. Volve has
a 54% recovery which is considered good. Additionally, the
Volve dataset is considered the top open-source dataset for
exploration and production in terms of completion.

B. Implementation

Apache Spark is a framework for data processing that
can swiftly process operations on extremely large data sets
and distribute processing operations over several computers,
either individually or in conjunction with other distributed
computing technologies. It is a super-quick machine learning
and large data analytics engine. The Apache Spark community
has published a tool, PySpark, to enable Python with Spark.
Python programmers may work with RDDs by using PySpark.

1) Spark MLlib: Spark MLlib is used in Apache Spark to
execute machine learning. Popular tools and algorithms may
be found in MLlib. MLlib is a scalable Machine Learning
library in Spark that offers both high-quality algorithms and
high performance. Clustering, classification, regression, collab-
orative filtering, and pattern mining are examples of machine
learning algorithms. Additionally, MLlib contains lower-level
machine learning primitives like the general gradient descent
optimization technique.

The main Machine Learning API of Spark is spark.ml. For
creating ML pipelines, the library Spark.ml provides a higher-
level API built on top of DataFrames. Below are some utilities
for Spark MLlib:

• Pipelines

• Featurization

• ML Algorithms

• Persistence

• Utilities

2) ML algorithms: The core of MLlib is its ML algorithms.
These include well-known learning techniques including col-
laborative filtering, clustering, regression, and classification.
The goal of MLlib is to standardize APIs to make it simpler to
integrate several algorithms into a single pipeline or workflow.
The Pipelines API is one of the core ideas, and the scikit-learn
project serves as an inspiration for the pipeline concept.

3) Transformer: An algorithm known as a Transformer
may change one DataFrame into another DataFrame. Basically,
a Transformer performs the transform () function, which
adds one or more columns to one DataFrame to change it
into another. For example: A feature transformer may take
a DataFrame, read one column (for example, text), map it
into another column (for example, feature vectors), and then
produce a new DataFrame with the mapped column attached.

A learning model may use a DataFrame as an input, read
the column containing feature vectors, predict the label for
every feature vector, and then produce a new DataFrame with
the predicted labels attached as a column.
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4) Estimator: An algorithm which is known as an Esti-
mator may be fitted to a DataFrame to create a Transformer.
In terms of technical implementation, an Estimator uses the
function fit(), which takes a DataFrame and outputs a Model,
a Transformer. For instance, using fit() trains a Logistic Regres-
sion Model, which is a Model and subsequently a Transformer,
from a learning method like Logistic Regression, which is an
Estimator. Both Estimator.fit() and Transformer.transform() are
stateless functions. Alternative notions may enable stateful al-
gorithms in the future. Each Transformer or Estimator instance
has a unique ID which may be used to provide parameters
(discussed below).

5) Featurization: Selection, dimensionality reduction, fea-
ture extraction, and transformation are all parts of featurization.
Feature extraction is the process of extracting features from
raw data. Furthermore, the term ”feature transformation” refers
to the resizing, updating, or changing of features. In feature
selection, a small subset of essential characteristics is chosen
from a large pool of features.

6) Pipelines: A pipeline specifies an ML process by con-
necting several transformers and estimators. Additionally, it
offers resources for building, assessing, and fine-tuning ML
Pipelines. It is typical in machine learning to run a series of
algorithms to analyze and learn from data. Such a process is
represented by a pipeline in MLlib, which consists of a series
of pipeline stages (Transformers and Estimators) that must be
executed in a certain order. In this part, the researchers of
this study utilize this simple method as an example. As such,
the pipeline example below does the data preparation in the
following order:

• Use the String Indexer method to determine the index
of the category columns.

• Use OneHot encoding to present the category
columns.

• Use the String indexer to locate the column of the
output variable ”label”

• VectorAssembler is used to assemble category and nu-
merical columns. A transformer called VectorAssem-
bler creates a single vector column from a provided
list of columns.

C. Importing Data

The first step is to import the data, including three essential
libraries, namely Spark which is used to import product data
and to develop DataFrame, in addition to the Seaborn and
Matplotlib libraries.

There are several parameters considered in the uploading of
the dataset. It contains various data such as the good type being
water injection or oil production, as the average downhole
pressure, average drill pipe tubing, date of production, oil
volume, average downhole temperature, gas volume, average
choke size, average well-head temperature, average annulus
pressure, average well-head pressure, water volume, and type
of flow (production or injection). In addition, the data on oil
production is documented based on the daily collection.

D. Exploratory Data Analysis

It is critical to perform exploratory data analysis in any
machine learning approach, even though it is also time-
consuming. This step is essential since upon encountering the
data, it must be understood before continuing with the other
steps. There are many processes included in the exploration
of data, such as discovering patterns, checking assumptions,
and spotting anomalies through visualizations and statistical
summaries. Fig. 4 illustrates the distribution of acquired data
of the seven wells.

Fig. 4. Distribution of data acquired from seven wells

Fig. 5 shows the ECDF plots of each of the wells. From
these plots, it can be observed that 40% of the data points
relative to well number 4 have zero bore oil production. For
well number 5, the observations show that 20% of their data
points have zero bore oil production. These indicate that there
is no flow in these wells since zero bore oil production is
different from not available NA values. Thus, when the seven
wells are considered in this study. Well number 4 and well
number 5 data should be eliminated, as they can’t be used
for training. On the other hand, well number 1 shows empty
values in the ECDF plot, and well number 2 has some missing
values. Hence, for these two wells, the ECDF of water injection
volume is plotted to check if they are injectors.

Fig. 6 shows the water injection plots for wells number 1
and number 2. By analyzing the graph, it becomes clear that
well number 1 is an injector well. On the other hand, data of
well number 2 indicates that it is an injector in addition to
being a producer.

Generally, wells can be either injectors or producers. When
fluids are poured into the underground to be placed in porous
geological formations such as limestone, deep sandstone, or
a shallow soil layer, then the well has termed an injection
well. Additionally, the injected fluid can be either water, salt
water ”brine”, wastewater, or chemically treated water. On the
other hand, a well specified for extracting oil or gas is called
a production well. Fig. 7 shows the difference in well data
between the two well types.
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Fig. 5. ECDF plots for each of the seven wells

Fig. 6. ECDF plots for well number 1 and 2 referring to water injection data

Fig. 7. Well data for a production well in comparison to an injection well

E. Data Pre-Processing

Data preparation is the next step after data analysis. Prepro-
cessing the data involves dealing with string formats inserted in
a numerical column, negative values in permeability columns,

empty columns, null values, and theoretically incorrect values.

From analyzing the data using a box plot, it is evident that
the data is highly skewed depending on the well, and missing
data need to be fixed. The forward filling is the technique to
be performed to fill in the missing data here. However, usually,
in the case of missing data, the mean value is used, yet this
cannot be the case in the data of this study since it is skewed.
For this reason, the null value is filled with a value just above
it.

F. Data Scaling

In order to prepare the data for machine learning ap-
proaches, data scaling or normalization should be done. The
scaling process is meant to alter the numeric values within the
columns into a common scale while keeping the differences in
the range of values and maintaining the information. The data
is transformed in a way that the features are within a specific
range [0, 1].

x′ = (x− xmin)/(xmax − xmin) (1)

G. Feature Selection

Feature selection is also called feature engineering since
the input features of the data are examined and evaluated
for their importance and impact on the results. In this way,
the features, that contribute to getting the precise predicted
value and are correlated to the anticipated output, are chosen
either automatically or manually. The importance of this step
is explained when the accuracy of the model decreases when
using irrelevant features is noticed. However, using highly
correlated features is also tricky since it might lead to reducing
the accuracy given that the input data becomes homogenous
and lacking variability. It might also lead to data leakage which
increases the accuracy beyond acceptance. For this reason,
correlation heat maps must be generated. The correlation heat
maps are generated to determine the highly correlated features.
Fig. 8 shows the variation of oil production volume with
respect to downhole pressure and temperature.

Fig. 8. Variation of oil volume with respect to downhole pressure and
temperature

H. Applying Machine Learning Algorithm

Linear regression is one of the many existing regression
methods, which are considered among the most important
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machine learning and statistical techniques. In regression,
relationships among the different variables are explored. For
instance, applying regression in a company allows exploring
how the salary of its employees changes according to their
experience, education, their role in the company, etc. In this
case, the data of each employee is a representation of one
observation, and in this regression a problem, the dependent
variable is the salary, whereas the independent variables are
the role, education level, years of experience, etc.

In a regression analysis, a chosen phenomenon is consid-
ered with a group of observations, where each observation
involves at least two features or variables. Then, an attempt
of finding the relationship of dependency between the various
features or variables occurs based on assumptions and further
testing and analysis. Thus, regression not only finds how
a phenomenon is influenced by a feature but also how the
different features are related to each other. The outputs of
regression are often denoted by y, whereas the inputs are
denoted by x, such that the independent features can be put in
a vector x = (x1, ..., xr) with r being the number of inputs.

Forecasting is one of the other uses of regression, where
output can be predicted based on a set of predictors. Regression
is used in many different fields, including economics, computer
science, and the social sciences. The importance of regression
increases with the increase of data volume and practical value
of data.

Outputs, responses, and dependent variables are the terms
used for the dependent features, whereas inputs, regressors, and
predictors are the terms used for the independent features. In
regression problems, there are often one continuous dependent
variable and many continuous, categorical, or discrete indepen-
dent variables.

Linear Regression is a simple supervised machine learning
model. In this problem, the aim is to create a linear relationship
between the dependent variable ”Oil Production”, and the other
training independent variables. The linear equation will assign
a coefficient to each training feature, and an intercept is added
to the equation as well. Input instance –feature vector: x =
(x0, x1, . . . , xn), and the predicted Output: y = w0x0+w1x1+
...wnxn + b, therefore, for parameters to estimate (PtoE) is
represented as follow:

PtoE =

{
ŵ := ŵ0, ..., ŵn:feature weights

model coefficients
b̂ : constant bias term

intercept

(2)

The variation of actual responses yi, i = 1, ..., n occurs
partly due to the dependence of the predictors xi. However,
there’s also an additional inherent variance in the output.

The coefficient of determination R2 resembles the degree
of variation of y depending on x, through the particular
regression model. If R2 has a large value, it means that the
model is highly capable of explaining the variation of the
dependent variable according to the independent variables, thus
it is a better fit. The value R2 = 1 corresponds to SSR = 0.

The whole workflow of the represented system can be
summed up in Fig. 9 Variables such as the downhole temper-
ature, pressure, DP tubing, annulus press, and choke size are

considered as an input for our linear regression model, which
can develop an output of predicted oil production volume based
on these features.

Fig. 9. Flow chart of oil production prediction system based on linear
regression model

IV. RESULTS

Scatterplot and Matplotlib libraries are used to show how
the model is predicting the oil production in comparison to the
actual production volume (Fig. 10).

Fig. 10. Scatterplot and Matplotlib libraries using to show how the model is
predicting the oil production in comparison to the actual production volume

RMSE =

∑n
i=1 (yi − ŷ)

2

n
(3)
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RMSE MSE

0.30292596179787934 0.2861434684281355

Mean Squared Error represents the average of the squared
difference between the original and predicted values in the data
set. It measures the variance of the residuals.

RMSE =
√
MSE =

√∑n
i=1 (yi − ŷ)

2

n
(4)

Root Mean Squared Error (RMSE) is the square root of
Mean Squared error. It measures the standard of residuals.

Based on the above two results, it obvious that the model
which is used in this study is correct and accurate because the
mean absolute error that has been received after the analyses
is 0 (MSE is 0.2 & RMSE is 0.3). This adds more advantages
to the method used by the researchers of this study.

The results of this study can be explained by comparing
the results of other studies presented in the literature review
part. In study [16], the features used in the model are mostly
related to volumes such as standard volume and metered
volume. However, the model of this study, linear regression,
takes into consideration much broader features such as tem-
perature, pressure, and choke size that explains the system
more. Moreover, in study [17], eight models have been used to
make oil predictions which are very complex. Whereas, in this
study, only a linear regression model has been used due to its
simplicity and accuracy which have achieved really interesting
results. Hence, a good prediction has been obtained in this
study through only one mode. Furthermore, the researchers
in this study haven’t focused on each feature individually
and which one is more important, but have favored getting a
general model that takes all the features into account contrary
to what Kumar and his colleagues have done in study [18].

V. CONCLUSION

Today, fossil fuels, such as oil, are the most important
sources of energy. They are commonly used in various in-
dustrial and commercial sectors. However, their production is
complex and requires special management and planning.

It is crucial that oil engineers are aware of the status of
their wells and are able to perform their duties properly. In
this study, they proposed a linear regression method to estimate
the oil production value. This method can be used to analyze
the various independent variables that affect the oil production
process.

The proposed method would be able to accurately predict
the oil production value. It can also achieve interesting results
by analyzing the data collected during the study.
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Abstract—There have been various pathfinding algorithms 

created and developed over the past few decades to assist in 

finding the best path between two points. This paper presents a 

comparison of several algorithms for pathfinding on 2D grid 

maps. As a result, this study identified Jump Point Search Block 

Based Jumping (JPS (B)) as a potential algorithm in term of five 

evaluation metrics including search time. The comparisons 

pointed out the potential algorithm and code optimization was 

performed on the selected JPS(B) algorithm, and it was named 

JPS(BCO). This paper also explores issues regarding the JPS(B) 

and how to resolve them in order to optimize access to the index 

pointer. The presented enhance JPS(BCO) is capable to search 

optimal path quicker than the original JPS(B) as demonstrated 

by experimental findings. An experiment of different size grid 

maps is conducted to validate the ability of the proposed 

algorithm in term of search time. The comparative study with 

original JPS (B) exhibits the enhancement that has more benefits 

on grid maps of different size in terms of search time. 

Keywords—Comparative; jump point search; optimization; 

pathfinding; path planning 

I. INTRODUCTION 

Pathfinding algorithm has become one of the popular 
techniques to search for a path while avoiding obstacles at the 
same time. There have been numerous applications of 
pathfinding such as robotics, virtual reality [1], and commercial 
games [2]. In the past, pathfinding has traditionally focused on 
finding the shortest route. However, nowadays, it also focuses 
on finding the safest, cheapest, or most convenient route to 
avoid tolls, roads, or other obstacles [3]. 

Maps and graphs are common methods for representing 
environments in pathfinding. Most pathfinding algorithms 
consider the pathfinding environment as a key attribute to 
determine navigation performance [4]. Navigation meshes, grid 
maps, and waypoint graphs are three popular pathfinding 
environments. The superiority of one pathfinding environment 
over another has been debated for many years. A few 
advantages and limitations of the most common pathfinding 
environments used in games are summarized in [5]. Grid maps 
are the most popular pathfinding environment due to the 
simplicity and ease of use [6]. Furthermore, it is also relatively 
fast to generate a grid map and it only includes two categories 

of cells: passable and block able [7]. The movement of an 
agent in grid map is limited to eight possible directions. Every 
vertical and horizontal movement in the grid has one cost unit, 
while the diagonal movement has a cost of 1.4 units. 

Over the past decades, the performance of the pathfinding 
has been evaluated through various comparisons and analysis. 
Recently, [8] has compared traditional pathfinding which is A* 
algorithm and Depth First Search (DFS) with state-of-the-art 
algorithms, Jump Point Search (JPS) and Subgoal Graph. By 
testing the four algorithms on eight different grid maps, the 
author discussed several of the advantages and disadvantages 
of each algorithm according to the grid maps. As another 
example, [9] also compared two well-known algorithms: A* 
and Iterative Deepening A∗ (IDA*). They concluded that when 
there are no obstacles on the map, IDA* generally performs 
better than A*.  However, when it comes to memory and time 
usages, IDA* may perform worse if opponent characters are in 
parallel positions and blocked by obstacles. 

On the other hand, [10] conducted an analysis to compare 
performance of  A∗ and Basic Theta∗ algorithm. Results from 
this study indicate that the A* and Basic Theta* algorithms 
have both similar completeness and time taken, but the A* has 
the benefit of searching less nodes, while the Basic Theta* 
algorithm returns shorter results. 

Despite being one of the oldest algorithms, A* is still being 
favored to be included in the various researches for 
comparison. Although there are numerous researches in the 
literature on the comparative analysis of several pathfinding 
algorithms, however, to date, there have been very few 
research on the comparative analysis of Jump Point Search 
algorithm. This paper aims to compare A* and four versions of 
Jump Point Search using source code which are made available 
by the author [6]. The total five algorithms which included in 
this study are A*, JPS, JPS(B), JPS+, and JPS+ (P). 

One of the evaluation metrics that is commonly used in 
comparisons and analyses is the amount of time taken during 
search. In video games [11], search and rescue (SAR) [12], and 
unmanned aerial vehicle (UAV) navigation [13], the search 
time is one of the most critical aspects. Therefore, the key 
motivation for this study is to reduce the search time. 
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Apart from comparing the pathfinding algorithms, this 
paper will also discuss code optimizations on the potential 
algorithm JPS(B) which are derived from the preliminary 
analysis. The code optimization yields a slight increase in 
terms of the search time.  Thus, the fundamental objective and 
contribution of the current paper aim to present a comparative 
analysis on several pathfinding algorithm and a slight code 
optimization to the potential algorithm. This comparative 
analysis is important to other researcher for evaluating the 
performance of pathfinding algorithm and the code 
optimization performs on it. 

In the remainder of the paper, the sections are arranged as 
follows. In Sections II, reviews of related works on JPS 
algorithms and descriptions of the JPS are provided. The 
methodological approach for the experimental setup was 
explained in Section III. Experimental result is presented in 
Section IV, while JPS(BCO) optimization and result is 
discussed in Sections V and VI, respectively. Conclusions and 
recommendations for future work are presented in Section VII. 

II. RELATED WORKS 

It was found that most pathfinding algorithms are based on 
A*, regardless of whether they are single or multi-agent 
pathfinding. A* algorithm was successful in solving 
pathfinding problems, and since that, numerous studies have 
concentrated on improving and optimizing A* algorithm. Path 
scoring is used by A* algorithm to determine the optimal path 
from the initial node to the end node [14]. Another prominent 
pathfinding algorithm is the Jump Point Search (JPS) which is 
the successor of A* variants introduced by [15]. They affirmed 
that the JPS accelerated more than A* and JPS has gain many 
attentions from other researcher after that. 

Using JPS, an undirected and eight-connected grid map can 
be identified and eliminated from many path symmetries 
through combination of A* search and pruning rules. JPS 
algorithm utilizes pruned neighbor rules to determine which 
nodes should be searched while jump points are determined by 
their location relative to forced neighbor. Later in 2014, 
enhanced JPS is presented in [6] which includes four varieties 
of enhancement which includes jumping by block, new 
pruning rules and adds a pre-processing step prior to searching 
process. 

The existing literature on JPS is extensive and focuses 
particularly on describing some of the more recent 
developments and enhancements. A summary of the research 
on JPS’s improvement can be found in Table I. 

Based on Table I, it is shown how JPS has been enhanced 
and applied to several areas, including home service robots and 
even in logistics for AGV. Most of the improvements were 
focused on reducing search times, which are considered 
valuable even for a few seconds. Apart from that, the aim is to 
minimize or shorten the path length as shown in (Ma et al., 
2019). The related works conclude that the trends in optimizing 
the JPS algorithm focus on faster search times, which is also 
the motivation for this study. 

TABLE I. SUMMARY OF JPS’S ENHANCEMENT 

Ref. 
Explanation 

Objectivity Description Application 

[16] 

Improve waiting 

steps and movement 

steps 

IJPS combines JPS with 

Congestion control in 

two stages: online and 

offline mode. 

Autonomous 

Ground 

Vehicle (AGV) 

[17] 

Decrease search 

time and secure 

distance for robot 

and the barrier 

SD-JPS merge the idea 

of a jump point with the 

node domain matrix to 

suggest a different jump 

point and limitation that 

satisfy the JPS 's quick 

search results and 

achieve the secure 

distance between the 

robot and the barriers 

Robotic 

[18] 

In addition to 

identifying the 

direction of the next 

path point relative 

to the current path 

point, it uses vector 

cross product to 

verify connectivity 

between the 

previous and last 

points of each 

original point. 

Enhancements are 

presented in this paper to 

minimize redundant path 

points and optimize path 

length by shortening 

paths. 

 

In order for a robot to 

move, its pose must be 

adjusted in points, so the 

vector cross product and 

the vector dot product 

are applied. 

Home Service 

Robot 

[19] 

Using grid signage, 

the grid 

environment is pre-

processed, and a 

valuation function is 

used to determine 

the optimal path 

through the grid. 

To improve the path 

efficiency, this algorithm 

optimizes the open list 

with the minimum 

binary tree, and enlarges 

the weight coefficient to 

choose the appropriate 

valuation function. 

Radar 

simulation 

system 

[20] 

The InvJPS 

algorithm attempts 

to resolve the 

problem of 

inventory-driven 

pathfinding in the 

literature 

When used in inventory-

based variants of game 

maps, InvJPS maintains 

JPS's optimality 

guarantees and its 

symmetry breaking 

benefits. 

Video Games 

III. EXPERIMENTAL SETUP 

Original source code from [6] can be downloaded from 
https://bitbucket.org/dharabor/pathfinding. The given source 
code consists of several pathfinding algorithm in the same 
program. In Table II, an overview of the five pathfinding 
algorithms selected for comparison is presented in detail. 

Table II shows that all algorithms were unweighted, except 
for the A* algorithm. A weighted version of A* algorithm is 
also available as used in [21] for their enhancements. However, 
for the purpose of simplification and standardization, only the 
unweighted version of the algorithms has been considered in 
this study, and the weighted version has been discarded. 

While the given source code is in C++, [6] developed the 
code on Linux 20.04. Computer with Windows 10 operating 
system were used for the purpose of this study. Therefore, an 
Oracle VM VirtualBox 6.1.30 and Ubuntu 20.04 platform was 
used to match the original platform. 
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TABLE II. OVERVIEW OF PATHFINDING ALGORITHM USED IN THIS STUDY 
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A* astar 

Traditional algorithm which 

utilizes an open list and close 

list to store each visited and 

unvisited nodes. 

  

JPS jps 

Enhance A* by utilizing a jump 

point to skip unnecessary nodes 

by following two set of pruning 

rules. 

 X 

JPS (B) jps2 

In order to boost the original 

JPS's performance, it uses 

block-based 

jumping 

 X 

JPS+ 

 
jps+ 

This algorithm differs from 

original JPS as it adds pre-

processing to the search method 

 X 

JPS+ (P) jps2+ 

This algorithm similar to JPS+ 

which use pre-processing and 

also enhance pruning rules 

 X 

The computer has a minimum specification of 3.40GHz 
Intel Core i7-6700 processor with 4MB of RAM and 8MB of 
L3 cache. The first test data consists of four benchmark 
problem sets which were generated by [22]. Maps are taken 
from commercial games that are standards for 2D 
benchmarking. Only four maps and problem sets were selected 
to be included in the study. A description of the four selected 
benchmark files is presented in Table III. 

From Table III, it is apparent that this selection of 
benchmark file was made to represent different dimension and 
problem sets complexity. For example, arena file represents 
smallest dimension which is 49x49 while orz700d contain 
3880 problem sets with 1260x1104 dimension. 

The comparison analysis relies on a five-evaluation 
metrics; the descriptions of these metrics can be found in 
Table IV. 

The evaluation metrics used in this analysis are similar to 
those in [6] as shown in Table IV. 

TABLE III. DESCRIPTION OF BENCHMARK FILES USED IN THIS STUDY 

Map’s 

name 
Preview Dimension 

Number of 

problem set 

Maximum 

length in 

scenario 

arena 

 

49 x 49 130 51.84 

den501d 

 

338 x 320 1170 466.90 

brc202d 

 

481 x 

530 
2550 1019.05 

orz700d 

 

1260 x 

1104 
3880 1551.98 

TABLE IV. EVALUATION METRICS USED IN THIS STUDY 

Metrics Description 

Total of 

expanded nodes 

Since time is usually a hardware and software dependent 

factor, it is recommended to also determine the total 

number of expanded nodes in the search. 

Total of 

generated nodes 

An indicator of how many nodes are added to an open 

list after they are generated. 

Total of touched 

nodes 

Number of nodes undergoing evaluation, which may 

result in an update to priority queue. 

Search time 

Search time is measured in microseconds (wall clock 

time) which represents how long it takes the algorithm 

to find solution to the problem. Milliseconds are equal to 

microseconds multiplied by 1,000. 

Memory cost 
Metric that measures how much memory in bytes the 

algorithm uses in finding the end result. 

IV. EXPERIMENTAL RESULT ON ANALYSIS OF PATHFINDING 

ALGORITHMS 

Using the experimental procedure described by [23], all 
experiments were repeated 10 times and the average results 
calculated for each evaluation metric. A complete disconnect 
from the internet is kept throughout the experiment to prevent 
any disruptions caused by unwanted activity. Based on the 
five-evaluation metrics described previously, the following 
section discusses the results of the analysis. Results for the 
expanded nodes (average) are depicted in Table V. 

To measure algorithm performance during pathfinding, the 
average of expanded nodes is an important criterion. In 
general, as the number of nodes grows, it takes longer time to 
find the path. Based on Table V, out of five algorithms, there is 
a tie between JPS (B) and JPS+ (P), whereas JPS+ (P) wins the 
remaining three benchmark files. Table IV and Table VII 
compare the result in term of generated nodes and touched 
nodes, respectively. 

TABLE V. COMPARISON RESULT IN TERMS OF EXPANDED NODES 

Algorithm 
Expanded nodes (average) 

arena den501d brc202d orz700d 

A* 31.42 5862.18 15997.63 29104.21 

JPS 4.87 196.80 578.16 919.00 

JPS (B) 1.55 113.43 342.81 479.53 

JPS+ 3.90 195.86 577.22 918.09 

JPS+(P) 1.55 113.43 342.81 479.53 

TABLE VI. COMPARISON RESULT IN TERMS OF GENERATED NODES 

Algorithm 
Generated nodes (average) 

arena den501d brc202d orz700d 

A* 99.05 6100.47 16294.91 29497.70 

JPS 11.11 224.03 606.61 951.14 

JPS (B) 10.94 151.64 386.26 527.28 

JPS+ 9.46 222.27 604.85 949.36 

JPS+(P) 11.05 151.80 386.45 527.44 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

391 | P a g e  

www.ijacsa.thesai.org 

TABLE VII. COMPARISON RESULT IN TERM OF TOUCHED NODES 

Algorithm 
Touched Nodes (Average) 

arena den501d brc202d orz700d 

A* 274.07 48830.13 133876.84 247457.73 

JPS 17.05 465.26 1336.50 2177.84 

JPS (B) 13.69 334.51 1022.47 1565.88 

JPS+ 14.45 462.73 1333.97 2175.27 

JPS+(P) 13.92 335.51 1023.80 1567.10 

In Table VI, the average generated nodes that are injected 
into the open list show JPS+ to be the winner for the arena file, 
while JPS (B) is the winner for the rest of the files. In Table 
VII, in term touched nodes, JPS (B) is the most excellent for all 
four benchmarks file as it exhibits the smallest number of 
touched nodes in average. In terms of search time, the obtained 
result is presented in Table VIII. 

In Table VIII, in terms of search time in microseconds, 
JPS+ is the winner for arena, while JPS+ (P) for the rest of 
three benchmark files. This situation is because the JPS+ and 
JPS+ (P) is based on pre-processing enhancement, thus, it will 
speed up the search time. 

For the final evaluation metrics, the algorithms were 
compared in terms of memory in bytes. The comparison result 
is depicted in Table IX. 

Based on Table IX, the lowest memory consumption for 
arena file is A*, while JPS (B) is the top algorithm for the rest 
of the files. 

As a continuation of the analysis described previously, this 
study includes further calculations to find the potential and 
superior algorithm for further code optimization. To identify 
the superior algorithm among five previously tested 
algorithms, a scoring method was used. 

TABLE VIII. COMPARISON RESULT IN TERMS OF SEARCH TIME 

Algorithm 
Search Time (microseconds) 

arena den501d brc202d orz700d 

A* 18.86 3510.18 12111.38 24633.38 

JPS 7.01 86.00 238.84 414.97 

JPS (B) 3.36 69.91 206.85 319.55 

JPS+ 2.37 73.52 220.77 332.63 

JPS+(P) 2.57 57.88 171.90 268.09 

TABLE IX. COMPARISON RESULT IN TERMS OF MEMORY 

Algorithm 
Memory (bytes) 

arena den501d brc202d orz700d 

A* 6182968 6551496 7215324 8400304 

JPS 6183768 6301944 6721476 7513048 

JPS (B) 6183728 6301904 6721436 7248744 

JPS+ 6239296 8224656 10925668 30021816 

JPS+(P) 6239256 9017384 12775476 40856424 
 
 

TABLE X. OVERALL SCORE FOR THE SUPERIOR ALGORITHM 

Algorithm 
The Superior Algorithm (Overall) 

arena den501d brc202d orz700d 
Total 

score 

A* 1 0 0 0 1 

JPS 0 0 0 0 0 

JPS (B) 0.5 3 3 3 9.5 

JPS+ 2 0 0 0 2 

JPS+(P) 2 2 2 2 8 

For this experiment, each winner algorithm receives a score 
of 1 and a score of 0.5 for a tie situation. Scoring calculation 
has been summarized and presented in Table X. 

Table X shows that according to five evaluation metrics as 
explained previously, JPS (B) is the superior and potential 
algorithm among the five algorithms tested in the given source 
code. Thus, JPS(B) is the chosen algorithm for further testing 
and code optimization which will be explained in the following 
section. 

V. JPS(B) CODE OPTIMIZATION 

For the implementation of JPS(B), the use of vector is 
widely utilized in the program’s code as highlighted in Fig. 1. 

As depicted in Fig. 1, JPS (B) in its implementation spends 
numerous of its time accessing the vector, thus, impeding, and 
slow down the overall process to search the path. For example, 
there are 130 scenarios in arena.scen benchmarking file, and it 
requires almost 1448 method invocation by the syntax 
“jp_ids_at(i)” in the loop. Every time the program runs the 
syntax “at(i)” to access the vector’s element, compiler will do a 
range checking. When the program trying to access an element 
that does not exist in the vector, it throws an exception. Errors 
will be more easily found using this checking procedure 
through the syntax “at(i)”. However, as mentioned earlier, the 
syntax “at(i)” will cause overhead to the overall program in 
terms of search time. 

In this code optimization for JPS(B), the original 
implementation access values from the “std::vect” class by 
using syntax “at(i)”. The implementation is changed from 
syntax “at(i)” to syntax “[i]” to access the vector as highlighted 
in Fig. 2. 

The two differ significantly: “at()” checks boundaries while 
operator “[]” does not. Thus, this will result in a reduction of 
overhead for the program's code since the syntax for accessing 
the vector has been changed. 

 
Fig. 1. Snippet for JPS(B) source file. 
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Fig. 2. Snippet for JPS (BCO) source file. 

 

VI. RESULT AND DISCUSSION FOR CODE OPTIMIZATION OF 

JPS (BCO) 

Based on the results of previous preliminary tests, it is 
necessary to gain a good understanding of the JPS (B) 
algorithm in order to optimize it. 

In the given source code implementation, JPS (B) were 
noticed to make good use of vectors and it can be manipulated 
to take advantage to shorten the search time. In JPS (B) source 
code, the way vectors are accessed has been modified, and the 
optimized code version is named JPS (BCO). The following 
Table XI is the comparison between JPS (B) and JPS (BCO) in 
terms of search time. The same four benchmark files were 
selected as used in previous preliminary testing. The 
experiment is also repeated 10 times and the average is 
calculated as shown in Table XI. 

Based on Table XI, for the comparison, in terms of 
expanded, generated, and touched nodes, there are no 
differences between the JPS (B) and JPS (BCO). This is also 
the same with memory consumption. It is because the changes 
made to the vector did not affect any nodes. However, the 
result was placed in the same table as search time, to 
demonstrate the differences of overall performance. 

TABLE XI. COMPARISON OF JPS (B) AND JPS (BCO) 

E
v

a
lu

a
ti

o
n

 

m
et

ri
cs

 

A
lg

o
ri

th
m

 

a
re

n
a

 

d
en

5
0

1
d
 

b
rc

2
0

2
d
 

o
rz

7
0
0

d
 

Expanded 

nodes 

JPS (B) 1.554 113.429 342.806 479.533 

JPS 

(BCO) 
1.554 113.429 342.806 479.533 

Generated 

nodes 

JPS (B) 10.938 151.638 386.259 527.278 

JPS 

(BCO) 
10.938 151.638 386.259 527.278 

Touched 

nodes 

JPS (B) 13.692 334.507 1022.475 1565.875 

JPS 

(BCO) 
13.692 334.507 1022.475 1565.875 

Search time 

(micro 

seconds) 

JPS (B) 4.987 98.240 273.451 430.474 

JPS 

(BCO) 
4.021 90.212 264.906 416.608 

Memory 

(bytes) 

JPS (B) 6185888 6304568 6719204 7245720 

JPS 

(BCO) 
6185888 6304568 6719204 7245720 

 
Fig. 3. Boxplot of result of JPS (B) and JPS (BCO). 

In terms of search time, the average result is shown in 
microseconds which is much smaller unit than second and 
milliseconds. For arena file, the average search time using JPS 
(BCO) is only a microsecond shorter than JPS(BCO) 
performance. For the rest of the three benchmark files, each 
represents 8.0, 8.5 and 13.9 microseconds of faster acceleration 
in terms of search time. In order to provide a clear 
understanding of the code optimization results, a comparison of 
JPS(B) and JPS(BCO) search times is shown in Fig. 3. 

From Fig. 3, in this boxplot, average time for JPS(B) take 
longer time in microseconds than JPS(BCO). In this 
modification of vector access’s syntax, switching from “at()” to 
operator “[]” was a straightforward fix, but it resulted in a 
speed boost for the average of search time. 

VII. CONCLUSION 

Several pathfinding algorithms were compared including 
the well-known and traditional algorithm A*. The preliminary 
comparisons identify JPS(B) as a potential and the superior 
algorithms among the five tested algorithm. Thus, this paper 
performs a code optimization to the JPS(B) and called it as 
JPS(BCO). JPS(BCO) enhance JPS(B) performance by slightly 
shorten the search time. 

In future, several modifications to the code implementation 
need to be studied in order to improve and enhance the 
performance of the JPS(B) significantly. The optimization 
should aim to improve not only the search time, but other 
evaluation metric such as total expanded nodes. Generally, it is 
not necessary to record time across platforms or machines for 
total expanded nodes to prove their performance, since the 
average is constant regardless of the platform. 

In conclusion, this study has provided insight into potential 
and superior algorithms among JPS family members. As a 
result, this proposed work presents a comparison of existing 
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algorithms. Apart from that, this study improved the JPS(B) 
search time through code optimization. The direction of future 
research can be explored in other areas, such as SAR and UAV 
navigation for pathfinding optimization. 
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Abstract—There is abundance of mobile Apps released 

continuously on the App store, where developers are required to 

maintain these Apps to attain user satisfaction. Developers 

should consider all user feedback, as they are important 

resources for planning of next App’s release. In order to consider 

user feedback, many platforms host mobile Apps and allow users 

to submit their opinions, such as: Google Play App store and 

Github Open-Source Development platform. The automated 

consolidation of user feedback from such platforms, and 

transforming it into a list of change requests would result in 

satisfying users across different platforms, and their analysis 

helps developer to reduce cost of time and effort to plan for the 

new release of the mobile App. In this paper, a framework is 

proposed which integrates user feedback from different sources 

and analyzes them using a state-of-art user reviews analysis tool 

to obtain a list of change requests, such list is further examined 

for similarity to remove duplicates and prioritize the identified 

change requests. A prototype is designed to implement the 

proposed framework and applied to AntennaPod. Consequently, 

the framework experimentation results show that reviews and 

issue reports can be analyzed almost equally despite the 

difference of text’s nature. 

Keywords—User review; feedback analysis; mobile app 

maintenance; text similarity 

I. INTRODUCTION 

The mobile App stores play an important role in 
distributing software products from different domains. In 2022 
according to Statista website1, Google Play store offers 3.3 
million Apps for Android, while App store roughly includes 
2.11 million Apps for iOS. The number of Apps increases 
over the years as they are widely discovered, purchased, and 
updated through the mobile App stores (e.g., Google Play 
store and App store). Recently, researchers have studied the 
effect of App stores on software engineering practices [1, 2], 
while others have analyzed the benefit of using user reviews 
for software engineering [3, 4]. 

One of the most essential resources for the requirements 
elicitation activity is user reviews [5], which is offered by App 
stores allowing users to evaluate the downloaded Apps and to 
express their opinions [6]. App reviews are textual feedback 
associated with a star rating that indicates user satisfaction 
from one to five, where one is the lowest rate and five is the 
highest rate. However, the analysis of user reviews manually 
for extracting user needs is a challenging and time-consuming 
task [7]. As stated by Pagano et al. [8] 23 reviews per day are 

                                                           
1https://www.statista.com/statistics/276623/number-of-apps-available-in-

leading-app-stores/ 

submitted in non-popular mobile Apps approximately and on 
average 4,275 reviews per day are received in popular Apps, 
such as Facebook. Besides, the feedback is usually written as 
unstructured text which cannot be parsed and analyzed easily. 

Automated approaches are required to handle the 
consolidation of large amount of reviews and to perform 
review analysis tasks, such as: classifying feedback into 
maintenance tasks [9] or classifying feedback based on 
predefined topics [10] or based on user intention [11]. For 
example, reviews had been classified by Sorbo et al. into four 
intention categories based on user‟s intention while expressing 
their opinion such as information giving (opinion), 
information seeking (question), feature request (improvement 
or new feature), and problem discovery (bug report) [11]. 

In a recent review analysis survey [4], it had been raised 
that App store reviews can be integrated with other feedbacks 
available for developers to attain users‟ needs from more than 
one source, such as: Github [12, 13] and tweets [14, 15]. Since 
a mobile App can be hosted across platforms, such integration 
would demand a lot of manual effort from the App developer 
a lot of time and effort from App developer. The manual effort 
entails filtering manually such a large number of users‟ 
feedbacks from more than one platform to produce a list of 
change request which might still include duplicate change 
requests from different platforms. 

In this paper, Google Play App store2 reviews and Github3 
issue reports are integrated. GitHub is a leading open-source 
software development platform worldwide, it has more than 
one million android open-source repositories, four million 
issue reports, and 69K contributors in 20224 . Accordingly, 
Github is a good candidate as an additional source for 
integration since there are a reasonable number of mobile 
Apps exists on both platforms. The proposed framework aims 
at combining Google Play reviews and Github issue reports 
for a certain App‟s version release to obtain a list of change 
requests which includes bugs and feature requests submitted 
by users from both platforms and to group similar change 
requests for producing a list of unique change request. This 
list guides App‟s developers in planning for next release to 
meet further users‟ satisfaction, while eliminating the manual 
needed developer effort to analyze each platform‟s feedbacks 
separately, and the possible error proneness of such process. 

This paper is organized as follows: Section II presents a 
brief background overview and motivating example which 

                                                           
2 https://play.google.com/ 
3 https://github.com/ 
4 https://github.com/search?q=Android 

https://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/
https://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/
https://play.google.com/
https://github.com/
https://github.com/search?q=Android
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demonstrate the importance of the proposed framework. 
Section III, discusses the related work of issue reports and 
user reviews integration and compares between the previous 
work and the approach proposed. Section IV introduces the 
proposed framework used for integration users‟ feedback to 
obtain a unique list of informative user feedback of two 
intentional category types. Section V describes a case study 
for applying the framework‟s phases using a dataset and it also 
discusses the evaluation metrics used for evaluating the 
framework‟s results. Section VI presents the results of the case 
study and its discussion. Finally, Section VII concludes the 
study and explains the future avenues. 

II. BACKGROUND AND MOTIVATION EXAMPLE 

In this section, the Google Play store‟s reviews and 
Github‟s issue reports are introduced to illustrate their 
attributes, also the importance of users‟ feedbacks integration 
across different platforms is explained further. 

 
Fig. 1. Example of Google app review. 

The App reviews are considered as one of the main 
framework inputs, therefore, it is important to understand the 
metadata associated per user review. As illustrated in Fig. 1, 
an example is provided by Google Play App store where a 
user named “Jon Dean” submitted a review on 12 May 2022, 
rated the App by “4 stars”, and stated a bug experienced while 
using Antenna pod App version 2.5.2 (i.e., a podcast manager 
and player App). As shown in Fig. 1, each review has a date, 
user name, title, body, rate, number of likes, and a reply. 

 
Fig. 2. Example of Github issue report. 

In Github platform, for each App‟s release there are a set 
of issues submitted by users to be received by App developers 
to inform them whether there is a bug or a feature request to 
be considered in the following release and sometimes users 
might ask a question, when the issue is executed, it became a 
closed issue else it remains as an open issue. In Fig. 2, a user 
named “PersimmomKnob” submitted issue #4210 in Github 
platform, the user expressed a desired feature request regard 
sorting subscription feature, and it was labeled as feature 
request (not all issues are labeled). As shown in Fig. 2, each 
issue has a date, an id., open or closed issue label, user name, 
title, body, label (type of issue), number of likes, comments, 
and Assignees (i.e., members who works on this issue to be 
solved). 

TABLE I. ANTENNAPOD MOBILE APP ISSUE REPORTS AND REVIEW 

EXAMPLES 

Feedback 

Type 
Description 

Review 
Downloads don't show in the downloads folder. Podcasts dont 

seem to download automatically. I like the design though... 

Issue 

Report 

When I add the Feed http://podcast.hr2.de/derTag/podcast.xml it 

shows all files/episodes as 0 Byte. They are not automatically 

downloaded. I can download manually and listen to every 

episode. Every time the feed updates the first entry vanishes 

(even when downloaded) until everything is gone. Recent 

version (0.9.8.0) from play store on Android 4.1.1. 

Issue 

Report 

When the automatic download updates the feeds and a new 

episode is found, that episode is not downloaded immediately. 

Instead AntennaPod will wait for your custom set update 

interval (2h in my case). Leaving the house with an 

undownloaded episode is a bit annoying, easpecially when the 

download would have only taken a few seconds on your wifi. I 

did not test if that issue appears when setting a high update 

interval, but if it does one would receive all new episodes only 

after a high delay. My personal fix is to regularly check for new 

podcasts and hitting the update button manully, but I would like 

AntennaPod to be purely push- and not pull-style. 

In Table I, an example of AntennaPod mobile App‟s 
version 0.9.8.0 reviews from Google Play5 and issue reports 
from Github6 where users express the same problem regard 
not being able to download their podcast automatically (i.e., 
underlined sentences). In contrast to reviews, the issue reports 
are more detailed and all sentences are focused in describing 
one problem rather than stating more than one information. 
The problem is expressed using different keywords, such as 
“download automatically” is similar to “download 
immediately” and “Podcasts” is similar to “Episode” as a 
podcast consists a set of episodes. Accordingly, the 
automation of integrating reviews and issue reports prevents 
the challenges of manual integration, such as: time-
consuming, error prone and redundancy. Besides, the 
automation is needed to (i) handle the different usage of 
phrases which is challenging automatically to group all such 
reviews and issue reports, which express a bug or a feature 
request, into one list, and (ii) consider the rate at which the 
same problem is reported from different platform as a possible 
priority/importance indicator for that problem. 

III. RELATED WORK 

A few approaches address integrating user reviews and 
other resource and most of those researches aims at using one 
source of data to enrich the other for a specific purpose which 
fulfill their proposed approach‟s purpose. Such approaches are 
discussed below in order to explain their aims and the 
differences between the proposed framework and their work. 

Zhang et al. [12] proposes an approach for tagging the 
unlabeled Github issue reports using labeled issue reports and 
user reviews. Github issue report have an associated label, 
which define the type of this issue report (i.e. bug or feature 
request), and this label are optionally added which leads into 
some unlabeled issue reports. On the other hand, user reviews 
are classified into bug and feature request using a tool then 
both labeled issue reports and classified reviews are used as 
input for calculating text similarity between unlabeled issue 

                                                           
5 https://play.google.com/store/apps/details?id=de.danoeh.antennapod 
6 https://github.com/AntennaPod/AntennaPod/issues 

https://play.google.com/store/apps/details?id=de.danoeh.antennapod
https://github.com/AntennaPod/AntennaPod/issues
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reports and the input. On the contrary, the proposed 
framework focuses on integrating both reviews and issue 
reports for filling all issue reports‟ labels, which helps the 
developer to filter issue reports according to its label without 
dealing with redundant issue reports. 

Zhang et al. [13] introduces an approach for grouping user 
reviews as a cluster which addresses bugs and feature requests 
of a certain mobile App, along with relevant issue reports for 
enriching the cluster of user feedback. This approach utilizes 
user feedback clusters for linking each cluster to set of 
relevant code classes (i.e., affected classes if this group of 
bugs or feature requests is implemented). The classes are 
obtained through calculating the text similarity between 
classes‟ names and text of reviews and issue reports within 
each cluster producing a ranked list of classes recommended 
for each cluster. The paper integrated reviews and issue 
reports for enriching the reviews‟ cluster for recommending 
more accurate classes, which guides the developer on having a 
list of classes recommended per each cluster, unlike the 
proposed framework, if an issue report is not similar to any 
review, then it will be excluded, also if there are a number of 
similar issue reports that are not similar to any review, they 
will be excluded. 

Yadav et al. [15] proposes a framework to analyze the 
users‟ feedback, from Google Play store and Twitter, by 
embedding their semantics. The framework classifies the 
feedback into two classes of bug reports and feature requests 
then it investigates whether the approach can identify the 

similar feedbacks. This paper is an example for integration 
using Twitter, where user can express their opinions regard 
mobile Apps through posting a tweet with a limited 140 
character. On the contrary, the proposed framework uses 
different type of information which Github issue report where 
users are able to write in more details as shown in Table I and 
they are not limited to express their opinions briefly using 
limited short text. 

IV. PROPOSED FRAMEWORK 

In this framework, as shown in Fig. 3, the Google Play 
App store is used as a source of reviews while Github is used 
as a source of issue reports where both reviews and issue 
reports form feedback inputs. There are three main phases 
which process the input to produce a unique change request 
list, which are explained as follows: 

1) Feedback pre-processing: Each feedback has a text 

which is divided into sentences and pre-processed by applying 

Snowball Stemming [16]. 

2) Feedback classification: Each sentence is parsed using 

Stanford Typed Dependencies (STD) [17] then mapped to a 

set of 246 natural language processing (NLP) heuristics7 to 

obtain the sentence‟s structural patterns associated with one of 

user‟s categories. Additionally, each sentence is analyzed to 

get sentiment annotator using Stanford CoreNLP [18] for 

improving the accuracy of intent classification. Both structural 

patterns and sentiment features are used as an input for a pre-

                                                           
7 https://www.ifi.uzh.ch/seal/people/panichella/Appendix.pdf 

trained Machine Learning [19, 20]. The output of this phase is 

a list of change requests classified as bug or feature request. 

3) Text similarity calculation: According to previous 

work [12], cosine similarity measure and BM2F model were 

used for calculating textual similarity between issue reports, 

while Jaccard similarity is used for calculating textual 

similarity between issue reports and reviews because it 

performs better when data is sparse. The output of this phase 

is a unique change requests list where similar change requests 

are grouped. 

For applying phase 1 and phase 2, there are a set of 
publicly-available App review mining tools according to the 
recently published survey [4]. SURF (Summarizer of User 
Reviews Feedback) was used in other research papers and 
they showed promising results [12, 13]. For input processing, 
SURF is used as a tool which summaries the feedback written 
by users to assist developers in figuring out user needs and 
dealing with an abundance number of reviews. The tool works 
as follows: (i) classifies user‟s intention determining the type 
maintenance task required to fulfill user‟s needs, (ii) gathers 
sentences of the same topic, (iii) receives user feedback in 
XML format and also generates the output in XML format 
which allows integrating them in third party frameworks, and 
(iv) produces a visualized report for browsing the summaries 
easily. 

Moreover, SURF is constructed based on User Reviews 
Model (URM) [21, 19] which categorizes each sentence 
contained in App reviews into two dimensions: (i) the user 
intention: It is user‟s goals when writing a review (such as: 
Information giving, Information seeking, Feature request, 
Problem discovery, or other), and (ii) the review topics: It 
finds the most relevant topic(s) belong to this review (such as: 
App, GUI, Contents, Pricing, Feature or Functionality, 
Improvement, Updates/Versions, Resources, Security, 
Download, Model, or Company). 

 
Fig. 3. Proposed framework phases. 

 
Fig. 4. Example of output report. 

https://www.ifi.uzh.ch/seal/people/panichella/Appendix.pdf
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Not all of the change request sentences will appear on the 
output report in case it did not match an intention type or one 
of the predefined topics. Moreover, a sentence can be 
dismissed from the output report due to the sentence scoring 
which is calculated to select 2/3 of total sentences having the 
highest scores will be included on the report. The rewarding 
factors of sentence scoring are: (i) sentences classified as 
feature requests or bug reports, (ii) sentences related to 
specific topics, (iii) longer sentences, and (iv) sentences 
containing frequently discussed features. Afterwards, the 
output report is obtained in XML format which can be easily 
browsed through visualized utility supported in the SURF 
replication package8. As illustrated in Fig. 4, the topics are 
listed in rows where each topic has four types of intention 
categories colored differently, each type has number of 
sentences extracted from xml input file, and the sentences 
appear when you click on the number. 

The SURF tool produces XML file report which includes 
each feedback‟s sentence and its user intention category. In 
this paper, the sentences are considered as change request, if it 
is classified as bug or feature request, extracted to form a list 
of change requests, then the text similarity is applied for 
reducing the list size by grouping similar sentences into one 
change request. 

V. FRAMEWORK CASESTUDY AND EVALUATION 

A case study is applied on the proposed framework using 
an open-source dataset for implementing and evaluating the 
phases of the framework. In this section, the details of such 
case study (section 5.1) and evaluation (section 5.2) are 
presented to address two research questions: (RQ1) „Can the 
framework classify the users‟ reviews and issues to obtain a 
list of change requests?‟; (RQ2) „To what extend the 
framework is capable of classifying all the change requests 
into bug or feature request accurately?‟; (RQ3) „Does the 
framework similarity percentage is reasonable and worth to be 
a part of the proposed framework?‟. 

A. Experimental Case Study 

In phase 1, the dataset used for the experimentation had 
been publicly shared by [12], it includes top 17 popular 
android open-source mobile Apps which are available in both 
Google Play store and Github. The user reviews and the issue 
reports were collected for each App during a specific period 
which is different from App to another, where the dataset 
includes 20,135 issue reports and 43,649 reviews. The 
framework is applied on “AntennaPod” App which includes 
1108 Github issue reports and 2082 Google Play reviews, such 
data was collected from 3 August 2012 till 9 January 2018. 
Particularly, App version 0.9.8.0 was selected as input which 
is gathered from 19 October 2013 to 26 February 2014 (i.e. 
before version 0.9.8.1 publishing date on 27 Feb 2014) and it 
has 43 issue reports and 50 reviews. 

Additionally, the date attribute in issue xml file had been 
added to the dataset for obtaining the version of App in which 
the issue was submitted. 

                                                           
8 https://github.com/panichella/SURF/tree/SURF-v.1.0 

 

 

Fig. 5. Example of dataset review and issue XML files. 

As shown in Fig. 5, the dataset stores reviews and issue in 
form of XML format, where a set of attributes are defined for 
each review and issue report. In reviews, the xml file contains 
user name, date, user rating, review title, and review text 
(body), on the other hand, the issue reports xml file contains 
label, issue id., issue URL, description (body), title, and date. 

In phase 2, the SURF tool requires the input in form of 
XML file, where attributes should be written in a specific 
format (as shown in Fig. 6). Accordingly, the attributes of the 
dataset xml files has to be converted to fit SURF tool input 
prerequisite specification in attributes naming (e.g. the review 
title attribute is named as <title> in issue report xml file, it has 
to be changed into <review_title> for all stored issue reports 
to fit SURF input file). For all reviews and Github issue 
reports of a version App, the naming of attributes are changed 
to match SURF input file, all non-English feedback are 
removed because the tool only process English text, then both 
feedbacks are gathered in one file for to be processed by the 
tool. 

 
Fig. 6. SURF tool input XML file format [11]. 

TABLE II. SURF CLASSIFIED SENTENCES FOR DATASET 

Source of Classified Sentence Number of Sentences 

Total Sentences (S) 70 

Feature Requests in Reviews (RF) 9 (7) 

Bugs in Reviews (RB) 4 (4) 

Feature Requests in Issues (IF) 19 (14) 

Bugs in Issues (IB) 10 (9) 

https://github.com/panichella/SURF/tree/SURF-v.1.0
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In Table II, when SURF tool is used to process the input 
only 70 sentences were classified while the rest did not appear 
in the output XML report. The SURF tool does not provide a 
sentence in output report unless it is able to classify its 
intention type (i.e., according to “predefined patterns” 
matching) and also if it is able to classify its topic (i.e., based 
on “topic words dictionary” matching). Additionally, sentence 
scoring results is reduced by 30% of total sentences according 
to four factors which are previously mentioned. As shown in 
Table II, the number of sentences per each type is mentioned 
and the number of correctly classified types is written between 
brackets. For example, the tool classified nine review‟s 
sentences as feature requests and compared to the manually 
labeled 19 sentences mentioned in Table IV only 7 sentences 
were classified correctly. According to the results mentioned 
in Table II, RQ1 is answered: 

Answer to RQ1: the framework is able to classify both 
reviews and issues using the same approach explained 
previously in Section IV. 

TABLE III. CHANGE REQUESTS SIMILARITY FEATURES 

Change Request Issue Review 

Login Dark Theme 2 0 

Auto Delete 1 3 

Auto Download 2 1 

Pause Frequently 0 2 

Stop Playing 1 2 

fix widget 0 3 

Download Scheduler 0 2 

Less Cache 0 2 

skip back 1 1 

Total 7 16 

In phase 3, the list of change requests is studied manually 
to analyze the repeated requests, the results are depicted on 
Table III which lists the name of the addressed feature, and the 
number of issues or reviews mentioned this feature as a bug or 
a feature request having similar change request. There are nine 
change requests which had been expressed by more than one 
user whether in Github or Google Play store platforms. 

B. Case Study Evaluation and Results 

After executing the framework, the dataset‟s sentences are 
manually classified and labeled to be used in evaluating the 
accuracy of the framework‟s output. Thus, the input is divided 
into a set of sentences to be manually classified for obtaining 
the user intention type for each sentence to be used as a 
ground truth. For splitting the input into sentences, a natural 
language toolkit (NLTK) has been utilized in python program 
which offers NLP methodology implementation. 

As shown in Table IV, the total number of sentences in the 
dataset are 252, part of these sentences belongs to issue report 
extracted from Github platform (135 sentences) and the other 
sentences belong to reviews extracted from Google Play store 
(117 sentences). The manually labeled sentences show that 
16% of reviews‟ sentences are feature requests while 23% of 

reviews‟ sentences are bugs, on the other hand, 17% of issue 
report‟s sentences are feature requests while 39% of issue 
report‟s sentences. Those percentages show that, in such 
dataset, only half of the total sentences are useful for the 
developers as they state the changes requested by the App‟s 
users. 

For evaluating accuracy of the change request list‟s output 
sets (i.e. list of sentences), both ground truth‟s four sets (MIB, 
MIF, MRB, and MRF) shown in Table IV and SURF tool‟s 
produced sets (IB, IF, RB, and RF) shown in Table II are used to 
measure recall and precision which are a well-established 
metrics reported in Equations 1 and 2. 

Recall  
TP

TP+F 
  (1) 

Precision  
TP

TP+FP
  (2) 

TABLE IV. MANUALLY CLASSIFIED SENTENCES FOR DATASET 

Source of Sentence Number of Sentences 

Total Sentences (MS) 252 

Google Play Reviews (MR) 117 

Github Issue Reports (MI) 135 

Feature Requests in Reviews (MRF) 19 (16%) 

Bugs in Reviews (MRB) 27 (23%) 

Feature Requests in Issues (MIF) 23 (17%) 

Bugs in Issues (MIB) 53 (39%) 

In particular, TP represents the number of true positives 
reviews/issue reports classified correctly; False Positive (FP) 
is the number of reviews/issue reports classified incorrectly by 
the approach; and False Negative (FN) is the number of 
correct reviews/issue reports (i.e., manually classified as bug 
or feature request) that are not classified by the approach. 

For applying accuracy measurement, three variables are 
required to calculate precision and recall as in equation (1) and 
(2), shown in Table V. Also, F-measure is used as it combines 
both recall and precision by calculating the harmonic mean of 
precision and recall to obtain the overall accuracy of the 
proposed approach, known as the F-measure in Equation 3: 

F-measure 2*
Precision*recall

Precision+recall
   (3) 

After calculating accuracy measurements, it is noticed that 
precision of bug is better than feature request (i.e. the ability 
of predicting change requests correctly), as shown in Table VI 
and Table VII, for both inputs issue reports or reviews. On the 
other hand, the recall of feature request is better than bug (i.e., 
the ability of to find all manually labeled relevant cases) in 
both issue reports and reviews. The SURF tool is able to 
predict the intentional type as they follow predefined textual 
patterns, such as: bug patterns “[something] is missing” and 
“[someone] has an issue”, but these patterns are not sufficient 
for covering all sentences expressing bugs and feature requests 
to be matched with the dataset. According to the results 
mentioned in Table VI and Table VII, RQ2 is answered: 
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TABLE V. THE CALCULATION OF ACCURACY MEASUREMENTS' 
VARIABLES 

Accuracy 

Measure 
TP FN FP 

Bug Issues 

Numbers of issues 

sentences 

classified as “bug” 

and manually 

labeled as “bug”. 

Numbers of issues 

sentences 

manually labeled 

as “bug” but not 

classified as 

“bug”. 

Numbers of issues 

sentences not 

manually labeled 

as “bug” but 

classified as 

“bug”. 

Feature 

Request 

Issues 

Numbers of issues 

sentences 

classified as 

“feature request” 

and manually 

labeled as “feature 

request”. 

Numbers of issues 

sentences 

manually labeled 

as “feature 

request” but not 

classified as 

“feature request”. 

Numbers of issues 

sentences not 

manually labeled 

as “feature 

request” but 

classified as 

“feature request”. 

Bug 

Reviews 

Numbers of 

reviews sentences 

classified as “bug” 

and manually 

labeled as “bug”. 

Numbers of 

reviews sentences 

manually labeled 

as “bug” but not 

classified as 

“bug”. 

Numbers of 

reviews sentences 

not manually 

labeled as “bug” 

but classified as 

“bug”. 

Feature 

Request 

Reviews 

Numbers of 

reviews sentences 

classified as 

“feature request” 

and manually 

labeled as “feature 

request”. 

Numbers of 

reviews sentences 

manually labeled 

as “feature 

request” but not 

classified as 

“feature request”. 

Numbers of 

reviews sentences 

not manually 

labeled as “feature 

request” but 

classified as 

“feature request”. 

 

TABLE VI. CLASSIFICATION EVALUATION OF SURF RESULTS FOR ISSUE 

REPORTS 

Change Request 

Type 
TP FN FP Precision Recall F-measure 

Bug 9 44 1 90% 17% 29% 

Feature Request 14 9 5 74% 61% 67% 

TABLE VII. CLASSIFICATION EVALUATION OF SURF RESULTS FOR 

REVIEWS 

Change Request 

Type 
TP FN FP Precision Recall F-measure 

Bug 4 23 0 100% 15% 26% 

Feature Request 7 12 2 78% 37% 50% 

Answer to RQ2: The experiment‟s precision was better 
than recall which affect negatively in F-measure, which means 
that the tool is able to classify most of the sentences correctly 
but it is not able to detect all relevant sentences in the used 
dataset. A few of modifications are exerted in Section 6 for 
enhancing the results of the tool used in phase 3. 

The output list is reduced using similarity calculation to 
reduce the total number of change requests (CR); thus, each 
sentence Si text is compared to other sentences. If Si is similar 
to one on more sentences, then they will be grouped as one 
change request, else nothing will change. The evaluation is 

performed by calculating the percentage of reduction using 
CR which is the total number of change requests‟ sentences 
before reduction (i.e., before grouping) and unique change 
requests (UCR) which is the total number of unique change 
requests‟ sentences, shown in Equation 4. 

Reduction Percentage  
#UCR*100

#CR
  (4) 

According to Table III and Equation 4, the total number of 
repeated change requests is 23 change requests (i.e., 7 issues 
and 16 reviews), the change requests list will be reduced from 
252 into 238 (i.e., reduced by 6%). According to such results 
mentioned, RQ3 is answered: 

Answer to RQ3: The framework‟s output of the similarity 
percentage is slightly reduced in phase 3 compared to the 
original change request list produced from phase 4, this 
observation is related to the nature of selected App‟s version 
dataset which needs to be investigated for other Apps‟ dataset. 

VI. RESULTS ENHANCEMENT AND DISCUSSION 

In this section, the impact of adding the title of the change 
request (e.g., review or issue report) is investigated to the 
change request body as an input to phase 2. Then, the output 
of phase 2 is evaluated to check whether the added topic may 
improve the recall values. Additionally, the patterns of SURF 
tool were studied to examine their sufficiency for covering all 
types of sentences belongs to bug or feature request. 

Another experimental trial has been performed for 
enhancing the results, which is adding the title of the change 
request into the beginning of the body. Because SURF tool 
only considers the review/issue report‟s body without 
including its title, i.e., it is a sentence-based classifier, 
although the title might contain valuable general information 
about the bug or feature request itself while the body includes 
extra explanatory information. Also, including the title might 
increase the fourth factor of sentence scoring which increase 
the feature discussed. In Table VIII, the evaluation results 
slightly changed only in review input, and it was a minor 
change where an extra bug was classified by SURF correctly 
(i.e., increasing recall and f-measure) and a feature request 
where misclassified (i.e., decreasing precision and f-measure). 

As shown in Table IX, when the sentences are changed to 
follow the predefined SURF pattern, such in all examples 
except the third one (i.e., begin with the pattern by splitting 
the sentence), the SURF tool was able to classify the sentences 
correctly. Additionally, the position of the pattern affects the 
ability of classification, since the tool is not able to detect the 
pattern when it is embedded in the middle of a long sentence. 
It is noticed that papers [12, 13], explained in Section II, used 
SURF tool and both mentioned obtaining high overall 
accuracy of 91.36% and 95.64% respectively which are stated 
to be acceptable results. Although, this study uses the same 
dataset as paper [12] but the accuracy obtained was 77% as 
not all of the dataset was used, only one version of an App. 
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TABLE VIII. CLASSIFICATION EVALUATION OF SURF RESULTS FOR 

REVIEWS INPUT (INCLUDING TITLE) 

Change 

Request Type 
TP FN FP Precision Recall F-measure 

Bug 5 23 0 100% 19% 31% 

Feature Request 7 12 2 70% 37% 48% 

TABLE IX. ALTERING SENTENCES ACCORDING TO SURF PATTERNS 

SURF Pattern Original Sentence Altered Sentence 

“[something] can be 

fixed by 

[something]” 

My personal fix is to 

regularly check for 

new podcasts and 

hitting the update 

button manully, but I 

would like 

AntennaPod to be 

purely push- and not 

pull-style. 

This can be fixed by 

regularly checking for new 

podcasts and hitting the 

update button manully, but 

I would like AntennaPod to 

be purely push- and not 

pull-style. 

“[something] 

should be fixed” 

The widget needs 

fixing since it doesnt 

always work. 

The widget should be fixed 

since it doesnt always 

work. 

[someone] 

could/should 

add/provide/offer/in

tegrate [something] 

Congrats for your job 

in this App, its so 

amazing and for me 

almost perfect, I don't 

know if its hard to do 

or not, but if you could 

add the auto delete of 

the podcast when we 

finish it will be good. 

Congrats for your job in 

this App, its so amazing 

and for me almost perfect, I 

don't know if its hard to do 

or not. if you could add the 

auto delete of the podcast 

when we finish it will be 

good. Thanks! 

Wish i could schedule 

when it downloads the 

podcast. 

Wish i could add a schedule 

when it downloads the 

podcast. 

VII. CONCLUSION AND FUTURE WORK 

The users‟ contribution in expressing their opinions is 
considered as an important source for evolving mobile Apps 
and for better release planning. Mobile App can be distributed 
on many platforms where each platform allows users to 
submit their feedback for other users and App‟s developers to 
ask questions, state information, report a bug, or suggest a 
modification. Accordingly, the integration of more than one 
feedback source assists developer to satisfy large number of 
users which increase App‟s rating. Because of the large 
amount of feedback provided by users, an automatic tool for 
feedback analysis is required. In this paper, the proposed 
framework analyzed Google Play reviews and Github issues to 
filter them and to extract change requests out of the integrated 
feedback. After performing two trials, the accuracy results of 
reviews and issue reports showed slightly different values 
which proves that the nature of both textual feedbacks did not 
affect results after using the same tool. Despite the tool was 
able to classify the integrated inputs into bugs and feature 
requests, it was not able to extract all of them. Besides, the 
similarity can assist on reducing the number of change 
requests to decrease of the time needed for developer to check 
the list of change requests. In the future, we are interested in 
including more Apps feedback from dataset to be able to 
evaluate whether the results‟ insights are repeated using other 
versions or other Apps. Also, the similarity will be automated 

and examined in larger dataset versions and Apps to evaluate 
further the effect of reducing the list of change request. 
Finally, other analysis tools can be investigated for producing 
better results of the integrated users‟ feedback classification. 
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Abstract—In order to improve the security of distribution 

automation system nodes and ensure the safe operation of 

distribution network, a quantitative security protection 

technology for distribution automation nodes based on attack 

tree is proposed. This paper analyzes the factors of node risk 

assessment of the distribution automation system, and through 

the evaluation and analysis of node vulnerabilities; it discovers 

the faulty nodes in the distribution automation system in 

advance. Based on the node vulnerability evaluation results of the 

distribution automation system, the risk of the distribution 

automation system is comprehensively evaluated using the attack 

tree. Establish the distribution network control model under 

network attack, locate the fault node, and use trusted computing 

technology to design trusted distribution terminals. When the 

amount of data is large, more effective symmetric encryption 

algorithm SM4 is required to achieve node security protection in 

the distribution network automation system. The experimental 

results show that the method has high fault node location 

accuracy, low reliability calculation time, and the distribution 

automation system network has certain robustness, which fully 

verifies the application effect of the method. 

Keywords—Attack tree; security protection; risk assessment; 

fault node location; trusted computing; SM4 encryption algorithm 

I. INTRODUCTION 

A distribution grid failure is an unpredictable situation that 
can cause the entire system to operate unbalanced. For various 
reasons, faulty nodes may appear between regions of the 
distribution network [1,2]. Illegal access to the power grid to 
steal power is very likely to cause the access point to become a 
faulty node, which will lead to unpredictable technical 
problems in the power system. In addition, due to this part of 
illegal access to unaccounted electricity consumption, from an 
economic point of view, this problem will seriously affect the 
income of the power company. Therefore, the research on 
quantitative security protection of distribution network 
automation system nodes is urgent [3,4]. 

Literature [5] proposes a network security protection 
method of distribution network automation system based on 
independent security chip, designs a dual protection scheme 
based on "network layer + application layer", and proposes a 
one-time password authentication protocol based on the 
combination of SM2, SM3 and SM4 national secret algorithms 
and message authentication codes, so as to realize bidirectional 
identity authentication and business data encryption between 
distribution master station and distribution terminal. Ensure the 

integrity and confidentiality of communication data, and solve 
the network security protection problem of distribution 
network automation system. Literature [6] proposes an active 
distribution network security protection method based on 
trusted computing. Firstly, the information security problems 
existing in the power generation, transmission, distribution and 
utilization of the active distribution network are analyzed. 
Then, referring to the design of power distribution automation 
system, the overall security and reliability protection scheme is 
proposed for the regional energy Internet. According to the 
scheme, a trusted chain is established to ensure the reliability 
of nodes, network connections and applications. Finally, an 
example is given to verify the scheme. SM2 and SM4 
encryption algorithms are mainly used for data transmission 
and storage. Considering that the downlink data will have a 
large number of repeated cryptographic operations. Batch 
certification method is adopted. By using Merkle hash tree to 
merge multiple authentication requests, the data processing 
efficiency is improved. In addition, some scholars have 
proposed the key technologies of information security 
protection of active distribution network. Firstly, the 
characteristic model of active distribution network architecture 
is analyzed, and the trusted protection environment model of 
active distribution network is described in combination with 
the existing typical application mode of active distribution 
network security protection; Secondly, the embedded trusted 
distribution terminal is designed for the application scenario of 
the embedded distribution terminal, and the active distribution 
network networking model based on the IEC61850 standard is 
designed for the information flow interaction and data analysis 
between the various levels of the active distribution network; 
Thirdly, in view of the complementary coupling and flat 
management structure requirements of the active distribution 
network, combined with the supporting role of the active 
distribution network for the regional energy Internet, the 
prefecture-level regional energy based on multi-level energy-
information routers and energy-information switches is 
defined. Based on the Internet system model, a trusted in-depth 
protection system for prefecture-level regional energy Internet 
security based on Trusted 2.0 technology has been constructed. 
Finally, combined with the advanced nature of Trusted 3.0 
technology, starting from energy nodes, with trusted computing 
as the basic idea, autonomous controllability as the goal, and 
safety immunity as the characteristic, the trusted protection 
scheme is further optimized and adjusted, its safety protection 
has certain engineering application and reference value. 

*Corresponding Author. 
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In order to improve the security of distribution automation 
system nodes and ensure the safe operation of distribution 
network, a quantitative security protection technology for 
distribution automation nodes based on attack tree is proposed. 
This paper analyzes the factors of node risk assessment of the 
distribution automation system, and through the evaluation and 
analysis of node vulnerabilities; it discovers the faulty nodes in 
the distribution automation system in advance. Based on the 
node vulnerability evaluation results of the distribution 
automation system, the risk of the distribution automation 
system is comprehensively evaluated using the attack tree. 
Establish the distribution network control model under network 
attack, locate the fault node, and use trusted computing 
technology to design trusted distribution terminals. When the 
amount of data is large, more effective symmetric encryption 
algorithm SM4 is required to achieve node security protection 
in the distribution network automation system. Finally, the 
experiment proves the effectiveness of the design method. 

II. QUANTITATIVE ASSESSMENT OF NODE RISK 

DISTRIBUTION NETWORK AUTOMATION SYSTEM 

A. Risk Assessment Factors of Distribution Network 

Automation System Nodes 

It is very important to take an effective quantitative risk 
assessment method to objectively and accurately assess the risk 
degree of the power distribution system to ensure the safe, 
stable and reliable operation of the power distribution system. 
Here, for the node risk of the distribution network automation 
system, the node voltage over-limit risk and the line power 
flow over-limit risk are mainly considered. Each risk is 
represented by the probability of occurrence, and the risk of the 
distribution system is measured by establishing a 
comprehensive system over-limit risk index. 

1) The probability calculation of the node voltage 

exceeding the limit is shown in formula (1): 

     max min1i r i i i iU Q U U K U K U        (1) 

In the formula: iU  is the voltage amplitude of node i ; 

maxiU  and miniU  are the upper and lower limits of the node 

voltage;  iK U  is the probability distribution function of the 

voltage amplitude of node i . 

2) The probability calculation of line power flow 

exceeding the limit is shown in formula (2): 

   1r j jQ F Y G 
  (2) 

In the formula: jF  is the conveying capacity of branch j , 

MVA; jG  is the rated conveying capacity of branch j , 

MVA;  jY G  is the probability distribution function of the 

conveying capacity of branch j . 

3) The output change of the distributed power generation 

in the distribution network may cause the node voltage and 

line power flow to have the risk of exceeding the limit. In 

order to evaluate the various kinds of over-limit risk fR  

separately, a comprehensive over-limit risk index is defined 

here, such as formula (3) as shown: 

 
1

1 M

f g f

i

R P P
M 

 
  (3) 

In the formula: M  is the number of system nodes or lines; 

gP  and fP  are the over-limit probabilities of node voltage or 

branch power flow before and after access to distributed 
power. This index can be used to measure the comprehensive 
risk of exceeding the limit of voltage and power flow of the 
distribution system, which is referred to here as the 
comprehensive risk of exceeding the limit of node voltage and 
the comprehensive risk of exceeding the limit of line power 
flow. 

B. Node Vulnerability Assessment of Distribution Network 

Automation System 

When the nodes in the distribution network automation 
system are disturbed or influenced by the outside world, it is 
easy to cause successive failures of the components in the 
system, resulting in large-scale power outages. Through node 
vulnerability assessment and analysis, the faulty nodes in the 
distribution network automation system are found in advance, 
and the improvement of these faulty nodes will reduce the 
possibility of accidents in the distribution network automation 
system. 

The power distribution network can be simplified as an 

undirected weighted sparse graph with M  nodes and L  edges 
by the complex network definition. The traditional complex 
network theory has its statistical characteristics, such as 
characteristic path length, degree, clustering coefficient and 
betweenness, and can be directly used as an index for risk 
assessment of distribution network automation system nodes. 
This paper considers that the structure of distribution network 
and transmission network is different, so these statistical 
characteristics need to be improved to meet the structural 
characteristics of distribution network. 

The traditional node degree is defined as the number of 
nodes connected to the node, and the average degree of the 
network can be obtained by averaging the degrees of all nodes. 
The node degree can reflect the importance of the nodes in the 
network, that is, the node with a larger degree is more 
important in the network, and the more vulnerable it is. When 
the distributed power source is connected, the number of 
system nodes is not changed. Therefore, the node degree of the 
node connected to the distributed power source should be 
increased by 1. The calculation formula is: 

1i idps s 
   (4) 
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In the formula: is
 
is the degree of access to the distributed 

power node; idps
 
is the degree of the original node of the 

access to the distributed power node. 

Since the distribution network is mostly radial network, 
which is relatively sparse compared with the transmission 
network, it is difficult to compare the differences between 
nodes with the same degree only considering its own node 
degree. The idea of cohesion is introduced here, and the node 
degree is calculated considering the influence of the nodes 

connected with node i : 

M

i
i iM

ii

s
Ms D

s
  

  (5) 

In the formula: is  is the average degree of nodes; iMD  is 

the set of all nodes connected to node i . 

It is difficult to judge the vulnerability of a node 
scientifically and comprehensively only by a single node 
vulnerability index. The node vulnerability index proposed 
based on the complex network theory mainly analyzes the 
vulnerability of the node from the structure. The voltage over-
limit risk index analyzes the node's vulnerability from the 
aspect of fault risk. Combining the two, it is proposed that the 
node's comprehensive vulnerability index can make up for the 
shortcomings of the two and make a comprehensive judgment. 

In this paper, the structural vulnerability index obtained 
based on the complex network theory is given weight by using 
the analytic hierarchy process [7,8] (AHP). Through consulting 
experts, it is equally important to set the node degree and the 
node intermediate number, and the node active power injection 
power is more important. The comparison matrix can be 
obtained by applying the analytic hierarchy process: 

1 1 1/ 3

3 3 1

1 1 1/ 3

S

 
 


 
     (6) 

The matrix satisfies the requirement of consistency, and the 
weights of node degree, node betweenness and active power 
injection power are obtained as 0.2, 0.2 and 0.6, respectively. 

The structural vulnerability index iMS  of the distribution 

network node i  based on the complex network theory obtained 

by the AHP is: 

0.2 0.2 0.6i i i iMw Ms Mq Mr     
   (7) 

Due to the differences in the units and orders of magnitude 
of the above indicators, they cannot be directly added. The unit 
and order of magnitude of the indicators should be normalized 
first. In this paper, the maximum value of each indicator is 
taken as the benchmark for normalization, and the data is 
normalized to [0,1] interval. 

Combined with the risk theory, the structural vulnerability 

index of node i  is multiplied by the risk value of the node as 

the comprehensive vulnerability index of node i , and its 

expression is: 

ii i wM Ms M 
  (8) 

C. Comprehensive Risk Assessment of Distribution Network 

Automation System 

Based on the node vulnerability assessment results of 
distribution network automation system, the attack tree is 
further used to comprehensively evaluate the risk of 
distribution network automation system. 

1) Definition of attack tree: The attack tree model [9,10] 

is a method of modeling security threats to the system, which 

represents each attack against the system in the form of a tree 

structure. The root node of the tree represents a goal to be 

achieved by a network attack, and the leaf nodes represent 

possible means to achieve this attack purpose. Each path from 

the root node to the leaf node represents a complete attack 

process to achieve this attack goal. The nodes of the attack 

tree are divided into two types: AND (AND) nodes or AND 

(OR) nodes. Among them, and node means: only after all child 

nodes are implemented, this node can be implemented, and the 

task will continue to be passed up; or node means: as long as 

one of the child nodes has been implemented, this node can be 

implemented, and the task will be up first-level delivery. 

2) Stage division of intrusion process: Every complete 

invasion process will be very complex, and any two kinds of 

invasion are also very different. Therefore, it is very difficult 

and unrealistic to model the whole intrusion process. 

Similarly, it is unrealistic to use a single attack tree to model 

all intrusions and attacks against the distribution network 

automation system. The constructed attack tree will be very 

large, which is not conducive to analysis and maintenance. 

Based on the above reasons, this paper considers dividing 
the intrusion process into several stages, and each stage has a 
stage target, and models these stages respectively. By modeling 
in stages, the complexity of constructing the attack tree can be 
greatly reduced. Specifically, a complete intrusion process can 
be divided into the following seven stages: 

a) Host survey: search for a distribution network 

automation system node as an attacked target. 

b) Vulnerability discovery: Discover the security 

loopholes on the target distribution network automation 

system nodes. 

c) Target penetration: use the security loopholes of the 

distribution network automation system nodes to obtain 

unauthorized access rights. 

d) Privilege escalation: Obtain privileged privileges on 

the nodes of the distribution network automation system. 

e) Hidden and hidden: cover up the activity track, in 

order to prepare for the next invasion of the distribution 

network automation system node. 
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f) Grab information: obtain and modify the data and 

information on the nodes of the distribution network 

automation system. 

g) Springboard attack: Use the controlled node as a 

springboard to launch attacks on other nodes. 

In the following, according to the stages of the attack 
process, each stage is regarded as the root node of an attack 
tree, and an attack tree is constructed for each stage of the 
network attack. 

3) Comprehensive risk assessment: Comprehensive risk 

assessment is an important process of risk management, and 

the risk is often expressed by the product of the loss caused by 

the event and the probability of the event, namely: 

h h hR L P 
   (9) 

In the formula: hL
 
is the loss caused by the event; hP

 
is 

the probability of the event occurring. 

The root node in the attack tree represents the ultimate goal 
of the attacker, so the ultimate goal of the risk assessment 
based on the attack tree is to determine the risk value of the 
root node of the attack tree, the attack path that affects this 
value, and the attack method most likely to be exploited by the 
attacker, so that technicians can formulate corresponding 
defense countermeasures according to the risk assessment 
results. The specific steps of the comprehensive risk 
assessment method for distribution network automation system 
based on attack tree proposed in this paper are as follows: 

a) Determine the attack target and establish the attack 

tree model of the system. 

b) Select the appropriate evaluation index, and quantify 

the index of the attack tree leaf node. 

c) Calculate the probability hP
 of leaf node (attack 

event) occurrence. 

d) Calculate the probability sP
 of attacking the root 

node of the tree (that is, the attacker successfully achieves the 

final attack target). 

e) Analyze the loss tL
 caused by the realization of the 

attack target of attacking the root node of the tree, and use 

formula (9) to calculate the risk value of the root node. 

f) Analyze the attack sequence and calculate the 

probability hiP
 of each attack sequence. 

g) Judging and analyzing the attack paths and methods 

most likely to be exploited by attackers according to the 

results of comprehensive risk assessment. 

III. QUANTITATIVE SECURITY PROTECTION OF 

DISTRIBUTION AUTOMATION NODES 

A. Construction of Distribution Network Control Model under 

Network Attack 

There are two types of network attacks for multi-node 
systems: centralized attacks and decentralized attacks. A 
decentralized attack is to launch an attack on all nodes in the 
area, which has a wide range of influence, but requires a higher 
degree of control of the attacker. Concentrated attack is to 
launch an attack on the nodes in the area in a targeted manner. 
This method has a small direct impact. However, if the attack 
is launched against the weak nodes in the area, the target can 
be destroyed at a lower attack cost. Therefore, this paper 
mainly considers the impact of centralized attacks. 

The ultimate purpose of physical attack is to destroy the 
power infrastructure. It is a direct effect on physical equipment. 
With the subjective will of the attacker, it can directly cause the 
abnormal operation of a large number of physical equipment, 
and even cause a cascading failure to cause the collapse of the 
power system, with great destructive power, but the 
concealment is weak and the attack cost is high. The network 
attack takes the information space as the entrance, exploits the 
vulnerability of the distribution network and its nodes to 
destroy the distribution network automation system, and finally 
achieves the purpose of causing large-scale power outages. 
Compared with physical attacks, network attacks are not easy 
to be detected, have a long incubation period, and have low 
attack costs, but they can achieve significant damage. 

To sum up, network attacks can covertly realize the 
attacker's intention and destroy the normal operation of the 
distribution network automation system. In order to study the 
scenario where the distribution network is attacked by the 
network, a distribution network control model is established on 
the basis of the comprehensive risk assessment of the 
distribution network automation system. The evaluation index 
of the distribution network includes power supply quality, 
economy, safety, etc., which is called the controlled quantity in 

this paper, denoted by G . In general, these controlled 

quantities are determined by the protection action, dispatch 
control and user behavior of the power company, which can be 
described as: 

 , ,G R e v z
   (10) 

In the formula: e  is protection action; v  is scheduling 

control; z  is user behavior. 

Formula (10) is a nonlinear equation, and the solution of 

the equation is related to the input  , ,e v z  and the initial state 

of the distribution network. In the traditional distribution 
network, user behavior is reflected in daily life and production 
activities, and is a random variable that conforms to certain 
laws. At this time, the distribution network is mainly controlled 
by dispatching and protection. The dispatching system and 
protection device control the distribution network according to 
the state detection quantity to ensure that the controlled 

quantity G  meets the requirements of the stable operation of 

the distribution network. 

Unlike normal scheduling, protection, and user usage 
behavior, attack behavior is unpredictable. Therefore, 
malicious control behavior is introduced into the distribution 
network control model, which can be expressed as: 
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 , , ,G R e v z U
  (11) 

In the formula: U  is the aggressive behavior. 

Also, the total formula (11) is a nonlinear equation. U  is 

sent by an attacker, and the attack may cause the controlled 

quantity G  to deviate from the safe and stable operation 

requirements of the distribution network, causing a safety and 
stability accident. Fig. 1 is a schematic diagram of the 
distribution network control model under network attack. 

B. Fault Node Location 

Based on the simulation analysis of the distribution 
network control model under network attack, the voltage array 
of the distribution network nodes is obtained. According to the 
operation characteristics of the distribution network automation 
system in each iteration; the presence of fault nodes is detected. 
The difference between the measured voltage array and the 
estimated voltage array is: 

V V V   
   (12) 

In the formula: V  is the measured voltage array; V  is 

the estimated voltage array. V  is zero in the absence of 

faulty nodes. 

The area where the faulty node exists is displayed through 
the abnormality matrix elements, and the peak value of the 

elements in the faulty node area dA  shows the faulty node 

closest to the fault location in the distribution network 
automation system. The faulty node is defined as follows: 

:d i kx A x x  
  (13) 

This method can detect the existence of the faulty node and 
determine the location of the faulty node. The flow chart of the 
positioning method is shown in Fig. 2. 

C. Realization of Quantitative Security Protection for 

Distribution of Automation Nodes 

1) Logical architecture and overall hardware structure of 

trusted power distribution terminal: In order to protect the 

nodes of the distribution network automation system, the 

trusted computing technology [11,12] is comprehensively used 

to design a trusted distribution terminal based on trusted 

computing, with access control as the core and security 

management as the support. The trusted power distribution 

terminal is based on the trusted platform of the hardware layer 

as the root of trust, and the trusted cryptographic module 

provides cryptographic computing services for the trusted 

computing platform. In order to give full play to the 

computing function of the trusted cryptographic module, it is 

also necessary to implement the trusted service management 

platform module based on the security protocol at the 

operating system layer. The logical architecture of the trusted 

power distribution terminal is shown in Fig. 3. 
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Fig. 1. Schematic diagram of distribution network control model under 

network attack. 
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Fig. 2.  Flowchart of fault node location. 
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Fig. 3. Logical architecture of trusted power distribution terminal. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

407 | P a g e  

www.ijacsa.thesai.org 

Power supply Input and output circuit

Microprocessor

Human-computer 

interaction

Communication 

interface

Watchdog Memory

Trusted chipTimer

 

Fig. 4. Overall hardware structure of trusted power distribution terminal. 

The overall hardware structure of the trusted power 
distribution terminal is shown in Fig. 4, which mainly includes 
microprocessors, human-computer interaction and 
communication interfaces [13,14]. The microprocessor consists 
of a watchdog, a memory, a timer and a trusted chip: the 
trusted chip is the core for realizing the trust and provides the 
root of trust for the trust chain; the memory is mainly 
responsible for the storage and memory functions; the timer 
realizes the timing and computing functions. The watchdog 
provides system resilience against transient failures [15-17]. 
The trusted control module is the core component of trusted 
computing. The root of trust is implanted inside to realize the 
root of trust control function, so as to combine password and 
control to realize active control and active defense of the nodes 
of the entire distribution network automation system. While 
measuring the mainboard controls, it also provides security 
computing capability support for the measurement mechanism 
of the software system. 

2) Software design of trusted power distribution terminal: 

The distribution network automation system node is a device 

that can operate and control independently in the distribution 

network automation system [18, 19]. It is the basic object of 

constructing the distribution network automation system. The 

logical architecture and overall hardware structure of the 

trusted power distribution terminal have been introduced 

above, and the following will focus on the analysis of the 

trusted power distribution terminal software. 

The control function application interface is a bridge 
connecting the software system and the hardware platform. 
When the hardware layer is powered on, the trusted control 
module will measure the motherboard controls, and complete 
the hardware environment and configuration settings through 
secure boot, thereby establishing a trusted chain. Provide 
support and services for the software layer. While processing 
information flow and energy flow, nodes have different 
processing capabilities of information, so the specific 
implementation will be set according to the functional 
requirements of nodes. 

Nodes usually perform denoising, compression and other 
processing operations on data, and these operations will be 
recorded in PCR for metric protection. The node usually stores 
the collected data locally for a period of time, and then submits 
it to the superior node unit, or submits it to the superior node 

unit in time; therefore, data information storage is very 

important. For a small amount of collected data d , this paper 

adopts the domestic SM2 asymmetric encryption algorithm 
[20], and the encryption method is expressed as: 

 , ,s TCM PCR dd d  
      (14) 

In the formula: sd
 

is data encryption; TCM
 

is TCM 

algorithm; PCR
 
is the expected value of PCR, only when the 

expected value can be decrypted; d  
is the node encryption 

public key. When the amount of data is large, the more 
efficient symmetric encryption algorithm SM4 is used, namely: 

 4 4, ,s SM PCR SM dd d  
 (15) 

In the formula: 4SM
 
is the SM4 encryption algorithm; 

4SM d
 
is the symmetric key. 

When the system needs to use data, it will first obtain the 
current PCR value of the system and compare it with the 
expected value. Only when the comparison result is consistent, 
it will use the key stored by itself to decrypt it, so as to ensure 
the integrity and confidentiality of the distribution automation 
system nodes, and thus realize the quantitative security 
protection of the distribution automation nodes. 

IV. EXPERIMENTAL VERIFICATION ANALYSIS 

In order to verify the effectiveness and application effect of 
the distribution automation node quantitative security 
protection technology based on the attack tree, an experimental 
study is carried out. 

The IEEE33 node standard distribution system with a 
voltage level of 10kV is selected as the analysis object. For the 
distribution network with multiple nodes, the method in this 
paper, the method in the literature [5] and the method in the 
literature [6] are used to carry out the quantitative safety 
protection test of the distribution automation nodes. In order to 
ensure the accuracy of the experimental results, MATLAB 
software is used to process the experimental results. 

1) Fault node location effect: In order to verify the safety 

protection effect of the method in this paper, compared with 

the method of literature [5] and literature [6], the fault node 

location accuracy of the three methods is analyzed. The fault 

node location accuracy will have a certain impact on the 

quantitative safety protection of distribution automation 

nodes. The higher the accuracy of fault node location, the 

better the quantitative safety protection effect of distribution 

automation nodes. The specific experimental results are shown 

in Fig. 5. 

2) Time-consuming test of trusted computing: Secondly, it 

is time-consuming to test the trusted computing of the method 

in this paper, the method in the literature [5] and the method in 

the literature [6]. The test results are shown in Table I. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

408 | P a g e  

www.ijacsa.thesai.org 

Iterations/time
0 1 2 3 4 5 6

P
o

si
ti

o
n

in
g

 a
c
c
u

ra
c
y

/%

15

0

30

45

60

75

90

7 8

Literature [5] method

The method of this paper

9

Literature [6] method

 

Fig. 5. Comparison results of fault node location accuracy. 

TABLE I. TRUSTED COMPUTING TIME-CONSUMING TEST RESULTS/S 

Iterations/time 
The method of 

this paper 

Literature [5] 

method 

Literature [6] 

method 

1 3.62 5.21 4.32 

2 3.70 5.30 4.52 

3 3.84 6.26 5.24 

4 4.25 6.68 5.97 

5 4.29 7.19 6.32 

6 4.40 7.24 6.65 

7 4.54 7.85 7.57 

8 5.62 8.54 7.85 

9 5.85 9.25 9.25 

3) Network robustness test of distribution network 

automation system: Finally, the robustness of the distribution 

network automation system network is tested under the 

condition of increasing number of fault nodes. The specific 

test results are shown in Fig. 6. 
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Fig. 6. Network robustness test results. 

V. DISCUSSION 

The effectiveness of the design method has been 
experimentally analyzed in the previous section, and the 
following conclusions can be drawn: 

1) It can be seen from Fig. 5 that the node positioning 

accuracy of the distribution network automation system of this 

method is the highest among all methods. With the continuous 

increase of the number of iterations, the fault node positioning 

accuracy curve continues to grow, and the highest value of the 

fault node positioning accuracy reaches more than 80%, which 

shows that the method in this paper has a good security 

protection effect of distribution automation node 

quantification. In contrast to the other two methods, although 

with the continuous increase of the number of iterations, the 

fault node location accuracy is gradually improved, but there 

is still a certain gap between the fault node location accuracy 

and the method in this paper. This is because the method in 

this paper analyzes the risk assessment factors of the nodes in 

the distribution automation system, and through the evaluation 

and analysis of node vulnerabilities, the fault nodes in the 

distribution automation system are found in advance, so as to 

improve the positioning accuracy of the fault nodes. 

2) According to the data in Table I, the method in this 

paper, the method in literature [5] and the method in literature 

[6] have a certain increase in the time-consuming of trusted 

computing in the process of increasing the number of 

iterations, but the overall increase in the method in this paper 

is small, indicating that the trusted computing efficiency of the 

method in this paper is high, and the minimum trusted 

computing time is only 3.62s, which shows that the 

quantitative security protection of the distribution automation 

nodes of the method in this paper is faster, which is beneficial 

to improve the security of the power system. This is because 

the design method took the lead in analyzing various factors 

and carried out analysis on the basis of grasping the overall 

factors, thus reducing unnecessary time waste and improving 

efficiency. 

3) According to the network robustness fluctuation test 

results in Fig. 6, it can be found that after the number of fault 

nodes increases, the robustness of the distribution network 

automation system network does not fluctuate greatly, and the 

overall fluctuation has certain regularity, which indicates that 

the security protection effect of this method is good, and the 

network attack cannot be cracked. This is because this method 

uses trusted computing technology to design trusted 

distribution terminals. When the amount of data is large, a 

more effective symmetric encryption algorithm SM4 is 

required, which can better achieve the node security protection 

in the distribution automation system. 
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VI. CONCLUSION 

In order to improve the security of distribution automation 
system nodes and ensure the safe operation of the distribution 
network as the research goal, a quantitative security protection 
technology based on attack tree for distribution automation 
nodes is proposed. Analyze the factors of node risk assessment 
of the distribution automation system, evaluate the node 
vulnerability of the distribution automation system, and 
comprehensively assess the risk of the distribution automation 
system using the attack tree. According to the evaluation 
results, the distribution network control model under network 
attack is constructed, the fault node is located, and the trusted 
distributed terminal is designed using trusted computing 
technology to achieve the node security protection of the 
distribution network automation system. The research results 
show that the fault node location accuracy of the method in this 
paper is high, the maximum fault node location accuracy is 
more than 80%, the trusted computing time is low, and the 
minimum trusted computing time is only 3.62 seconds. 
Moreover, the robustness of the system network fluctuates 
little, and the overall fluctuation has certain regularity, which 
shows that the method has certain effectiveness, and has 
certain application value and advantages in this field. However, 
as other performance indicators were not analyzed in the 
analysis process, there may be some deficiencies, which will 
become the focus of the next study. 
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Abstract—Grading of agricultural products methods based on 

artificial intelligence is more important. Because these methods 

have the ability to learn and thus increase the flexibility of the 

system. In this paper, image processing systems, detection 

analysis methods, and artificial intelligence are used to grade 

tomatoes, and the success rate of grading these methods is 

compared with each other. However, the purpose of this study is 

to obtain a solution to detect appearance defects and grade and 

sort the tomato crop and provide an efficient system in this field. 

A visual dataset is created, to investigate the approach of image 

processing and machine learning based on a tomato image. 

Tomato models are placed individually under the camera and 

samples are classified in a lighting box away from the effects of 

ambient light. Data sets have been used in three types of first, 

second, and third quality categories. It should be noted that 

quality category one has the best quality and quality category 

two has the medium quality and category three has the worst 

quality, Also, each data class contains 80 samples. Using tomato 

appearance such as size, texture, color, shape, etc. Image 

processing is performed for extract features. Tomato images are 

pre-processed for optimization. Then, to prepare for 

classification, the dimensions of the images are reduced by 

principal component analysis (PCA). Three categories of an 

artificial neural network, a support vector machine, and a 

decision tree are compared to show the most efficient support 

machine. The analysis is examined in two classes and three 

classes. The support vector machine has the best accuracy 

compared to other methods so this rate is 99.9% for two classes 

and 99.79% for three classes. 

Keywords—Machine learning; image processing; product 

category; tomato quality rating 

I. INTRODUCTION 

Farmers usually separate healthy and damaged tomatoes 
according to their size and quality [1,2]. The acceptable quality 
of tomatoes makes separating the healthy from the bad more 
accessible, and it prevents the spread of rotten tomatoes among 
healthy ones [3,4]. Damaged tomatoes are either sold at a 
lower price, or discarded. Sorting tomatoes in the traditional 
way are still done by old people, which takes a lot of time. 
Relying on a product defect alone can lead to a fundamental 
error by relying on human inspection. The desire to carry 
quality tomatoes with undivided defects has a great impact on 
customer feedback and satisfaction. In this study, Image 
processing and machine learning technology are used. In this 
way, an image of a tomato is taken, and the presence of defects 
is automatically detected in a computer vision system to 

distinguish healthy from damaged tomatoes, using the concept 
of a developed system [5,6]. 

Every day, intelligent systems with industrial applications 
are increasing. The most important biological processes in the 
production of crops are the classification of vegetables and 
fruits. Still, such processes are done manually in a country like 
Egypt based on a database [7]. After wheat, tomato is the 
eighth most used crop. The global production of tomatoes is 
reported to be about 159 million tons for 144 countries. Fresh 
fruit revenue in 2011 is about $582 trillion [8]. The 
performance, quality, and weight of the products are excellent 
in five countries including the United States, China, India, 
Turkey, and Egypt. Although very important in the production 
of previously mentioned tomatoes, there is very little literature 
on the works. In recent years, tomato grading has become very 
important, especially with the detection of diseases, due to new 
market restrictions. Therefore, the need for new technologies in 
the process of separation and product quality monitoring has 
increased. 

Daily, millions of people use tomatoes and vegetables, 
that's why it is one of the most popular food products in human 
life. However, labor costs have increased as the workforce 
ages, making many farms less profitable. As mentioned, 
tomato is a popular food product among people, so with the 
increase in population, tomatoes need to be produced more. An 
effective solution to control quality and reduce costs is to use a 
robot instead of human labor to harvest tomatoes. Therefore, 
most researchers have spent the past few decades building 
robots to harvest fruits and vegetables [9,10]. Tomato color is 
the main indicator for the detection of ripening. Different steps 
are taken to produce tomato fruit. These stages change the 
tomato's color from green to light pink, then to pink, then to 
bright red, and finally to red, which categorizes them into 
different categories [11,12]. The closer the tomato is red, the 
better its quality. and leads to an increase in prices for 
companies. The storage time for a quality harvest is about 70 to 
75 days in total. The time stages of tomato ripening include 21 
to 28 days for green, 15 to 20 days for light pink, 7 to 14 days 
for pink, 5 to 6 days for bright red, and 2 to 4 days for red 
[13,14]. Therefore, improving the tomato classification system 
is an important task for designing a crop robot. In recent years, 
machine vision and pattern recognition methods have been 
well received by researchers, especially in the processing or 
sorting of many intelligent agricultural products. According to 
EU regulations on processed vegetables and fruits, the main 
condition is that the tomatoes arrive intact, completely red, 
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fresh, without rotting and cracks in satisfactory condition, and 
without damage. The sorting and grading method is done 
manually. As mentioned, the manual method has low accuracy, 
high cost, and high effort [15,16]. Efficiency sorting governs 
how the product is delivered through packaging lines and 
quality standards. Therefore, as stated above, it can be 
concluded that the importance of this research is the 
requirement of high accuracy, high speed, and low cost is very 
important for sorting using machinery tomato detection. The 
effective solution is the use of mechanical sorting machines for 
tomatoes. But mechanical sorting machines can only classify 
tomatoes according to size and weight. 

Now, with the advancement of technology and the 
introduction of vision devices, it covers the limitations of 
mechanical devices. New generation machines classify 
tomatoes with high accuracy, high speed, and low cost [17,18]. 
In 1985, Sarkar et al. reported the first tomato classification 
based on machine vision. This study is about the classification 
of tomatoes according to their size, shape, color, and defects 
[19-21]. Classification of products is an important step in the 
packaging and storage processes, which image processing is 
one of the practical tools in the field of post-harvest 
technologies. Izadi et al., obtain an algorithm for detecting 
physical defects [22] and degree tomato product classification 
and providing an efficient system in this field [23-25]. The 
specific objectives of this research are to develop a computer 
vision system and develop an efficient image processing 
algorithm, to create an accurate and accurate detection 
algorithm, and to create different classifications for classifying 
tomatoes into different grading categories [26-30]. One of the 
purposes of this study is to develop an image processing 
algorithm and develop a computer vision system, which is used 
immediately after harvesting tomatoes. Therefore, the time of 
the process of picking and classifying tomatoes is greatly 
reduced, in addition, due to the high accuracy of the optical 
device, quality sorting is done. 

Given that image processing and machine vision are one of 
the current technologies in the world, the main task of a 
researcher in the field of using machine vision in agriculture is 
to extract the properties of objects in digital images using these 
technologies [31-33]. 

The most important sensory feature of fruits and vegetables 
is the appearance that affects the market value, priority, and 
consumer choice. Although sorting and grading are done by 
humans, it is inconsistent, time-consuming, variable, 
subjective, heavy, expensive, and easily affected by the 
environment. Hence, a clever fruit grading system is needed. 
Therefore, the motivation of this study is to provide a method 
of quality detection and automatic grading for many tomato 
disorders. 

Most agronomic disorders are observed according to roots, 
stems, leaves, and fruits based on the type and causes of 
damage. Fruit images are used for diagnostic purposes. The 
image acquisition method used to collect the data set ensures 
that the entire fruit is examined. In the first part, general fruits, 
especially tomatoes, are introduced. The second part presents 
the general method of grading tomatoes based on fruit, image 
processing algorithm, classification methods, machine learning 

systems, neural network methods, and application of 
appearance features, color recognition, and texture recognition 
in detail. In the third section, the proposed methods are 
introduced and the steps related to the method are described 
from an algorithmic point of view. In the fourth part, the 
proposed method is implemented on the set of images, and the 
evaluation criteria are evaluated. Finally, the fifth part will end 
with a conclusion. 

II. RELATED WORKS 

The most advanced image-based tomato detection method 
is shown in this section. 

Malik et al [49] proposed a Watershed segmentation 
method was utilized to separate the clustered fruits according 
to ripe tomato identification algorithms, which were based on 
the HSV color space. The Otsu segmentation algorithm was 
used by Arum Sari et al. [50] to multiply the Cb and V 
channels from the YCbCr and YUV color spaces, respectively, 
when categorizing tomatoes into 6 separate groups. 

Using the color space L*a*b*, Yin et al. [51] segmented 
ripe tomatoes using K-means clustering, and Indriani et al. [52] 
divided tomatoes into 5 groups using the HSV color space, 
Gray Level Co-occurrence Matrix, and K-Nearest Neighbor. 
To segment and localize ripe tomatoes in a greenhouse, Huang 
et al. [53] employed the L*a*b* color space. Goel and Sehgal 
[54] used fuzzy rule-based classification through the RGB 
color space to distinguish the fruits from the background. 

Some studies use edge detection operations like the Canny 
[55] or the Sobel [56] operators as suggested in the Zhang [57] 
and Benavides et al. [58] investigations, respectively, to 
enhance detection and produce better segmentation. 

III. CRITERIA AND DATA SETS 

In this section, in the first stage, the criteria used in this 
study, including sensitivity, specificity, and accuracy are 
examined. The data set to be evaluated is then introduced. 

A. Criteria 

Contrast is one of the most important criteria for 
determining image quality. The contrast shows the difference 
between the darkest and lightest parts of an image. When the 
contrast of the image is low, the difference between the 
brightness of those points is small. As a result of low image 
contrast, the image will fade. One way to increase the contrast 
of a low-quality image is the Histogram Equalization 
smoothing technique. It changes the values of the gray surfaces 
of the image to cover the entire range from 0 to 255 per pixel. 

1) Sensitivity: Sensitivity is one of the performance 

evaluation criteria of binary classification tests, and it is also 

used in artificial intelligence. Sensitivity measures the ratio of 

positively identified positives, meaning that the classifier can 

correctly identify the data in classes. The terms "positive" and 

"negative" do not mean profit, but the existence or non-

existence of a condition. For example, if caries is caries, 

"positive" means "caries" and "negative" means "healthy". In 

many sensitivity tests, the degree to which positive cases are 

ignored is called positive, so false negatives are rare. 
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Sensitivity is considered to be the correct positive ratio (the 

percentage of tuples that are positively labeled and their class is 

actually positive). The sensitivity parameter is obtained based 

on Equation (1) [34]. 

            
  

     
 (1) 

Where TP is the correct number of first-class predictions, 
and FN is the incorrect number of second-class predictions. 

2) Specificity: Specificity measures the proportion of 

negatively identified negatives (for example, the percentage of 

healthy tomato samples that are correctly identified as not 

rotten). Characteristic is the category in which real negatives 

are classified in this way, so false positives are rare. A sensitive 

test seldom ignores a real positive (for example, no caries is 

shown despite caries). The specificity parameter is obtained 

based on Equation (2) [35]. 

            
  

     
 (2) 

Where TN is a true negative, or healthy samples of 
tomatoes are properly identified as healthy. The FN is right, it's 
wrong. 

3) Accuracy: Accuracy is the most intuitive measure of 

performance and is simply the ratio of the predicted correct 

observations to the total observations. It may be thought that 

our model is the best if we are very careful. In general, 

accuracy is a valuable measure when there is a symmetric data 

set where the negative, positive, and false positives are 

approximately the same. Therefore, to evaluate the 

performance of your model, you should look at other 

parameters [36]. 

         
     

           
 (3) 

Accuracy is also used as a statistical criterion that a binary 
classification test correctly identifies or removes a condition. In 

a classification task, the accuracy for a class is the number of 
actual positives divided by the total number of elements 
labeled positively related to the class (i.e. the sum of the actual 
positives and False positives are items that are incorrectly 
labeled as belonging to the class). The recall is defined as a 
positive number divided by the total number of elements that 
actually belong to the positive class, (i.e. the sum of false 
positives and false negatives are those that do not have a 
positive classification label) [37,38]. 

B. Data Sets 

One of the important factors in quality recognition and 
model evaluation is the use of appropriate data sets. Given that 
in this study, with the help of image processing and machine 
learning, the proposed solution to determine the quality of 
tomatoes is presented. Therefore, it uses data sets in three types 
of first, second, and third-degree quality categories. It should 
be noted that quality category one has the best quality and 
category three has the worst quality, and also each data class 
contains 80 samples. An example of images related to different 
types of tomatoes can be seen in Fig. 1. The data set is graded 
into three categories in terms of quality, which include first 
grade (best quality), second grade (medium quality, or small 
healthy-slightly spoiled-immature), and third grade (worst 
quality). In this study, in order to improve the quality of images 
and eliminate their potential noise, the data preprocessing 
method has been used. Methods including applying the median 
filter [39], calculating the area in an image [40], the optimal 
local pattern and the matrix of gray surface occurrence [41], 
the Local Binary Pattern method (LBP) [42], and LAB color 
channel [43] are used in the step of extracting the shape, color, 
and texture characteristics. Then, the dimensions are reduced 
by Principal Component Analysis (PCA) to prepare the vector 
for classification [44]. Three classification models are used, 
including the decision tree [45], the support vector machine 
[46], and the artificial neural network [47]. These classifiers 
are compared to measure the performance of different 
classifiers on datasets. 

   
Fig. 1. Tomato sample image of class (a) first grade, (b) second grade, (c) third grade. 
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IV. PROPOSED METHOD 

This article, with the help of features related to the shape, 
texture, and color of tomatoes, offers a suitable solution for 
quality recognition and analyzes the effect of using image 
processing methods in quality recognition using machine 
learning. The purpose of using preprocessing operations on the 
data set is to improve its quality and then extract the 
appropriate feature from them to compare with other methods 
and also by selecting the appropriate features finally with the 
help of the proposed algorithms the ability of the machine 
learning model in support vector machine algorithms, the 
artificial neural network and the decision tree are examined. 

With the decreasing trend of the labor force and also the 
advancement of technology in order to mechanize agricultural 
operations, there is a possibility to distinguish the quality of 
agricultural products. Product quality ultimately leads to post-
evaluation economic justification for continuing to grow crops. 
There are several factors in identifying tomatoes in different 
quality categories. Classification of agricultural products 
causes, in addition to harvesting at the right time, also causes 
the supply of products to be done in a timely manner, to reduce 
their quality and eliminate first-class products and turn them 
into second-class products. And three and prevent losses due to 
waste of time. One of the most important processes in the 
classification and maintenance of products is their grading and 
sorting, for which the use of image processing techniques is an 
important step in this area. The use of machine vision systems 
makes the post-harvest stages fast, easy, cheap, and with high 
accuracy, and on the other hand, reduces inspection time, 
quality assurance, and product grading. 

For this purpose, the proposed design has been developed 
according to Fig. 2 in order to determine the quality of 
tomatoes. Accordingly, in order to increase the quality of 
images by applying preprocessing operations by changing the 
dimensions of images to the size of 400 × 300, converting 
color images to gray, Contrast Enhancement, and applying a 
median Filter.  In the next step, the properties related to texture, 
shape, and color are extracted, so that in the next step, with the 
help of Principal Component Analysis (PCA), the most useful 
features are evaluated according to certain parameters using 
machine learning. Using the right data set plays an important 
role in achieving a reliable model. The use of appropriate 
hardware to some extent causes the image obtained from the 
cameras to be of good quality. In addition, the application of a 
series of algorithms and software methods causes images in the 
data set to have better quality. To improve the quality of 
images and eliminate their possible noise, preprocessing 
methods are used. First, the dimensions of the images are 
changed so that all the images by different dimensions are 
converted to 400 × 300, then the color images are converted to 
gray, the contrast is improved and the median filter is applied. 

A. Feature Extraction 

The median filter is the non-linear filters used to remove 
noise. To calculate the median in the 3 × 3 neighborhood, we 
have 9 cells, which after sorting them, we put the value in the 
middle of the array in output. One of the important features of 
this filter is maintaining the edges and their position without 

displacement. Fig. 3 shows a good example of the function of 
this filter in simple language. 

To extract the shape feature, the appearance of the tomato 
and the space occupied by it has been used. In other words, 
according to Fig. 4, the path area within the boundary of an 
area is declared as a scale. 

The LBP and Gray Level Co-Occurrence Matrix (GLCM) 
are some of the items used to extract image texture 
information. The LBP is one of the methods that can easily 
produce suitable features for high-precision tissue 
classification. In the usual LBP method, the histogram is used 
to extract features. It is a powerful tool for tissue analysis 
because the local binary model uses both statistical and 
structural characteristics of the tissue. In the LBP operator, 
local texture patterns are extracted by comparing the value of 
the adjacent pixels and the value of the central pixel and are 
finally represented by binary codes. 

 
Fig. 2. Proposed method for detection the quality of tomatoes. 

 
Fig. 3. The example of how to apply the median filter. 
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Fig. 4. How to calculate the area in an image. 

 
Fig. 5. The LBP basis method. 

Local Binary Pattern (LBP) is another development of the 
local binary patterns. In order to identify the maturity stage of 
object feature representation, textural information provided by 
the local binary pattern (LBP) method was utilized [59]. The 
LBP transforms any local 3 3 picture region into a particular 
binary pattern. LBP basically contrasts the intensities of a 
center pixel (ic) and its eight surrounding neighbors (ik; where 
k = 1, 2,..., 8). If ikic is true, the k-th nearby pixel would 
receive a value of 1; otherwise, it would receive a value of 0. 
When an image rotates on the screen, all the neighbors will 
rotate around the center pixel in one direction. This rotation 
effect leads to different values for the local binary pattern. To 
this end, researchers have introduced a new development of the 
binary local pattern that is independent of rotation (the LBP 
with constant rotation). The expression independent of rotation 
here does not refer to spatial changes related to changes in light 
or different objects. Independent of rotation to eliminate the 
adverse effect of rotation, a circular bit rotation operator is 
used to the right to obtain all the binary codes that can be 
generated with these bits with several repetitions and then the 
minimum decimal value of the binary pattern (Fig. 5) [48]. 

In tissue statistical analysis, tissue properties are calculated 
through statistical distributions of compounds observed for 
grayscale in a particular position relative to each other. A 
matrix is also a matrix event, whose number of rows and 

columns is equal to the number of grayscale levels used in the 
image. That is, if the number of gray surfaces is up to G, then 
the dimensions of the matrix of the event in question are equal 
to one matrix G×G. The matrix P, P(i,j|Δx,Δy) represents the 
number of iterations of the relationship between two pixels 
separated by a pixel distance (Δx,Δy), and is defined by the 
neighborhood relation that one of the pixels has a gray i degree 
and the other has a gray j degree, as shown in Fig. 6. 

In tissue statistical analysis, tissue properties are calculated 
through statistical distributions of compounds observed for 
grayscale in a particular position relative to each other. A 
matrix is also a matrix event, whose number of rows and 
columns is equal to the number of grayscale levels used in the 
image. That is, if the number of gray surfaces is up to G, then 
the dimensions of the matrix of the event in question are equal 
to one matrix G×G. The matrix P, P(i,j|Δx,Δy) represents the 
number of iterations of the relationship between two pixels 
separated by a pixel distance (Δx,Δy), and is defined by the 
neighborhood relation that one of the pixels has a gray i degree 
and the other has a gray j degree, as shown in Fig. 6. 

L, A, B color mode is used to extract the color feature. This 
color fashion is the most complete color space designated by 
the International Committee on Lighting and describes all 
colors visible to the human eye. The three coordinates L, A, B 
are shown in Fig. 7. 
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Fig. 6. Gray Level Co-occurrence Matrix (GLCM). 

 
Fig. 7. L,A,B color channels. 

The L indicates the intensity of light. The L=0 black and 
L=100 indicate the scattering of full light. A's position varies 
between green and red, negative values represent green and 
positive values represent red. The B Its position varies between 
blue and yellow, negative values B indicate blue colors and 
positive values represent yellow colors. 

In order to reduce the dependence and noise of bands in 
images with a large number of bands, the methods of reducing 
the dimensions of the feature space are used. One of the most 
well-known methods of reducing the size of the feature space 
is the principal component analysis method. As the name 
implies, it can identify key components and help us analyze a 
series of features that are more valuable instead of examining 
all the features. In fact, PCA extracts those features that give us 
more value. After collecting samples and performing 
preprocessing steps and after extracting and selecting features, 
machine learning techniques such as support vector machine 
algorithms, artificial neural networks, decision tree, and k-
means clustering are used to evaluate the model. 

V. RESULTS AND DISCUSSION 

What has been presented in the previous sections is a 
description of the problem of examining the quality of 
tomatoes using machine learning and image processing. In fact, 
the background, challenges, and necessities of the study have 
been analyzed. In this section, by presenting a method based on 
machine learning along with image processing techniques, the 
problem of quality recognition of tomatoes is improved, and 

the proposed method is examined in terms of implementation 
and evaluation. The proposed steps are then evaluated step by 
step. 

A. Preprocessing and Feature extraction 

As mentioned earlier, after applying any type of processing 
algorithm and pre-processing evaluation, the data set is 
introduced. For this purpose, preprocessing goals are 
performed by changing the dimensions of the images to 400 × 
300, changing the color channels from three channels to one 
channel, or in other words, turning the color image to gray, 
improving the contrast, and applying a median filter. In fact, 
after these steps, the images in the data set become images like 
Fig. 8. 

According to the data set and based on their differences in 
different qualitative categories, different types of features are 
obtained according to Table I. 

 

 
Fig. 8. An example of a tomato image, (a) before preprocessing, (b) after 

preprocessing. 
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TABLE I. TYPES OF FEATURE EXTRACTION USED 

Feature Category Output 

Area Shape A numerical value 

Local Binary Pattern Texture A 300 × 400 matrix 

Gray Level Co-Occurrence 

Matrix 
Texture A 255 × 255 matrix 

L,A,B color model Color A matrix of 300 × 400 × 3 

Agricultural products such as tomatoes in the ripe state, as 
well as in the post-ripening period may be damaged. Based on 
this, the characteristics of color, shape, and texture cause the 
quality of tomatoes to be recognizable in different periods, and 
tomatoes of suitable quality have the best shape, color, and 
texture. On the other hand, the size of the tomato causes the 
difference in the first and second quality degrees to be 
distinguishable. Applying these features together causes the 
learning model to be able to distinguish each of these quality 
degrees in the later stages. 

B. Feature Selection 

As the number of features increases, the dimensions of the 
feature space also increase. On the other hand, not all of these 
features are useful, but their presence may even cause the 
model to be too compatible with the data set, or so-called 
overfitting. In the PCA method, with the help of feature 
removal and extraction methods, an attempt is made to separate 
important features from less important features. And further, 
reduce the size of the feature by removing minor features. 
Fig. 9 shows well how the data set is distributed under different 
PCA components. 

PCA has three different components, each of which is well 
represented in each data class in the data class. A basic 
component is a normalized linear combination of the main 
predictions in the data set. Component # 1, component # 2, and 
component # 3 are the basic components. Component # 1 is a 
linear combination of the main predictions that contains the 
largest variance in the data set. This component determines the 
direction of maximum changes in the data. The higher the 
range of changes in component 1, the more information there is 
in this component. Component # 2 and then component # 3 
will be important. Fig. 9(a) shows that with the prediction 
components, the accuracy has reached 89.8% and shows the 
high accuracy of the diagnosis with only components # 3. 
Fig. 9(b) is created by the Principal Component Analysis Tool. 
The principal component coefficients for each variable, the 
principal component score, are also displayed. 

C. Validation 

After extracting and selecting the appropriate features, the 
conditions for learning the model are provided. Accordingly, 
the evaluation criteria of each of these techniques are expressed 
as a prediction matrix and the parameters of accuracy, 
sensitivity, and specificity. It is important to note that in this 
article we classify two classes for the quality class by merging 
the first and second class into one class (these two classes 
differ slightly in size and appearance of products) and the third 
class in another class, as well as three classes for First, second 
and third-degree qualitative grading, has been used in three 
different data classes. The prediction matrix is used to evaluate 
the performance of the proposed classifier. The predicted label 

for each sample can have four possible states, including true 
negative (TN), true positive (TP), false negative (FN), and false 
positive (FP), as shown in Table II. 

The detect components represent the number of samples 
that are correctly classified, while the main diameter 
components in the table represent errors. The prediction matrix 
is the result of evaluating the results of two neural network 
classes according to Table III. For example, 159 instances of 
class one has been correctly identified and two instances of 
data class one has been incorrectly predicted to belong to class 
two. 

Fig. 10 shows a comparative trend of the accuracy of 
different classifications. Accordingly, the support vector 
machine has the best accuracy compared to the others, so that 
even its accuracy in two-class data in the case of merging first- 
and second-class products is better than three-class 
classification. 

 

 
Fig. 9. Accuracy of classification performance of data set (a) component # 1 

and component # 2, (b) component # 1 and component # 3. 

TABLE II. PREDICTION MATRIX 

  
Prediction class 

Class 1 Class 2 

Real class 
Class 1 TN FP 

Class 2 FN TP 

TABLE III. NEURAL NETWORK PREDICTION MATRIX 

  
Prediction class 

Class 1 Class 2 

Real class 
Class 1 159 2 

Class 2 1 58 
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Fig. 10. Performance accuracy of data classification. 

 
Fig. 11. Comparison of sensitivity and specificity of data classification performance. 

According to Fig. 11, after the vector machine, the artificial 
neural network support performs better in the sensitivity 
criterion and the decision tree in the specificity criterion. But as 
a general result, it can be seen that compared to the neural 
network, the decision tree has the same performance as the 
support vector machine. 

In this section, in the first step, in order to prepare the data 
set for the next stages of preprocessing operations. In the next 
step, by extracting the feature with the help of features related 
to texture, shape, and color and by selecting the features using 
principal component analysis and support vector machine 
classifications, artificial neural network, and tree, the decision 
is applied. The results show that the use of this method has 
better results compared to other methods and also the 
integration of the first and second quality grade also improves 
the accuracy of identification. 

VI. CONCLUSION 

The most important sensory feature of fruits and vegetables 
is the appearance that affects the market value, priority, and 
consumer choice. Although sorting and grading are done by 
humans, it is inconsistent, time-consuming, variable, 
subjective, heavy, expensive, and easily affected by the 

environment. Hence, a clever fruit grading system is needed. 
This paper provides an in-depth overview of various methods 
such as preprocessing, segmentation, feature extraction, and 
classification that focus on fruit and vegetable quality based on 
color, texture, size, shape, and defects. Using the appearance 
characteristics of tomatoes such as color, shape, size, and 
texture, image processing operations have been performed with 
MATLAB software to extract the mentioned features. 
Furthermore, the proposed algorithm can be used for some 
other types of image data because the proposed LPB feature 
representation enables to represent the object which can be 
presented better performance. In the future, a system can be set 
up that reads images on the rails simultaneously and processes 
them in video images. Algorithms such as deep learning are 
introduced that can be more efficient in real-time processing. 
Thus, the study method can be developed for future work with 
deep learning algorithms. 
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Abstract—This research work dealt with the indiscriminate 

theft of electric power, reported as a non-technical loss, affecting 

electric distribution companies and customers, triggering serious 

consequences including fires and blackouts. The research focused 

on recommending the best prediction model using Machine 

Learning in electrical energy theft. The source of the information 

on the electricity consumption of 42372 consumers was a dataset 

published in the State Grid Corporation of China. The method 

used was data imputation, data balancing (oversampling and 

under sampling), and feature extraction to improve energy theft 

detection. Five Machine Learning models were tested. As a 

result, the accuracy indicator of the SVM model was 81%, K-

Nearest Neighbors 79%, Random Forest 80%, Logistic 

Regression 69%, and Naive Bayes 68%. It is concluded that the 

best performance, with an accuracy of 81%, is obtained by using 

the SVM model. 

Keywords—Energy theft; non-technical losses; machine 

learning; support vector machine 

I. INTRODUCTION 

In the world, 70% of electricity consumption is lost and 
30% in the Caribbean and South America, of which Peru 
stands out with 7% according to the Inter-American 
Development Bank [1]. Electricity losses are categorized into 
two categories: energy delivered to customers (unpaid energy) 
and losses generated in transmission and distribution lines, 
which are inherent to electricity transmission. Likewise, non-
technical losses comprise the majority of losses in electricity 
networks and can account for more than 40% of the total 
electricity produced [2]. These types of losses are attributed to 
different sources, the most important and common being the 
alteration of metering equipment, illegal connections to the 
electrical grid, and energy theft [3]. Regarding distribution in 
Peru, annually, electricity theft generates losses of 103 million 
soles, equivalent to 207 GWh, for the companies providing the 
service [4]. However, this type of loss not only affects these 
companies but also the offenders themselves and people in the 
surrounding area, causing various accidents such as electric 
shocks, fires, and power outages. 

According to [5], as presented in Table I, a division is 
made into countries, utilities, and society, which are categories 
represented in non-technical effects or consequences in which 
electric power has many losses. 

The background of the respective research is based on 
multiple studies that have been conducted in many countries, 
designing intelligent systems that help to deal with this 
problem, mainly using Machine Learning techniques, which 
will be presented below: 

In 2018, wide convolutional networks (CNNs) were used 
for one-dimensional data, and deep convolutional networks 
(CNNs) were used for two-dimensional data. The one-
dimensional data were converted into two-dimensional 
electricity consumption data [6]. On the other hand, a study 
was carried out in which SVM was applied, using customer 
consumption data and the total energy distributed by the 
supplier, which allowed the calculation of the errors produced 
by electricity meters [7]. 

In 2019, a combination of neural networks, employed for 
the conversion of a one-dimensional dataset into a two-
dimensional one, and random forests were used to perform 
customer classification [8]. In 2020, the k-nearest neighbors 
algorithm and empirical mode decomposition were used to 
extract the most important attributes from the dataset and 
obtain good accuracy in detecting energy theft [9]. Another 
study used a text convolutional neural network (Text-CNN) to 
effectively extract periodic features about energy consumption 
and detect electricity theft [10]. 

In 2021, several classification algorithms were compared, 
the main one being lightGBM, a fast algorithm based on 
decision trees, which achieved an accuracy of 84% [11]. Other 
algorithms compared are logistic regression, with an accuracy 
of 71%, stochastic gradient descent, with an accuracy of 65%, 
and decision tree, with 86%. 

TABLE I. THE MAIN CONSEQUENCES OF NON-TECHNICAL ASPECTS OF 

POWER THEFT 

Countries Utilities Society 

Increased use of 

scarce natural 

resources 

Negative impact on the 

economy and finances 
Total or partial outages 

Increased 

contamination 

Reduction of power 

plant efficiency 
Increase in electricity rates 

Increased use of 

public funds 

Reduced capacity to 

upgrade the power 

system 

Fires 
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According to [12], they proposed that for feature learning 
(classified into theft and non-theft), a deep convolutional 
neural network was used. Smart counters at different epochs 
provided data that was used for SVM training. The time 
interval of 15 minutes that the smart meter had to record the 
data through a source coming from the residential and 
industrial sector which is comprised of 26530 consumers 
which is the product of data collection. 

In the study of [13], the authors evaluated 23 classifiers 
using the F1 score as a performance parameter. They used as a 
basis the data of a Brazilian company oriented to the electric 
power industry, with 261,489 consumers, with approximately 
1400 fields. From the results obtained, they concluded that the 
classifiers (ensemble methods) are the most appropriate, 
allowing the identification of non-technical cases of electric 
power loss. The F1 score of 0.45 is the result of the gradient 
boosted three and an accuracy of 66.50% (actual field 
inspections) with respect to the rotation forest. 

II. MATERIALS AND METHODS 

The procedure that was applied as a solution for electricity 
theft detection encompassed in the respective workflow is 
basically made up of five parts: data set acquisition, 
preprocessing, data balancing, feature extraction, 
classification, and acquired data set, shown in Fig. 1. 

According to Fig. 1, the parts of the workflow will be 
detailed as follows: 

A. Dataset Acquisition 

The method of data collection was done through smart 
meters. The data comes from the daily consumption of electric 
energy belonging to the State Grid Corporation of China 
(http://www.sgcc.com.cn/), which was founded on December 
29, 2002, and which supplies more than 1.1 billion 
inhabitants, covering 88% of the national territory. The 
description of the dataset used is presented in Table II. 

According to Table II, we have the temporality range of 
the data, which comprises from January 1, 2014 to October 
31, 2016 (approximately 147 weeks). The file size is 167 MB 
(175,194,613 bytes) in csv format , with respect to the data 
structure of the dataset is divided into customers who steal 
electricity amounting to 3615 ( 8.55%) and normal customers 
who consume electricity amounting to 38757 (91.5%) of 
which add up the total amount of records in 42372 (total 
customers). 

B. Preprocessing 

Usually, the electricity consumption represented by the 
dataset is constituted in some cases by erroneous and missing 
values and this is caused by problems in smart meters, storage 
with many problems, unreliability in transmission of metering 
data and others [20]. For the recovery of missing values in the 
content of the dataset of the respective research is the 
interpolation method [21] which is represented through the 
following formula 1: 

 (  )  
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    (             )     

 
                                                

                                                                                        
 

                                                                                                                         

 (1) 

Where: 

   : Attribute of electricity consumption data 

NaN: Non-numeric value 

Next, the technique for the recovery of missing data was 
applied, using the average electricity consumption of each 
customer for which missing values were substituted. In 
addition, outliers were found, very different from the rest, 
which were restored using the equation of the three sigma 
rule, shown in the respective formula 2 

 (  )  

{
   ( )       ( )          ( )       ( ) 

           
       (2) 

where: 

std(x) : typical deviation 

avg(x): mean value of x 

 
Fig. 1. Arch Workflow. 

TABLE II. DESCRIPTION DEL  DATASET UTILIZADO 

Description Value 

Temporal range of data 01/01/2014 – 31/10/2016 

Dataset file size 167 MB (175,194,613 bytes) 

Normal customers consuming 

electricity 
38757 (91.5%) 

Customers stealing electricity 3615 (8.55%) 

Total customers 42372 

Cases with missing data Approximately 25%. 
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C. Feature Extraction 

In order to classify the consumers, characteristics were 
extracted from their electricity consumption records. The 
characteristics used were the following: mean, standard 
deviation, peak to peak, skewness, median absolute deviation, 
entropy, and kurtosis. 

D. Data Balancing 

The dataset being used has been found to be imbalanced, 
with a greater amount of data representing people who are not 
stealing electricity compared to those who are stealing, which 
complicates the classification process. To balance the data, 
techniques such as oversampling and undersampling can be 
applied. For oversampling, a technique called SMOTE was 
often used, in which new instances are synthesized from other 
instances using the k-Nearest Neighbors technique [14]. 
However, it is suggested to use a subsampling technique in 
conjunction with the SMOTE technique [15]. For this research 
work on the dataset, the random subsampling technique was 
applied, dividing the data into disjoint training and test sets 
that are randomly partitioned several times [22]. 

E. Classification 

According to [23], the classification process allows to 
obtain different classes, but based on a grouping of outputs 
through one or more input variables. In the research, a set of 
algorithms were applied for this purpose, each of which will 
be detailed below: 

The SVM algorithm is designed to find the optimal 
separating hyperplane between classes based on support 
vectors (extremes of the class distributions). The training data 
are separated into classes using boundaries, which results in 
the maximization of the distance between the various data sets 
and the boundary [16]. 

The training dataset, consisting of n cases represented by 

{x_i, y_i}, i = 1...n, where y_(i)∈{1,-1}, is used to form a 

classifier for accurate generalization. A hyperplane is defined 
as: 

              (3) 

Where there is a normal vector denoted by w and a point x, 
where both are in the hyperplane and b is the bias. And each 
point in the sample must satisfy: 

  (      )      (4) 

The k-Nearest Neighbors algorithm is a supervised 
classification algorithm that classifies or predicts based on 
proximity, which is calculated using various distance metrics 
[17]. In this study, we will use the Manhattan distance, 
defined as: 

                   (   )  ∑ |     | 
 
    (5) 

Random forest is a supervised classification and regression 
algorithm that performs well on classification problems. It 
builds a set of decision trees and bases the final output on 
majority voting in classification problems. The decision tree 
algorithm for regression and classification is constructed by 
evaluating questions and node splits, which contribute to the 
further reduction of Gini impurities when answering [18]. 

Logistic regression is a classification algorithm that aims 
to predict or explain the values of a qualitative target variable 
as a function of a set of qualitative or quantitative explanatory 
variables. It is an extension of linear regression that uses the 
logit function for qualitative classification [19]. The logit 
function is defined as: 

        ( )  
 

      (  )
   (6) 

Following the calculation of the conditional probabilities 
of which one event occurs with respect to the other, is the 
concept of Bayes Theorem of which naive bayes is a 
classification algorithm which is defined by the following 
respective formula: 
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III. RESULTS 

The results were obtained based on the preprocessing of 
the data, totaling 33,009 instances, of which 20% were used 
for testing and 80% for training to predict the respective 
model to be compared. The processed dataset is shown in 
Table III. 

TABLE III. PROCESSED DATASET 

Characteristic Value 

Total Instances 33009 

Train Instances 26407 

Test Instances 6602 

A. Support Vector Machine Algorithm 

After experimenting with different kernels to determine 
the optimal kernel for classification using the Support Vector 
Machine, the results of this experiment are shown in Table IV. 
The RBF (Radial basis function) kernel was chosen. 

TABLE IV. COMPARISON BETWEEN THE ACCURACIES OBTAINED USING 

DIFFERENT KERNELS 

Kernel Accuracy 

Linear 75% 

Polynomial 67% 

RBF 80% 

Sigmoid 72% 

The parameters chosen were "gamma": 0.5 and "C": 100, 
obtaining an accuracy of 81%. Fig. 2 and Table V show the 
results through the classification report and the confusion 
matrix as follows. 

B. K-Nearest Neighbors Algorithm 

Using the Manhattan metric, the best number of neighbors 
for this classification was 5, as shown in Fig. 3, obtaining an 
accuracy of 79%. The results obtained in the confusion matrix 
and ranking report using these two parameters are defined in 
the following graphs (as seen in Fig. 4 and Table VI). 
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Fig. 2. Confusion matrix of the SVM based detection model. 

TABLE V. SVM ALGORITHM CLASSIFICATION RESULT (DETECTION 

MODEL) 

 Precision Recall F1 – score Support 

0 0.83 0.89 0.86 4387 

1 0.75 0.64 0.69 2215 

Accuracy   0.81 6602 

Macro avg 0.79 0.77 0.78 6602 

Weighted avg 0.80 0.81 0.80 6602 

 
Fig. 3. Accuracies obtained using the manhattan metric and different 

numbers of neighbors. 

 
Fig. 4. Confusion matrix of the k-nearest neighbors based detection model. 

TABLE VI. CLASSIFICATION RESULT OF THE K-NEAREST NEIGHBORS 

ALGORITHM (DETECTION MODEL) 

 Precision Recall F1 – score Support 

0 0.86 0.81 0.84 4387 

1 0.66 0.75 0.70 2215 

Accuracy   0.79 6602 

Macro avg 0.76 0.78 0.77 6602 

Weighted avg 0.80 0.79 0.79 6602 

C. Random Forest Algorithm 

The parameters chosen were 'max_depth': 20, 
'n_estimators': 100, 'max_figures': 'auto’, 'criterion'='entropy', 
achieving an accuracy of 80%.  The following classification 
report and confusion matrix are determined by the following 
graphs (Fig. 5 and Table VII). 

The following classification report and confusion matrix 
were generated using the parameters 'max_depth': 20, 
'n_estimators': 100, 'max_figures': 'auto', 'criterion': 'entropy', 
which resulted in an accuracy of 80%. The results are shown 
in Fig. 5 and Table VII. 

 
Fig. 5. Confusion matrix of the random forest based detection model. 

TABLE VII. RANDOM FOREST ALGORITHM CLASSIFICATION RESULT 

(DETECTION MODEL) 

 Precision Recall F1 – score Support 

0 0.81 0.92 0.86 4387 

1 0.79 0.57 0.66 2215 

Accuracy   0.80 6602 

Macro avg 0.80 0.75 0.76 6602 

Weighted avg 0.80 0.80 0.80 6602 

D. Logistic Regression Algorithm 

This model was trained using 1000 iterations and the 
inverse of the regularization strength 'C' as 10, obtaining an 
accuracy of 69%. The classification report and the confusion 
matrix results were obtained, which are determined through 
the following graphs (Fig. 6 and Table VIII): 
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Fig. 6. Confusion matrix of the logistic regression based detection model. 

TABLE VIII. LOGISTIC REGRESSION ALGORITHM CLASSIFICATION RESULT 

(DETECTION MODEL) 

 Precision Recall F1 – score Support 

0 0.69 0.98 0.81 4387 

1 0.76 0.11 0.20 2215 

Accuracy   0.69 6602 

Macro avg 0.72 0.55 0.50 6602 

Weighted avg 0.71 0.69 0.60 6602 

E. Naive Bayes Algorithm 

The default parameters for classification were used for this 
algorithm, obtaining the following results (see Fig. 7 and 
Table IX). 

 
Fig. 7. Confusion matrix of the naive bayes based detection model. 

TABLE IX. CLASSIFICATION  REPORT OF THE NAIVE BAYES BASED 

DETECTION MODEL 

 Precision Recall F1 – score Support 

0 0.68 0.98 0.81 4387 

1 0.73 0.09 0.17 2215 

Accuracy   0.68 6602 

Macro avg 0.71 0.54 0.49 6602 

Weighted avg 0.70 0.68 0.59 6602 

Table X shows a consolidation of the results obtained from 
the percentage values of the accuracy indicator of all the 
proposed models. 

TABLE X. LIST OF RESULTS OF THE ACCURACY VALUES OF THE 

PROPOSED MODELS 

Machine Learning Models Accuracy 

Support Vector Machine 81% 

Random Forest 80% 

K-Nearest Neighbors 79% 

Logistic Regression 69% 

Naive Bayes 68% 

As shown in Table X, the SVM model has a higher 
accuracy indicator score of 81%. 

IV. DISCUSSION 

The research of [6] focused on making a comparison of 
CNN, SVM, LR, RUSBoost models in order to know who has 
the best prediction. The accuracy result of the SVM model 
was 0.772, contrasting with our research that also developed a 
comparison of models such as SVM, RF, KNN, LR and NB, 
having the best accuracy results of 0.81 for SVM and 0.80 for 
RF. If we compare the SVM model results of both researches, 
there is an improvement of 0.038 (3.8%) in favor of the 
present research. Likewise, the research of [8], also makes a 
comparison of models such as CNN-RF, CNN-GBDT, CNN-
SVM, CNN, SVM, RF, LR and GBDT, the SVM model has 
an accuracy of 0.77, compared with the present research, 
achieving an improvement of 0.04 (4%). Next, we have 
another research by [10], which proposes a new model 
(TextCNN) for electricity theft detection and also makes a 
comparison with traditional machine learning models (LR, 
SVM), the SVM model has an accuracy of 0.70, compared 
with the present research, achieving an improvement of 0.11 
(11%). The SVM model has been compared for all research, 
however, this model compared with the research [6], which 
uses the CNN model, results in an accuracy of 0.92 (92%) and 
the research [10], whose model is Text-CNN whose accuracy 
value is 0.90 (90%), although it is true that both have better 
performance, however more computing power is needed when 
identifying consumers who steal electricity. 

V. CONCLUSIONS 

This research proposed an electricity theft detection model 
based on Support Vector Machine using electricity 
consumption information obtained from the State Grid 
Corporation of China, achieving a maximum detection 
accuracy of 81%. 

The models have limitations because it was not possible to 
correctly classify about 25% of the electricity theft cases, 
which may be due to the lack of data on electricity thieves 
compared to those who did not steal electricity. However, we 
attempted to solve this problem using data balancing 
techniques (oversampling and under sampling). 

The experiments conducted show that the system using 
SVM performs better than most of the other prediction 
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systems tested, such as Logistic Regression, Random Forest, 
and K-Nearest Neighbors, while the Naive Bayes model does 
not correctly fit this problem. 
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Abstract—Computer network attacks are among the most 

significant and common threats against computer-wired and 

wireless communications. Intrusion detection technology is used 

to secure computer networks by monitoring network traffic and 

identifying attacks. In this paper, we investigate and evaluate the 

application of four machine learning classification algorithms for 

identifying attacks that target computer networks: DDoS, Brute 

Force Web, and SQL Injection attacks, in addition to Benign 

Traffic. A public dataset of 80 features was used to build four 

machine learning models using Random Forest, Logistic 

Regression, CN2, and Neural Networks. The constructed models 

were evaluated based on 10-fold cross-validation using 

Classification Accuracy (CA), Area under the Curve (AUC), F1, 

Recall, Specificity, and Sensitivity metrics in addition to 

Confusion Matrix, Calibration, Lift, and ROC plots. The 

Random Forest model achieved 98% in the CA score and 99% in 

the AUC score, while the Logistic regression achieved 90% in the 

CA score and 98% in the AUC score. 

Keywords—Machine learning; data mining, cyber security; 

computer networks; intrusion detection 

I. INTRODUCTION 

Computer networks are pivotal in today's world. They 
connect people, machines, and systems on various scales. 
Cisco has estimated that 29 billion devices will be connected 
through computer networks by 2023 [1]. 

However, network communication security is subject to 
being hampered by several novel attacks, which necessitate 
more effective monitoring, detection, identification, and 
prevention of network attacks which remains an unsolved 
challenge in the cyber world. This is due to the variety, 
complexity, and ever-growing sophistication of the technology 
utilized in these attacks. 

Machine learning has successfully solved similar problems 
in various domains and applications [2, 3] using several 
supervised and unsupervised learning algorithms [4-6]. This 
success can be inspired to solve problems in network security 
by detecting and identifying various types of intrusion attacks 
that enable monitoring and prevention of such attacks. 

This work investigates and evaluates the use of machine 
learning technology for detecting and identifying four types of 
network traffic: DDoS attacks, SQL Injection, Brute Force 
Web attacks, and Benign Traffic. Four machine learning 
techniques were applied in this study. These include Random 
Forest (RF), Logistic Regression (LR), CN2 Rules Inducer, and 

Neural Networks (NN). The constructed models were then 
evaluated based on Classification Accuracy (CA), Area Under 
the Curve (AUC) [7], Precision, Recall, and F1 metrics [8]. A 
confusion matrix was also created for each constructed model 
[9]. The Calibration, Lift, and Receiver Operating 
Characteristic (ROC) curves were used to compare and 
confirm the validity and robustness of the created models [10]. 

The dataset in this work was sampled from a publicly 
simulated big dataset which was created by the 
Communications Security Establishment (CSE) and the 
Canadian Institute of Cybersecurity (CIC) for Intrusion 
Detection Systems (IDS). The dataset was published under the 
name CSE-CIC-IDS2018  [11, 12]. The original dataset 
comprises 16 million samples described using 80 features 
related to the traffic flow on the network [13, 14]. The dataset 
was acquired using the Amazon Amazon Web Services (AWS) 
Command Line Tool (CLI) [12] and underwent intensive 
processing involving intensive filtering, sampling, integration, 
and randomization procedures. It was then explored to examine 
its quality, distribution, and potential. The sampled data covers 
three types of attacks: (1) Distributed Denial of Service 
(DDoS) Low Orbit Ion Cannon (LOIC)  Datagram Protocol 
(UDP), which is referred to as DDOS LOIC-UDP attacks; (2) 
Structured Query Language (SQL) Injection attacks; (3) Brute-
Force Web attacks in addition to Benign Traffic. 

Research Problem: Network attacks are difficult to detect 
and identify using normal network hardware and software 
tools. Differentiating normal Traffic from network attacks is a 
complex task that might create threats to network security and 
interrupt services. 

Research Question: Can machine learning classification 
algorithms detect and identify network attacks based on the 
numerous characteristics of network traffic flow? 

Research Objectives: Investigate and evaluate the use of 
four machine learning algorithms for detecting and identifying 
common types of network attacks. The resulting models can be 
embedded in the network firewall, proxies, routers, and other 
security tools, suites, and solutions. 

Research Contribution: 

1) Creating successful machine learning models that can 

be used for detecting and identifying types of network attacks. 

2) Identifying significant traffic features can be used as 

predictors for identifying and detecting network attacks. 
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Section II provides a theoretical framework for the 
conducted research, while Section III reviews the related work. 
Section IV describes the dataset, while Section V describes the 
research methodology applied in the study. Section VI 
describes the research results, Section VII discusses the 
obtained results, and Section VIII draws a conclusion and 
comments on the limitation and the future work which can 
extend this study. 

II. RELATED WORK 

This section reviews five of the most relevant works on 
intrusion detection using machine learning. 

A study was reported in [15] which aimed at investigating 
the use of A Convolutional Neural Network (CNN) and 
Recurrent Neural Networks for detecting denial service (DoS) 
attacks using the CSE-CIC-IDS2018 and Knowledge 
Discovery in Databases (KDD) Cup 1999 data. The 
Convolutional Neural Network (CNN) model detected the 
Denial of Service (DoS) attacks using the CSE-CIC-IDS2018 
dataset with a CA score of 91.5% and 99% using the KDD Cup 
99 dataset. On the other hand, the Recurrent Neural Network 
(RNN) model could classify the CSE-CIC-IDS2018 with a CA 
score of 65% and a CA score of 93% based on the KDD Cup 
99 dataset. 

In [16], Andercut reported applying the K-Nearest 
Neighbor (KNN) algorithm in identifying attacks from benign 
Traffic with a CA score of 99% using 9/10 of the files in the 
CSE-CIC-IDS2018 dataset. However, the model scored a CA 
score of 72% using one of the files in the dataset. 

The Iterative Dichotomiser 3 (ID3) and Naïve Bayes 
algorithms were used in [17] to detect four attack classes and a 
normal traffic class using the KDD Cup 99 dataset. The study 
reported a CA score between 97% and 99% in classifying 
Probe, DoSm R2L, and Normal classes and 94% in predicting 
attacks that belong to the U2R class. 

A study reported using K-Nearest Neighbor Classifier 
(KNN), Naïve Bayes, Adaboost with Decision Tree, Support 
Vector Machine, and Random Forest using CSE-CIC-IDS2018 
in identifying portrayal botnet attacks with a reported accuracy 
of 99% [18]. 

A study in [30] reported using KNN, Random Forest, and 
Logistic Regression to identify botnet and infiltration attacks 
using the CSE-CIC-IDS2018 dataset. The applied algorithms 
identified the attacks with a CA score of 90%. 

The related work analysis shows that most of the surveyed 
studies were conducted to identify a subset of the attacks in the 
CSE-CIC-IDS2018 and KDD Cup 99 datasets with a CA score 
ranging from 65% to 99%. However, most studies that reported 
high CA scores aimed at identifying only one or two types of 
attacks. 

Furthermore, the performance of the applied machine 
learning techniques scored better when they were applied to the 
KDD Cup 99 dataset, which contains much fewer samples and 
much fewer features than the CSE-CIC-IDS2018 dataset. On 
the other hand, most of the reported studies used the CA metric 

to evaluate the performance of their reported models, while 
some used other metrics only to confirm the CA score. 

III. THEORETICAL FRAMEWORK 

Here we provide a brief overview of the concepts related to 
network intrusion attacks and the machine learning techniques 
applied in this study. 

A. Network Attacks 

Network attacks are ″a set of malicious activities that 
disrupt, deny, degrade, or destroy information and services in a 
computer network.″ The attacks are usually carried out by 
sending streams of data that intrudes to affect the availability, 
integrity, privacy, and secrecy of the services and data 
communicated through the targeted network [19]. Four types of 
computer network traffic are investigated in this work: Benign, 
DDos-LOIC-UDP, Brute-Force-Web, and SQL Injection 
attacks. 

 Brute-Force Web: attacks that aim at cracking 
vulnerable computer networks that depend on weak 
user credentials, which consist of weak usernames and 
passwords [11, 20, 21]. 

 Distributed Denial of Service (DDoS): attacks designed 
to target network or web servers with limited 
bandwidth by overwhelming them with requests from 
tens or hundreds of distributed URL addresses [11, 22, 
23]. DDOS LOIC-UDP stands for Distributed Denial 
of Service (DDoS) Low Orbit Ion Cannon (LOIC)  
Datagram Protocol (UDP). 

 SQL Injection: stands for Structured Query Language 
(SQL) attacks. It works by injecting code into 
databases to gain unauthorized access to data by 
executing unsolicited queries or damaging the integrity 
of your database [11, 24-27]. 

 Benign Traffic: generated to realistically simulate the 
normal and usual behavior of human users in a typical 
and normal computer network [11, 16, 19]. 

B. Machine Learning 

 Machine learning is an artificial intelligence field that 
aims to mimic the human learning process by creating 
algorithms fed with data [28]. Machine learning 
techniques are divided into two categories: supervised 
and unsupervised. While supervised learning aims to 
find patterns in pre-labeled data, unsupervised learning 
depends on finding patterns based on data self-labeling 
[2, 3, 5]. 

 Random Forest: An ensembled supervised learning 
technique for regression, classification, and feature 
ranking. The Random Forest algorithm builds multiple 
trees created based on a recursive partitioning approach 
that divides the feature space into several regions that 
encapsulate a set observation with relative values of 
responses. The random-forest algorithm is applied to 
many variables with hard-to-analyze relationships 
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[29-31]. Random Forest were applied by recent studies 
in detecting intrusion attacks [32-35]. 

 Logistic Regression: A supervised learning algorithm 
that works by assuming a non-linear relationship 
between features using a logit function that is used to 
predict the probability of data belonging to a 
predefined class which is assigned a value between 0 
and 1 and then labeled with the closest value (0 or 1). 
Unlike linear regression, Logistic Regression can be 
applied to numerical and nominal data [36]. Examples 
of recent studies that reported the successful use of 
Logistic Regression in intrusion detection are available 
in [6, 34, 37]. 

 CN2: A rules induction algorithm that aims at inducing 
simple and understandable rules in the form of (if-then-
statements). The CN2 algorithm is used for solving 
classification problems and is known for its ability to 
handle noise in data [38]. A recent comparative study 
reported using CN2 in network security [39]. 

 Neural Networks: A supervised machine learning 
technique that simulates thinking in the brain. It 
consists of interconnected neurons organized into a set 
of layers that input, output, and one or more hidden 
layers. The algorithm can achieve learning by example 
by adjusting the triggering weights assigned to the 
neurons using a sigmoid function and then adjusting 
through backpropagation. Neural Networks can solve 
regression and classification problems [40, 41]. Several 
example studies reported that the neural networks 
technique was successful in detecting network 
intrusion attacks [18, 42, 43]. 

IV. DATASET 

The original dataset in this research is a simulated public 
dataset published by the Communications Security 
Establishment (CSE) and the Canadian Institute of 
Cybersecurity (CIC) for Intrusion Detection Systems (IDS) 
under the name CSE-CIC-IDS2018 dataset. The dataset was 
collected over a sixteen-day period which extends between 
14/02/2018 and 20/03/2018. 

The data was labeled with the date of its recording and then 
stored in a Comma Separated Values (CSV) file corresponding 
to that date. The dataset can be described as big data as it 
consists of 16 million records distributed over 80 features 
which cover: attack type, time stamp, protocols, and number, in 
addition to 76 other features which are related to the typical 
flow and Traffic of data in a computer communication network 
such as flow duration, packet number, bytes number, size of 
the packet, etc. More details about the original dataset can be 
found in [13, 14]. 

The dataset was sampled as a representative sample of the 
original data. The sampled dataset consists of 1,359 records. It 
covers three types of network attacks: (1) DDOS LOIC-UDP 
attacks; (2) SQL Injection attacks; (3) Brute-Force Web attacks 
in addition to Benign Traffic. 

V. METHODOLOGY 

The method applied in this study consists of five stages that 
correspond to the typical phases of popular data mining process 
models [2, 44], which cover: (1) Data acquisition, (2) Data 
preprocessing, (3) Data exploration, (4) Model construction; 
and (5) Model evaluation. Fig. 1 illustrates the applied research 
method and its involved five stages. 

A. Data Acquisition 

The data acquisition procedures involve obtaining the 
dataset by accessing, downloading, and storing it in the proper 
file format. The dataset is stored on Amazon AWS and was 
obtained using the AWS CLI tool [12]. 

B. Data Preprocessing 

Due to the vast number of records in the dataset, which 
consists of 16 million records, the dataset must be treated as 
big data. The data needs intensive preprocessing procedures, 
which involve data filtering, randomization, sampling, and 
combining to construct a representative and informative dataset 
which can be used to construct useful models that can achieve 
excellent performance while avoiding both under-fitting and 
over-fitting through achieving balance in class distribution [5]. 

C. Data Exploration 

Data exploration aims at prospecting the dataset and 
examining its quality, distribution, and potential toward 
achieving the desired machined learning objectives. 

The data exploration procedures involve investigating and 
visualizing the dataset distribution to confirm the sufficiency of 
the dataset in each predicted class and to ensure the balance of 
samples in each class. 

The relationship between variables is also visualized and 
examined using projection plots to uncover relationships 
between the data set features. The data exploration also 
involves assessing the importance of dataset features and their 
contribution toward enhancing the power of the classifier's 
prediction. Applied variable importance algorithms include the 
popular information gain (IG) and Gini algorithms. 

 
Fig. 1. The five stages of the applied research method. 
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D. Model Construction 

The model construction phase will involve building four 
prediction models using four classification algorithms which 
include (1) Random Forest; (2) Logistic Regression; (3) CN2; 
and (4) Neural Networks. 

E. Model Evaluation 

The model evaluation phase involves scoring the 
performance of all the constructed classification models using 
Classification Accuracy (CA), Area Under the Curve (AUC), 
and F1 metrics [7, 45]. The equation for calculating the 
classification accuracy (CA), Precision, Recall, and F1 are 
described by Equations 1, 2, 3, and 4. 

Classification Accuracy (CA)=  TP+TN/ N     (1) 

Precision= TP/(TP+FP)      (2) 

Recall= TP/(TP+FN)    (3) 

F1= 2TP/2TP+FP+FN    (4) 

Where TP represents the number of samples classified as 
belonging to the assigned class, TN represents the number of 
samples classified as not belonging to the assigned class. N is 
the total number of samples. 

In addition to constructing a confusion matrix [9]  for each 
successful model, the performance of all models is visualized 
and confirmed using the Lift, Calibration, and ROC curves 
[10]. 

VI. RESULTS 

A. Data Acquisition Results 

The CSE-CIC-IDS2018 dataset [13] was downloaded using 
the AWS CLI tool from the Amazon AWS website [12]. The 
dataset is managed by the Canadian Institute of Cybersecurity 
(CIC) [14]. The data was exported and stored in 10 CSV files. 
Each file was labeled with a name that represents the data 
acquisition date. 

B. Data Preprocessing Results 

The data processing procedures involved combining the 
dataset into one file and then filtering the dataset to contain the 
dataset records that correspond only to the three classes of 
attacks considered in this study in addition to a benign class: 
and excluding all other records. 

The resulting dataset was filtered once again and then 
spitted into four datasets, each representing only one attack 
classification to the benign class. Each of the four datasets was 
stored in a separate CSV file which was then loaded and 
sampled using a stratified random method that involved 
dividing the dataset into several homogeneous groups. The size 
of each sample size is a maximum number of 400 records. This 
number was set to tackle the dataset's size complexity due to 
the Computer’s limited power in this experiment. 

The four resulting datasets were then randomized and then 
combined in a single dataset that was stored again in another 
CSV file which contains a total of 1359 records, where 400 
records represent each of the DDOS LOIC-UDP, Brute Force 
Web, and Benign classes, and 159 records represent the entire 
dataset recorded for the SQL Injection attack class.  

C. Data Exploration Results 

The data exploration involved examining the dataset 
quality, its trends and distribution, and finding the correlation 
and association between the dataset features. 

The sampled dataset consists of 1,359 samples distributed 
over four classes. Each class contains 400 samples, except the 
SQL Injection, which contains only 159 classes, representing 
100% of the samples recorded in the original dataset. The 
sampled dataset has n and use and no significant outliers. Fig. 2 
illustrates the distribution of the dataset over the four assigned 
classes. 

The dataset trends were analyzed using the data projection 
method, which involves projecting the data samples over four 
selected dimensions. The projection results show a 
considerable influence on the time feature and the packet 
lengths, as shown in Fig. 3. This result was consistent with the 
variable importance calculated based on the Information Gain 
and Gini. 

The variables were also ranked using Gini and Information 
Gain (IG) algorithms. Both algorithms agreed on ranking the 
top four important features, including Fwd Pkt Len Max, Tot 
Len Fwd Pkts, Subflow Fwd Byts, and Fwd Header Len. 

The Gini algorithm ranked the Timestamp feature as 
number nine, while information ranked it as a number. On the 
other hand, while Gini ranked the number of the forwarded 
bytes sent in the initial window as number seven, the 
Information Gain algorithm ranked it as number nine. 
Analyzing the variable's importance ranking results was useful 
in prospecting the dataset's potential in predicting the attack 
classes. Table I ranks the top-ten features based on Gini and 
Information Gain variable importance ranking algorithms. 

TABLE I. TOP-TEN VARIABLE IMPORTANCE RANKING 

# GINI Ranked Feature Score 
Information Gain 

Ranked Feature 
Score 

1 Fwd Pkt Len Max 0.796 Fwd Pkt Len Max 1.56 

2 TotLen Fwd Pkts 0.72 TotLen Fwd Pkts 1.43 

3 Subflow Fwd Byts 0.72 Subflow Fwd Byts 1.43 

4 Fwd Header Len 0.72 Fwd Header Len 1.36 

5 Fwd Pkt Len Mean 0.70 Timestamp 1.33 

6 Fwd Seg Size Avg 0.70 Fwd Pkt Len Mean 1.30 

7 Fwd Win Byts 0.68 Fwd Seg Size Avg 1.30 

8 Pkt Len Max 0.68 Pkt Len Max 1.29 

9 Timestamp 0.66 Fwd Win Byts 1.26 

10 Tot Fwd Pkts 0.62 Tot Fwd Pkts 1.22 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

430 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Distribution of dataset records over the selected four classes. 

 
Fig. 3. An example of samples projection over an asset of four features. 
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D. Model Construction Results 

Four models have been constructed in this study using four 
classification algorithms which include: Neural Networks, 
CN2, Logistic Regression, and Random Forest. The 
constructions of the Logistic Regression and Random Forest 
were the fastest, while the construction of the neural networks 
was the slowest, and the CN2 model was the second slowest. 

E. Model Evaluation Results 

The four created models were evaluated using three 
performance metrics: Classification Accuracy (CA), Area 
under the Curve (AUC), and F1. 

The Random Forest model performed best with a CA score 
of 98%, an AUC score of 99%, and an F1 score of 98%. The 
Logistic Regression model scored the second-best 
performance, scoring 90% in the CA metrics, 98% in the AUC 
metrics, and 91% in the F1 metrics. 

The CN2 achieved satisfactory results with a CA 
performance of 70%, an AUC performance of 94%, and an F1 

performance of 63%, while the neural network model failed to 
achieve satisfactory results. Table II shows a comparison 
between the performances of the four constructed models. 

The confusion matrices of the three successful models 
confirm the validity of the models for predicting the 
classification of all classes except the CN2 model, which failed 
to predict the Benign class. At the same time, it performed 
excellently in predicting the three other classes. 

The confusion matrix of the CN2 model is illustrated in 
Table III. It shows that it performed well in predicting all 
attacks but poorly in predicting benign Traffic. On the other 
hand, its confusion matrix is illustrated in Table IV; despite the 
excellent performance of the Logistic Regression model in 
predicting Benign Traffic, Brute-Force Web, SQL Injection, 
and DDOS attacks. Shows its inferior performance in 
predicting Brute-Force Web attacks. The confusion matrix of 
the Random Forest model shown in Table V was the best, as 
the model performed excellently in predicting all classes. 

TABLE II. CLASSIFICATION MODELS PERFORMANCE 

Model AUC CA Precision Recall F1 

Random Forest 0.99 0.98 0.98 0.98 0.98 

Logistic Regression 0.98 0.90 0.94 0.90 0.91 

CN2 Rule Inducer 0.94 0.70 0.82 0.71 0.63 

Neural Network 0.50 0.27 0.27 0.28 0.27 

TABLE III. CN2 MODEL CONFUSION MATRIX 

Predicted  

A
ct

u
a
l 

 Benign DDOS attack-LOIC-UDP Brute Force -Web SQL Injection Sum 

Benign 4 1 49 346 400 

DDOS attack-LOIC-UDP 1 399 0 0 400 

Brute Force -Web 0 0 298 2 400 

SQL Injection 0 0 4 159 159 

Sum 5 400 447 507 1359 

TABLE IV. LOGISTIC REGRESSION CONFUSION MATRIX 

Predicted  

A
ct

u
a

l 

 Benign DDOS attack-LOIC-UDP Brute Force -Web SQL Injection Sum 

Benign 399 0 1 0 400 

DDOS attack-LOIC-UDP 0 399 0 0 400 

Brute Force -Web 0 0 275 125 400 

SQL Injection 0 0 4 155 159 

Sum 399 399 281 280 1359 

TABLE V. RANDOM FOREST CONFUSION MATRIX 

 Predicted  

A
ct

u
a
l 

 Benign DDOS attack-LOIC-UDP Brute Force -Web SQL Injection Sum 

Benign 398 0 1 0 400 

DDOS attack-LOIC-UDP 0 400 1 0 400 

Brute Force -Web 0 0 385 15 400 

SQL Injection 0 0 3 156 159 

Sum 399 399 281 280 1359 
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Fig. 4. An example sieve plot that shows the performance of the random. 

A sieve plot was constructed for the Random Forest model 
to visualize the model performance, shown in Fig. 4. The 
correctly classified samples are represented by blue rectangles. 
In contrast, the wrongly classified samples are shown in red 
colors. The size of the rectangles corresponds to the size of the 
classified samples. 

The Calibration curve, shown in Fig. 5 also confirms the 
validity and robustness of the constructed models. The closest 
the curve to the logistic function curve is, the better. While the 

Random Forest and Logistic Regression both show excellent 
performance, the performance of the CN2 model is relatively 
modest. In contrast, the performance of the Neural Network 
model was inferior as it appears as a straight flat line in the 
plot. 

The Lift curve shows the relation between the predicted 
positive samples and those positive. The Lift curve in Fig. 6 
confirms the validity of the Random Forest and Logistic 
Regression models. They both have excellent curves, and while 
the CN2 model shows a fluctuating curve, the neural network 
model performance was poor. This is demonstrated by their 
excellent lift curves showing the relationship between the 
predicted positive samples and those that are positive. While 
the CN2 model shows a fluctuating curve, the neural network 
model performance was inferior. 

The ROC curve in Fig. 7 confirms the robustness and 
consistency of the performance of the constructed models, 
where the Random Forest model achieves the best 
performance. The region under its curve covers a large portion 
of the chart, followed by the Logistic Regression and CN2 
model. However, the performance of the neural networks 
model was poor as its ROC curves pass through the baseline of 
the middle region, which indicates that its performance 
matches the performance achieved by a random model. 

The region under the curve of the Random Forest model is 
the largest in the ROC chart, followed by the Logistic 
Regression and the CN2 models, respectively. The curve of the 
neural networks model was found to be poor as its performance 
curve passes through the baseline of the ROC, which matches 
the performance of a random stochastic model. 

 
Fig. 5. Calibration curve shows the performance of the four constructed classification models. 
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Fig. 6. A lift curve that shows the performance of the four constructed classification models. 

 
Fig. 7. The ROC curve of the constructed models. 
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VII. DISCUSSION 

The results of this study confirmed the validity of the 
applied machine learning algorithms for detecting and 
identifying three classes of network attacks and a benign class 
depending on several features related to computer traffic. 

Furthermore, the variable importance ranking results 
conducted using GINI and Information Gain successfully 
identified Fwd Pkt Len Max, Tot Len Fwd Pkts, Subflow Fwd 
Byts, and Fwd Header Len. As the most prominent features for 
identifying network attacks. This result is consistent with the 
data exploration stage findings and the network security 
domain knowledge discussed in the literature [18, 46]. 

The Random Forest classifiers scored a CA score of 98%, 
while the Logistic Regression model scored a CA score of 
90%. The Random Forest model achieved an AUC of 99%, 
while the Logistic Regression model achieved 98%. On the 
other hand, the CN2 model scored a modest CA performance 
of 70%, while the Neural Network model failed with a CA 
score of only 27%. The robustness of the Random Forest and 
Logistic Regression algorithms in creating the two most 
successful models was confirmed by the excellent performance 
shown in the confusion matrix for the two models and the 
results of the Lift and Calibration curves. 

When comparing the results of this study with the results of 
other studies reported in the literature, in this respect, the 
results reported in this study outperformed all the excellent 
results reported in the surveyed literature. While most of the 
surveyed studies which achieved high CA Scores focused on 
identifying one or two types of network attacks. For example, 
the surveyed study reported in [15] aimed at detecting denial of 
service (DoS) attacks, while the study reported in [16] aimed at 
distinguishing benign Traffic from network attacks. The study 
reported in [30] aimed to distinguish botnets from infiltration 
attacks, while the study reported in [18] aimed to identify 
portrayal from botnet attacks. In comparison, the Random 
Forest model that was created in this work was successful in 
identifying four classes of network traffic: (1) Brute-Force 
Attacks; (2) Distributed Denial of Service Attacks (DDoS); (3) 
SQL Injection Attacks; and (4) Benign Traffic with an 
excellent 99% CA accuracy and 98 AUC. 

In addition, the result of this study is quite significant when 
considering the type of dataset used in this study. This study 
was applied using a sample of the CSE-CIC-IDS2018 dataset, 
which is more challenging than the KDD Cup 99 that was used 
in some of the studies as reported in [15, 17] since CSE-CIC-
IDS2018 is larger and it also has more features when compared 
to the  KDD Cup 99 dataset. 

However, the limitations of this study come from its 
dependence on using simulated data rather than real-world 
ones. In addition, the other important constraint in this study 
was the limited computational power of the standard PCs, 
which caused some issues related to the long execution time 
while experimenting. 

VIII. CONCLUSION 

This work has successfully investigated and evaluated the 
use of four machine learning algorithms: Random Forest, 
Logistic Regression, CN2, and Neural Networks for detecting 
and identifying three types of network traffic attacks: DDoS, 
Brute-Force Web, and SQL Injection, in addition to Benign 
Traffic. 

The study provided a positive answer to the research 
question and successfully achieved the research objectives. 
Four machine learning algorithms were applied to a 
randomized sample of the CSE-CIC-IDS2018 dataset: Random 
Forest, Logistic Regression, CN2, and Neural Networks. 
Random Forest scored a CA score of 98%, while Logistic 
Regression scored 90%. Random Forest scored 99% in the 
AUC metric, while Logistic Regression scored 98%. 

The results obtained in this study contribute towards 
solving some of the most important problems in computer 
network traffic and cyber security. These contributions can be 
summarized as (1) Creating successful machine learning 
models that can be deployed to detect and identify three types 
of network attacks based on network traffic data; (2) 
Identifying significant network traffic features that can be used 
as predictors for providing fast, accurate and reliable detection 
and identification of network attacks. These contributions can 
contribute towards developing solutions that help for 
preventing, monitor, and mitigate harmful computer network 
attacks, which affect the reliability, efficiency, and availability 
of the services provided by computer networks. 

The practical use of the successful results that are reported 
in this study implies deploying the two most successful models 
reported in this study: Random and Logistic Regression, by 
embedding them in a network router, security suit, proxy, or 
firewall system in order to detect, identify or filter network 
traffic that creates a potential threat to the network. 

Future work could be conducted to cover more machine 
learning techniques and more types of network attacks. In 
addition, a more real-world dataset can also be used rather than 
depending only on a simulated one. In addition, more powerful 
computers can also be used to conduct the same or a 
comprehensive study on the entire dataset rather than on a 
sample of it. 
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Abstract—Seagrass ecosystems are coastal ecosystems with 

high species diversity, especially fish. Fish diversity determines 

the abundance of communities based on the number of species. 

Detection of fish directly (in-situ) and conventionally by catching 

them requires more energy, costs, and relatively needs time. 

Therefore a computer vision method is needed that can detect 

fish well using underwater images. The fish detection model used 

Masked-Otsu Thresholding, HSV color space with closing 

techniques in morphological operations. The dataset is in the 

form of 130 underwater images, divided into 80% training data 

and 20% testing data. The test results showed a model accuracy 

value of 0.92, Precision value of 0.84, Sensitivity value of 0.93, 

and F1 Score of 0.88. With these results, the model could detect 

fish in the seagrass ecosystem. 

Keywords—Fish Detection; HSV color space; masked-otsu 

thresholding; morphological operation; seagrass ecosystem 

I. INTRODUCTION 

Seagrass ecosystems are ecosystems in coastal areas with a 
high diversity of species, especially fish. These varieties are 
variations in how species interact with each other in their 
environment. Diversity indices are useful for determining 
abundance in a community based on the number of species in a 
location, such as the research of R. Machrizal et al. on the 
diversity of macrozoobenthos species[1], fish assemblages[2],  
seahorses species[3], sea cucumber[4]. Detection and 
classification of fish in seagrass ecosystems are done manually 
by fishing, photographing, recognizing, and recording in the 
ledger. This technique is quite good but takes a long time and 
costs a relatively high amount. Therefore, computer vision 
techniques and digital image processing will be very helpful. 

The underwater environment is more complex than the 
above-water surface. Sunlight entering the water will undergo 
absorption and dispersal of light by water media and floating 
particles in water. The light absorption and dispersal effect 
results in color distortion, low contrast, and blur in the resulting 
underwater image[5]. In addition, the difference in attenuation 
causes the underwater image to be bluish, greenish, or other 
colors. In addition, the image contains foreground and 
background caused by the placement of the camera, which is 
difficult to get close to the observation object. That observation 
object will be smaller than the background image. Caused bias 
in the object detection process. It is challenging to make 
underwater observations using both underwater images and 
videos. 

One solution to separate the background to get the desired 
object is to use an image segmentation technique based on RoI 
(Region of Interest). One of the RoI segmentation techniques is 
the Otsu Thresholding method. The otsu method[6] aims to 
automatically segment the histogram value of the grayish 
image in two different regions by entering a threshold value. 
After the background has been successfully separated, this 
value is used to detect objects. 

Fish detection has been carried out [5][7][8][9] using fish 
data taken on land, namely by taking photos of fish manually 
or taking data in an aquarium that has good lighting. In 
addition, research on fish detection using underwater video was 
carried out by [10][11]. Retrieving datasets in a limited 
environment (aquarium) results in a simpler background and 
foreground. Data collection in the original environment, such 
as in the seagrass ecosystem, has a more complex background, 
such as the color of fish objects similar to seagrass leaves or 
water. 

This study used primary data from UTS (Underwater 
Televisual System) equipment on Beralas Pasir Island, Bintan 
Regency, Riau Islands, Indonesia. In this study, underwater 
image data is used, with the area of fish observation objects, 
seagrass leaves, and transects. Analysis of the underwater 
image dataset used in this study, it can see that fish objects 
swimming between seagrass leaves have a color that is almost 
similar to the color of water or seagrass leaves, that the shape 
of the fish tends to be smaller (narrow object area) compared to 
the image background, this makes it difficult to detect it, 
therefore to remove the background of the underwater image 
and obtain the detection object, then otsu thresholding is used. 
The use of HSV color space and morphological operation to 
obtain a range of HSV values used for area detection of fish 
objects. This study aims to create a fish detection model 
associated with seagrass beds on Beralas Pasir Island, Bintan 
Regency, Riau Islands, Indonesia, using Masked-Otsu in HVS 
color space. By determining research questions as follows: 

R1: How to segmentation of fish objects with an 
underwater image background using the masked-otsu 
algorithm. 

R2: How to detect fish by applying a range of HSV values 
and object contours through morphology operation. 
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II. RELATED WORKS 

Research on fish detection in seagrass ecosystems has been 
widely practiced. Most of this research is still done manually, 
namely by catching fish, being photographed, recognized, and 
recorded in books. The results have been good, but it requires a 
lot of time and cost [12][13][14][15][16]. 

Recently, the use of machine learning and deep learning for 
fish detection has been widely carried out, and extensive 
resources and longer time consumption have become 
considerations in this technique. Meanwhile, digital image 
processing techniques such as segmentation that can separate 
the background and foreground with less time consumption can 
be further developed. 

Petrelis Nikos [17] in 2021, utilizing image processing and 
deep learning techniques to estimate the length, height, and 
area of fish through fish morphological features and CNN 
methods, fish objects are visible in shape, and the system built 
has estimation errors of 1.9% and 13.2%. In 2021, Shoffan 
Saifullah et al. [7] detected fish through morphological 
operation and K-Mean segmentation, using photos of fish taken 
on land so that fish objects were visible, obtaining an SSMI 
distribution value of 0.9994. Heningtyas research et al. in 2020 
[8], using the Expectation Maximization (EM) segmentation 
algorithm, photos of fish objects taken from an aquarium with 
good lighting obtained an accuracy of 89.14. Kartika et al. in 
2016 [9] classified Koi fish using Naïve Bayes and SVM using 
K-Fold Cross Validation in HSV space; The Koi Fish image 
was taken on land, and the study results had a success rate of 
0.968. Anggraeny research et al. in 2020 [18] detected fish 
with the Histogram of Oriented Gradients (HOG) algorithm 
and AdaBoost-SVM, the accuracy of which was achieved at 
0.848. In this Studi, we propose a masked-otsu thresholding 
segmentation technique to separate objects from the 
background. The object area is divided into 3, namely the fish, 
seagrass leaf, and transect areas. After the object is separated 
from the background, fish detection uses upper and lower HSV 
color space values and morphological operations with the 
closing technique. The contribution of this study is to detect 
fish in complex dynamic environments, namely in seagrass 
ecosystems, by separating the background of underwater 
imagery to obtain fish objects. 

III. RESEARCH METHODOLOGY 

Broadly speaking, this research consists of several stages, 
namely: Starting from collecting datasets in the form of 
underwater images with a size of 620x480 pixels as many as 
130 RGB image data, Fig. 1 shows the system flowchart, and 
Fig. 2 shows the original underwater image. 

The original underwater image is cropped at the top to 
remove the color of the water so that the cropping image is 
620x330 pixels. This image is later used to detect fish in a 
seagrass frame. Furthermore, this dataset will be divided into 2, 
namely Data Training as much as 80% and Data Testing as 
much as 20%. 

 
Fig. 1. Research phases. 

 
Fig. 2. Original underwater image. 

The third step converted the RGB image to Grayscale. 
Then, the grayscale image was converted again into a binary 
image using the Otsu Threshold Method to separate objects 
(fish) from the background; a threshold value of 120/255 or 
0.47 was used. 

In the training stage, a search for HSV value range values is 
performed to detect fish areas, using masking areas and 
morphological operations. The morphological operation used is 
a closing operation to close gaps or remove small holes 
between contours so that it can soften a large object without 
changing the object significantly. 

The equation of the closing operation with the notation A 
(original image) and B (structuring element) is as follows:  

                 (1) 

Dimension search for detecting objects using the HSV 
value range is by setting the Upper and Lower values based on 
the reference object (fish) specified in the thresholding process. 
The testing stage will be implemented value at range 
determination is done by paying attention to the area of the 
object to be detected; if the range is too wide, then unwanted 
objects will appear; on the other hand, if the range is too 
narrow, cannot detect the object. 
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In the testing phase, the masked-otsu threshold result 
image, given masking, namely the area that is included in the 
HSV value range that has been obtained previously set as the 
object dimension. Then the morphological process of closing 
the area object is carried out; if the contour value is> 300 
pixels, it will be marked as fish. The last step is to evaluate by 
looking for Accuracy, Precision, and Recall values from fish 
detection models in the seagrass ecosystem. Accuracy, 
Precision, and Recall using the confusion matrix are as 
follows: 

           
       

           
   (2) 

            
  

     
   (3) 

               
  

     
    (4) 

              
                       

                       
  (5) 

Where TP (True Positive) is the number of fish objects 
successfully detected, TN (True Negative) is the number of 
non-fish objects (seagrass and transects) detected as non-fish 
objects, FN (False Negative) if the fish object is not 
successfully detected as fish. Finally, FP (False Positive) refers 
to the object that is not fish (seagrass or transect) and is 
recognized as fish. 

IV. RESULT AND DISCUSSION 

The data set used in this study is in the form of an 
underwater image with a size of 640x480 pixels, as many as 
130 RGB image data, after cropping the original image's 
dimensions to 640x330 pixels. Each image is divided into three 
sample areas: fish, seagrass, and transect. After the dataset is 
formed, the next step is to cut the top of the image to remove 
the color of the water so that later this image is used to detect 
fish in the seagrass frame. Fig. 3 shows the change of the 
original image to a threshold image with masked-otsu in RGB 
space. 

The dataset is divided into 80% for the training stage, 104 
underwater images, 20% for the testing stage, or 26 images. All 
of these images will be thresholds, then at the image training 
stage, as many as 104 are used to train the model so that it can 
detect fish objects; the HSV value range is obtained as follows: 

Lower = [74,83,190] 

Upper = [88,99,230] 

This value is implemented in the data test, after which 
masking the area for the object's dimensions is included in the 
HSV value range. Then a closing operation is carried out to 
close the gap between the contours so that the corresponding 
object contour is obtained, namely the contour value > 300 
pixels marked as fish. While if the contour value <= 300 will 
be discarded. Fig. 4 shows the fish detection process starts by 
changing the RGB image from implementing Otsu 
thresholding to HSV color space, masking area, and operation 
morphology until the fish object is successfully detected. 

At the training stage, the accuracy level is calculated using 
Equation (2) with 104 underwater image data covering three 

area objects: Fish, Seagrass, and Transect. The total area used 
is 314 areas. Based on the experiments, an accuracy of 0.91 or 
91% was obtained, which means that the model can correctly 
predict the area of objects (fish, seagrass, and transects) 
(Positive). 

Meanwhile, at the testing stage, a dataset of 26 underwater 
images was used. Fig.  5. Show a confusion matrix for testing 
data. 

 
Fig. 3. Change of original Image to threshold image in RGB space. 

 
Fig. 4. Fish detection process. 

 
Fig. 5. Confusion Matrix on testing data. 
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Fig. 6. False Negative (FN) on testing data. 

 
Fig. 7. False Positive (FP) on testing data. 

The FN error appears when the model cannot detect the fish 
object as a fish, as in Fig. 6. Meanwhile, FP occurs because the 
model states a non-fish object as a fish, where the non-fish 
object can be seagrass or transect. Fig. 7 shows False Positive. 

Based on Table I of the data testing results, there is an 
increase in the percentage of data testing accuracy values 
compared to the results of training data experiments by 1%. 
This increase in accuracy percentage is not significant, so the 
model created is already optimal. The detection error rate is 
0.08 or 8%. This detection error is caused by the presence of 
FN and FP on the model. The error arises because the area of 
the fish to be detected is narrow, blurry, and unclear; besides 
that, the shape and color of the fish are almost the same as the 
seagrass leaf. Even with ordinary eyes, this fish is difficult to 
detect. 

In addition to the Accuracy value, Table I also shows a 
Precision value of 0.84 or 84%. This Precision value signifies 
the reliability of a reliable model for repeated data testing. The 
sensitivity value is obtained at 0.93 or 93%, which means that 
the model can detect or give a True value to positive data. Then 
last is the F1 Score. The F1 Score is 0.88 or 88%, meaning that 
the model is capable and reliable in detecting fish well. 

TABLE I. DETAIL RESULTS OF TESTING DATA 

Accuracy Precision Sensitivity F1 Score 

0.92 0.84 0.93 0.88 

 
Fig. 8. Fish Detection Model Without HSV. 

This study also tried to test fish detection directly, namely 
from masked Otsu Thresholding directly carried out the 
morphological process of the operation without using the HSV 
color space range value. The results are shown in Fig. 8. The 
picture shows that the detection results could not be better 
because the error rate that occurs is high, and the detection 
results are widened. 

V. CONCLUSION 

Based on the test results on the testing data, an accuracy 
value of 0.92 was better than the accuracy of the training data 
of 0.91. It is not significant, meaning that the model built is 
optimal for detecting fish. In addition to accuracy, the model 
gets a Precision value of 0.84 which means it can be relied 
upon for repeated data testing. The Sensitivity value is 0.93, 
which means that the model can detect or give a correct value 
to positive data. Then last is the F1 Score. The F1 Score is 
worth 0.88, meaning that the model is capable and reliable in 
detecting fish well. 

The test results also showed a misdetection of 8%. The 
error arises because the area of the fish to be detected needs to 
be narrower, opaque, and unclear. Besides that, the shape and 
color of the fish are almost the same as the seagrass leaf. Even 
with ordinary eyes, this fish is difficult to detect. This cause the 
resulting underwater image to have low contrast and blur. The 
next study is to create a fish detection model that can capture 
small fish dimensions with a fish shape or color almost the 
same as the color of water and seagrass leaf based on video 
using the GMM (Gaussian Mixture Model) algorithm and 
morphological Operation. Using datasets in the form of 
underwater videos considering fish objects will look moving 
and can be distinguished from the image background. GMM 
was chosen because this algorithm effectively separates the 
background and foreground on the input frame sequence 
compared to Otsu Thresholding. 

ACKNOWLEDGMENT 

This research was supported by Penelitian Disertasi Doktor 
(PDD), Contract No.  3792 /IT3. L1/PT.01.03/P/B/2022. 
Seagrass ecosystem data set used in this paper is obtained from 
DDRG-LIPI research grant, Contract Number: B-
1201/IPK.02/KS/III2018 and Number: 238/KS/00/00/2018 to 
Prof. Dr. Indra Jaya/FPIK-IPB. The authors also would like to 
thank Muhammad Iqbal for preparing the data set. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

440 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1] R. Machrizal, Khairul, and R. H. Dimenta, “Keanekaragaman 
makrozoobentos pada ekosistem lamun di Perairan Natal Sumatera 
Utara,” Gorontalo Fish. J., vol. 3, no. 1, pp. 56–67, 2020. 

[2] Q. Q. Ren et al., “Fish Assemblages in Subtidal Seagrass Meadows 
Surrounding the West Sand, South China Sea,” Front. Environ. Sci., vol. 
9, no. February, pp. 1–12, 2022, doi: 10.3389/fenvs.2021.765702. 

[3] R. Ambo-Rappe, Y. A. La Nafie, and ..., “Seagrass habitat 
characteristics of seahorses in Selayar Island, South Sulawesi, 
Indonesia,” Aquac., 2021, [Online]. Available: https://search.proquest. 
com/openview/57907c68b11eaa761a1e94c190ecbc23/1?pq-origsite= 
gscholar&cbl=2046424. 

[4] G. D. Manuputty, M. M. Pattinasarany, G. V. Limmon, and A. 
Luturmas, “Diversity and abundance of sea cucumber (Holothuroidea) 
in seagrass ecosystem at Suli Village, Maluku, Indonesia,” IOP Conf. 
Ser. Earth Environ. Sci., vol. 339, no. 1, 2019, doi: 10.1088/1755-
1315/339/1/012032. 

[5] Y. Zhang, F. Yang, and W. He, “An approach for underwater image 
enhancement based on color correction and dehazing,” Int. J. Adv. 
Robot. Syst., vol. 17, no. 5, pp. 1–10, 2020, doi: 
10.1177/1729881420961643. 

[6] N. Otsu et al., “Otsu_1979_otsu_method,” IEEE Trans. Syst. Man. 
Cybern., vol. C, no. 1, pp. 62–66, 1979. 

[7] S. Saifullah, A. P. Suryotomo, and B. Yuwono, “Fish detection using 
morphological approach based-on k-means segmentation,” Compiler, 
vol. 10, no. 1, pp. 1–9, 2021, doi: 10.28989/compiler.v10i1.946. 

[8] Y. Heningtyas, R. Andrian, A. Junaidi, and S. Susiyani, “Goldfish 
(Carassius auratus) Segmentation Using Expectation Maximization 
(EM) Method,” J. Appl. Informatics Comput., vol. 4, no. 2, pp. 107–115, 
2020, doi: 10.30871/jaic.v4i2.2387. 

[9] D. S. Y. Kartika and D. Herumurti, “Koi Fish Classification based on 
HSV Color Space,” Proc. 2016 Int. Conf. Inf. Communiation Technol. 
Syst. ICTS 2016, pp. 96–100, 2017, doi: 10.1109/ICTS.2016.7910280. 

[10] A. Jalal, “Fish detection and species classification in underwater 
environments using deep learning with temporal information,” Ecol. 
Inform., vol. 57, 2020, doi: 10.1016/j.ecoinf.2020.101088. 

[11] A. Salman et al., “Automatic fish detection in underwater videos by a 
deep neural network-based hybrid motion learning system,” ICES J. 
Mar. Sci., vol. 77, no. 4, pp. 1295–1307, 2020, doi: 
10.1093/icesjms/fsz025. 

[12] M. Jalaludin, I. N. Octaviyani, A. N. Praninda Putri, W. Octaviyani, and 
I. Aldiansyah, “Padang Lamun Sebagai Ekosistem Penunjang 
Kehidupan Biota Laut Di Pulau Pramuka, Kepulauan Seribu, 
Indonesia,” J. Geogr. Gea, vol. 20, no. 1, pp. 44–53, 2020, doi: 
10.17509/gea.v20i1.22749. 

[13] A. Syukur, L. Zulkifli, A. Al Idrus, and B. N. Hidayati, “Species 
diversity of seagrass-associated bivalves as an ecological parameter to 
support seagrass conservation along with the Coastal Waters of South 
Lombok, Indonesia,” Biodiversitas J. Biol. Divers., vol. 22, no. 11, 
2021, doi: 10.13057/biodiv/d221152. 

[14] R. Tahapary, H. Tuaputty, S. Liline, T. S. Kurnia, and M. T. Kubangun, 
“Keanekaragaman Jenis dan Kepadatan Ikan di Padang Lamun Pantai 
Desa Akoon Kecamatan Nusalaut Kabupaten Maluku Tengah,” no. 
2004, pp. 140–146, 2007. 

[15] S. Fakhri A, I. Riyantini, D. J. P, and H. Hamdani, “Korelasi 
Kelimpahan Ikan Baronang (Siganus Spp.) Dengan Ekosistem Padang 
Lamun Di Perairan Pulau Pramuka Taman Nasional Kepulauan Seribu,” 
J. Perikan. Kelaut., vol. VII, no. 1, pp. 165–171, 2016. 

[16] S. Prisilia, W. Adi, and A. Febrianto, “Fish Communities Structure On 
Seagrass Ecosystems In Puding Beach Bangka Selatan . Keywords : Fish 
, Seagrass , Fish Relationship with Seagrass,” pp. 35–44, 2018. 

[17] N. Petrellis, “Measurement of fish morphological features through 
image processing and deep learning techniques,” Appl. Sci., vol. 11, no. 
10, 2021, doi: 10.3390/app11104416. 

[18] F. T. Anggraeny, B. Rahmat, and S. P. Pratama, “Deteksi Ikan Dengan 
Menggunakan Algoritma Histogram of Oriented Gradients,” Inform. 
Mulawarman  J. Ilm. Ilmu Komput., vol. 15, no. 2, p. 114, 2020, doi: 
10.30872/jim.v15i2.4648. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

441 | P a g e  

www.ijacsa.thesai.org 

Prioritizing the Factors Affecting the Application of 

Industry 4.0 Technology in Electrical Appliance 

Manufacturing using a Fuzzy Analytical Network 

Process Approach 

Apiwat Krommuang, Atchari Krommuang 

King Mongkut's Institute of Technology Ladkrabang Business School 

King Mongkut’s Institute of Technology Ladkrabang, Bangkok, Thailand 

 

 
Abstract—The fourth industrial revolution is a technological 

advancement that is posing new challenges in manufacturing and 

services. Industries must adopt innovations to create value-added 

for their products and services to gain a competitive advantage 

and increase production efficiency. Therefore, this research aims 

to study the factors that influence the application of Industry 4.0 

technology for managing electrical appliance production by 

focusing on five major factors: the internet of things, cloud 

manufacturing, big data analytics, additive manufacturing, and 

cyber-physical systems, which can be further subdivided into 23 

sub-factors. The fuzzy analytic network process (FANP) 

technique is used to prioritize the factors to develop criteria for 

selecting appropriate applications of Industry 4.0 technology in 

manufacturing. Besides, a questionnaire based on the FANP 

approach is used to collect data from 82 electrical appliance 

manufacturers to calculate the weight of each factor. 

Consequently, the Internet of Things is ranked first, followed by 

big data analytics and additive manufacturing. While the results 

have indicated the importance of sub-factors as data-driven, data 

collection, tracking, monitoring, and automation, respectively. 

The benefit of this research is that manufacturers of electrical 

appliances can use this research as a criterion for implementing 

Industry 4.0 technology for long-term effectiveness. 

Keywords—Industry 4.0; big data analytics; internet of things; 

cloud manufacturing; additive manufacturing; cyber-physical 

systems; fuzzy analytic network process 

I. INTRODUCTION 

The manufacturing industry is currently undergoing a 
transformation in innovation and technology, which is pushing 
successful output. Connectivity and data analytics 
advancements are a part that can help the manufacturing 
industry create value-added and competitive advantages for its 
products and services. Therefore, integrated production 
processes are critical in the industrial revolution to enhance 
production levels and make them more efficient by 
incorporating Industry 4.0 concepts such as Internet 
technology, communication technology, and automated 
production. Besides, the manufacturing system is combined 
with precision machine tools and devices that may be 
connected to the internet for efficient production control and 
data analysis. Various industries have adapted to the Industry 
4.0 transformation using new technologies, which will create 

new business needs and opportunities [1, 2], including 
machine-to-machine communication for automated control [3, 
4]. Therefore, smart factories must have sensors connected to 
devices or machines to control their operations effectively, 
resulting in real-time data management and exchange [5, 6]. 
Additionally, these devices or machines in the manufacturing 
process can help to create effective preventive maintenance 
plans for machines and equipment in production [7, 8]. 
Technological advances enable the detection and processing 
of communication capabilities with devices and services, 
resulting in higher standards and a more efficient 
manufacturing operating environment [1, 7, 9]. Consequently, 
Industry 4.0 technology is a necessary technology for 
increasing production efficiency and creating sustainability. 

This study presents the challenges of sustainable 
manufacturing in Industry 4.0, intending to study the impact 
of various factors in the application of Industry 4.0 in the 
manufacturing of electrical appliances, as well as the 
significance of these factors in forecasting decision-making's 
tendency in the future application of Industry 4.0 technology. 
The fuzzy analytical network process (FANP) approach in the 
multiple criteria decision-making principle (MCDM) is used 
in this research because FANP can simplify complex problems 
and allow dependence and feedback in the hierarchy. Thus, 
the FANP approach is applied for prioritizing factors to 
analyze and compare their relative importance, which impacts 
the decision-making for applying Industry 4.0 technology in 
the electrical appliance industry. Finally, the study’s findings 
will assist stakeholders in making informed decisions in terms 
of the implementation of Industry 4.0 technology in their 
manufacturing processes to increase their businesses' 
competitiveness and performance in the long run. 

In the first section, we review Industry 4.0 technology and 
its applications to determine the factors that affect the 
application of Industry 4.0 technology in manufacturing. In 
the following section, we describe the research methodology 
used in this study, as well as related theories such as the fuzzy 
set and fuzzy analytical network process, which are used for 
prioritizing factors influencing decision makers in electrical 
appliance manufacturers in terms of Industry 4.0 technology 
application. The study’s results have shown the importance of 
factors and sub-factors including their ranking by FANP in 
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Section IV. Section V discusses the findings and management 
implications. Finally, Section VI concludes with a summary of 
the study’s findings, limitations, and future research. 

II. LITERATURE REVIEW 

Building a competitive advantage requires the 
development of systems [10], whereas the evolution of 
Industry 4.0 enables more transparent resource utilization 
through efficient practices in both production and innovation 
[11, 12]. Furthermore, the government has recognized the 
critical importance of Industry 4.0, information technology, 
and the environment in driving the economy, issuing a slew of 
regulations to support and safeguard them [13]. By 
incorporating intelligent mechanisms and automation in the 
industrial environment, Industry 4.0 enables businesses to 
improve production processes [5]. The challenges of Industry 
4.0 encompass not only the technological dimension, but also 
the organizational, social, and national economic dimensions. 
Thus, organizations and governments must adapt to Industry 
4.0 to achieve operational success [14]. The fourth industrial 
revolution is the result of rapid technological advancement 
[15], as evidenced by the interconnection of intelligent 
manufacturing systems used in Industry 4.0. The goal is to 
create human-machine interaction by automating and resilient 
production, parts and product tracking, and machine-to-
machine communication. This will result in increased 

productivity and lower costs. To enable on-demand production 
and more efficient supply and demand, the intelligent 
manufacturing system will connect product design, analytics, 
manufacturing processes, stock and supply chain systems, 
product customization, delivery systems, and customers [16]. 
While, the Internet and technology are future-oriented, and 
they improve the human-machine interaction paradigm to 
provide added value to processes [14, 17, 18]. Information 
technology is a critical component of the economy's driving 
force [19], enabling the digitization of production processes, 
the relationships between physical and controllable objects, 
and the improvement of integration between the physical and 
digital worlds [20]. Manufacturing technologies are being 
developed to communicate and deliver big data, allowing 
businesses to improve forecasting and productivity [21, 22]. 
Additionally, the technology incorporates processing 
capabilities to improve manufacturing processes, 
organizational interactions, human resource utilization, waste 
reduction, environmental impact reduction, energy savings, as 
well as the industrial value chain, all of which contribute to 
sustainability [5] From the literature review of Industry 4.0, 
this study has identified five major factors affecting the 
application of Industry 4.0 technology as follows: Internet of 
Things (IoT), Cloud Manufacturing (CMg), Big Data 
Analytics (BDA), Additive Manufacturing (AM), and Cyber-
Physical Systems (CPS), as shown in Table I. 

TABLE I. PREVIOUS RESEARCH ON THE APPLICATION OF INDUSTRY 4.0 TECHNOLOGY 

Factors Sub-Factors Reference 

Internet of Things 

(IoT) 

Monitoring [30], [48], [49], [50], [51], [55] 

Tracking [20], [32], [33] 

Information [20], [54] 

Automation [20], [37], [47], [54] 

Cloud Manufacturing 

(CMg) 

Security [31], [38], [39], [45], [52] 

Resources as service [34], [40], [41], [43], [46] 

Orchestration [31], [38], [40] 

Resource management [38], [41], [42], [43], [46], [57] 

Utilization [40], [41], [44], [46] 

Big Data Analytics 

(BDA) 

Predictive [14], [18], [20], [51], [52] 

Data Collection [32], [33], [51], [55] 

Data-Driven [20], [30], [32], [33], [51], [52], [53], [55] 

Accurate [20], [32], [51], [52], [54] 

Predictive [14], [18], [20], [51], [52] 

Additive Manufacturing 

(AM) 

Prototype [7], [23], [33], [60],[61],[62],[63] 

Flexibility [33], [62], [63] 

Optimization [1], [19], [52], [56] 

Reduction [20], [22], [23], [27],[28], [33] 

Cyber-Physical System 

(CPS) 

Collaborates [7], [30], [33], [40], [51], [52], [64] 

Detects Production System [20], [33], [36] 

Decision Making [20], [33], [51], [54], [59] 

Visibility and Traceability [30], [32], [52] 

Synchronization [8], [9], [20], [52] 

Intelligent [20], [36], [37], [47], [65], [66], [67] 
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A. Internet of Things  

The Internet of Things (IoT) is a collection of intelligent 
devices and sensors that can communicate with one another 
via the Internet [7, 23]. It can identify specific physical and 
virtual connections for communication, configuration, 
management, and data collection [14, 17, 18]. Besides, IoT 
can accurately monitor and measure a wide range of 
processes, such as real-time tracking, predictive maintenance, 
production volume management, and sales data [21]. 
Consequently, the collected data is routed to a central 
processing system for analysis and decision-making, resulting 
in solutions in automated manufacturing processes, lower 
production costs, and higher technological standards [20, 22]. 
IoT also has access to product lifecycle data, allowing 
products to be traced from the factory to the customer [23]. 
Furthermore, it can improve product cycle visibility, reduce 
resource consumption, increase productivity [24, 25, 26] 
provide maintenance traceability, monitor labor activities, and 
improve work safety [27, 28], as well as manage resources for 
increasing competitiveness and long-term success. 

1) Monitoring: The process of visualizing the recording 

data from real-time monitoring of the status change of 

production parameters to a specified standard was known as 

monitoring [29]. It was possible to continuously monitor or 

audit production data by recording, analyzing, or evaluating 

traceability data in real-time [30]. When non-standard 

problems such as critical overloads or insecurity were 

detected, the collected data could be assessed, and timely 

corrective action could be ordered [31]. Thus, organizations 

must regularly monitor and control operations under 

countermeasures to ensure process reliability, flexibility, and 

long-term productivity. 

2) Tracking: A system that enabled the periodic 

monitoring of operational procedures and displays the data 

could be useful for analyzing current and future situations. 

Controlling and processing operations could also check the 

status of each step of the process, allowing for real-time 

tracking of goods flow [20]. Thus, Internet of Things 

applications that connect all relevant departments to 

collaborate via the Internet could improve efficiency in 

operational control decentralization [32, 33]. It provided a 

real-time tracking system for the manufacturing process, 

making the operation more convenient and increasing 

customer confidence. 

3) Information: Information was created by processing 

and analyzing data from the Internet and presenting it in the 

form of knowledge that was applied to the workplace. Quality 

information must be accurate and up to date, as well as 

consistently stored. It is also supported by paperwork 

reduction, production management access, and inventory 

management [30]. Complex work systems and real-time 

decision-making necessitated the use of information as well. 

Thus, managing the flow of goods in processes enabled supply 

chain participants to track the flow of goods in real time and 

make precise decisions based on the information obtained 

[29]. Consequently, precise data acquisition and management 

were accomplished, allowing for more efficient operations. 

4) Automation: IoT automation connected the entire 

network and shared data with linked systems based on 

requirements [31, 34],  allowing for cost-effective, convenient, 

and safe operations. Using automated systems, humans can 

perform high-accuracy and risky tasks. Furthermore, 

controlling or receiving commands in real-time [35], between 

devices or machines based on connectivity requirements 

resulted in increased production and management capabilities. 

B. Cloud Manufacturing 

Cloud manufacturing is a data collection and processing 
system that collects and processes data with servers on 
computer networks. It also included services and applications 
that could use a network connection to access and process data 
or resources on the Internet [7, 25]. In addition, cloud 
manufacturing was a technology that involved the delivery of 
computing resources via the Internet, resulting in lower 
operating costs and increased response time efficiency. It also 
enabled data access from any location at any time, responsive 
data sharing, and supply chain support continuity [36, 37]. 
Therefore, cloud computing technology could make storing 
and processing large amounts of data more efficient. It could 
also develop new services, such as quality monitoring and 
control functions that improve operations and production 
efficiency [23]. 

1) Security: Database management security was a critical 

aspect of security. Particularly concerning was the provision 

of information to third-party cloud systems [38] because 

corporate data includes customer data, business data, 

employee data, intellectual property, and so on [39]. As a 

result of the various levels of information security 

requirements that underpin cloud services as well as search 

and access capabilities, the issue of information security was a 

huge challenge in services. Data security risks might 

negatively impact the organization; therefore, trust in cloud 

service recipients is required [31]. 

2) Resources as service: The service-oriented 

manufacturing model was designed to manage resources by 

providing cloud-based manufacturing solutions, on-demand 

network technology services, cloud service capabilities, and 

service platforms [34, 40]. It was a model that combines 

various technologies to facilitate collaboration, including 

sharing and managing production resources [41], where cloud 

manufacturing entailed the transformation of production 

resources (hardware and software), cloud service capabilities, 

and the ability to control services, as well as the management 

of production resources, processes, operations, and Internet 

transactions [40]. 

3) Orchestration: Capabilities for customer-focused 

collaboration and the creation of a new production line from a 

dedicated manufacturing service [40], were additional cloud 

manufacturing services for creating capabilities such as 

intelligent routing, preparation, data integrity checking, and 

security [41, 42], as well as business process service 
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management that could be modeled and structured to support a 

smooth business. 

4) Resource management: Cloud productivity capabilities 

enabled organizational planning and resource allocation to 

achieve goals. In resource management, resource simulation 

must consider the importance of resource diversity, user 

demand requirements, and performance requirements [31, 38] 

by connecting objects and production resource management 

for supporting manufacturing [43, 44]. Besides, it was a tool 

for organizing and managing information about production 

resources, including physical and virtual resources to 

maximize resource management capabilities [42]. 

5) Utilization: Using cloud computing technology 

facilitates and shares data to maximize productivity utilization 

[45], and the availability of dynamic cloud management 

would meet real-time needs [34]. By allocating production 

resources appropriately, cloud manufacturing could reduce 

costs and increase resource utilization. This allows for a 

smooth transition from service-oriented manufacturing to 

remediation [46], resulting in improved utilization or capacity 

of production resources. 

C. Big Data Analytic 

Big data analytics is a challenge for corporate performance 
in driving manufacturing because it can be used for real-time 
communication, monitoring, and transactions via multi-
directional data networks and supported digital supply chain 
strategies [16]. On the other hand, data collection, analysis, 
and dissemination from machines and equipment enable 
efficient data storage, monitoring, and decision-making 
evaluation. [20, 47]. Meanwhile, predictive analytics, agility, 
and business insights [21], enable machines and devices to 
analyze data trends with artificial intelligence, including rapid 
communication of customer data, which can improve product 
quality and the business's supply chain [23]. Consequently, 
big data analytics improves the ability to collect data in real-
time to meet objectives on time [48, 49, 50]. Furthermore, it 
can also learn from data for more accurate predictive 
production. 

1) Predictive: Predictive analytics provided insights into 

potential trends [51] by utilizing mathematical techniques, 

simulations, multi-criteria decision-making, planning 

automation, risk management, and demand forecasting, among 

other things [52]. Predictive analytics also employed planning 

and control to accurately forecast production to meet demand 

and make real-time decisions. 

2) Data collection: Data collection enabled real-time 

decision-making by analyzing data from various sources such 

as production data, customer feedback, or product ordering 

systems [33]. The data would be saved and collected in the 

storage system for further analysis [31]. To derive value from 

various types of data stored on demand, organizations must 

collect a large amount of data and require adequate data 

storage to support big data from resources. 

3) Data-driven: Data-driven played an important role in 

supporting organizations' management, strategic planning, and 

goal setting, which necessitated large data storages to support 

big data in multiple formats while maintaining data quality 

and accuracy. Thus, the ability to process and control 

operations with big data has been applied to learning, analysis, 

and event-based decision-making. Consequently, data-driven 

systems capable of optimizing both production and predictive 

production are created [33, 52]. Besides, the visual ability of 

data flow throughout the supply chain, such as service quality, 

forecast accuracy, production efficiency, and inventory 

planning, would result in improved supply chain collaboration 

and effective network response [53]. 

4) Accuracy: Big data analytics could deliver real-time 

data quickly and accurately, as well as exchange data in 

planning, controlling, and forecasting for accurate decision-

making [52]. In addition, big data analytics was critical in 

enabling multidimensional data to be considered and 

presented with accuracy, resulting in resource utilization that 

was consistent with demand, reducing losses and costs, 

controlling quality, and increasing productivity [21, 33] 

Moreover, big data analytics enabled real-time decision-

making based on accurate data analysis results. It could be 

analyzed using big data platforms, which could generate 

sophisticated analytical models tailored to the situation and 

ensure more accurate production. 

D. Additive Manufacturing 

Additive manufacturing, also known as 3D printing, is a 
technique for creating parts from computer-aided designs, and 
it is most used to create prototypes [51, 33]. It is a 
manufacturing challenge that could replace traditional 
production, making it more convenient and supporting low-
volume production [54, 35, 55]. Additive manufacturing aids 
product design in meeting needs and complexity, bringing 
products to market faster, and lowering transportation and 
storage costs. It also reduces material waste, improves, and 
develops products, and facilitates prototyping [23, 21, 22]. 
Thus, additive manufacturing technology has the potential to 
reduce production time and machine and raw material 
modification costs, improve reverse engineering ease, rapidly 
create new products and reproducibility, conduct testing and 
validation, increase customer satisfaction, and boost 
competitive advantage. 

1) Prototype: Rapid prototyping played an important role 

in enabling diversified and enhanced production through 

technology for part design and creation, on-demand 

prototyping, minimizing design errors, prototyping testing and 

validation, pre-production customization, and product life 

cycle in new product development, which could be quickly 

adapted to change and meet market demands [21]. 

Furthermore, rapid prototyping increased the versatility of the 

fabrication process by enabling customization, ease of on-site 

production, and cost savings in production time and machine 

tool replacement, including raw materials [33]. Besides, 

prototyping was cost-effective and could lead to customer 

satisfaction. 
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2) Flexibility: The flexibility of additive manufacturing 

had accelerated the development and production of new 

products while also enabling convenient improvements or 

modifications to existing products [33]. Moreover, 

sophisticated and iterative products could be designed more 

quickly, saving money and time compared to traditional 

manufacturing methods while maintaining quality, durability, 

and functionality. In smart manufacturing, testing and 

validation were essential components of additive 

manufacturing [20], allowing manufacturing processes to be 

managed more efficiently. 

3) Optimization: Additive manufacturing was a crucial 

method for structural design and manufacturing, as well as 

scalability, product design, and production integration. 

Furthermore, additive manufacturing could be used to create 

homogeneous structures with multiple sizes or layers [56]. 

This was an evolutionary structure optimization in which the 

optimal structure was determined by appropriate material 

distribution, resulting in the automatic optimization of specific 

input data. 

4) Reduction: Because of the low scrap rate and easy 

disassembly of the structure for design and production, using 

additive manufacturing techniques could help manufacturers 

save money and support costs while also reducing waste [33]. 

Additive manufacturing techniques might also reduce the 

amount of labor, machinery, and equipment used in the 

manufacturing and prototyping of parts, which is especially 

labor-intensive and expensive in metal prototyping. 

Additionally, using additive manufacturing techniques could 

reduce costs associated with manufacturing, assembly, and 

inventory, resulting in more efficient prototype production. 

E. Cyber-Physical System 

A cyber-physical system (CPS) is an integrated 
engineering system that connects the physical and cyber 
worlds [42, 44, [57]. The physical world consists of devices, 
machines, humans, systems, etc. Whereas, the cyber world, 
also known as the digital world, processes and controls the 
physical world by connecting it with the Internet of Things 
(IoT), which oversees the physical world's connectivity, 
communication, and data transfer to the cyber world. While 
the cyber world computes, analyzes, or decides to send 
feedback control data to the physical world automatically. It 
also encourages the monitoring and control of environmental 
changes to facilitate manufacturing operations [20, 22] as a 
technology for management systems that wisely connect 
physical resources [38, 31, 43] As a result of this, machine 
performance, quality inspection, and control functions, as well 
as operation and production, have all improved [56, 40]. 

1) Collaboration: By directly processing data on the 

Internet, cyber-physical systems could collaborate indefinitely 

[33]. Computer collaboration in physical process operations 

such as machine and equipment control, warehouse 

management, and production process management could be 

planned and controlled by analyzing and processing data 

contained in the system [20, 58] to support collaboration, 

collaboration and resources, data sharing between service 

providers, and these capabilities were complementary to 

integration and collaboration [52]. 

2) Detects production system: Sensing production systems 

connected with computers to exchange data (interface), such 

as the interaction between computer users, machines, and 

equipment [33]. Whereas cyber-physical systems could 

monitor, measure, perceive, and control system conditions to 

meet goals or prevent errors in the manufacturing process, 

including fault detection (Downtime due to faults, workflow 

restrictions, and error notification). Besides, identifying the 

source of the defective process improved systems to prevent 

faults from recurring. 

3) Decision-making: Data obtained from the 

manufacturing process was used to drive decision-making 

processes, allowing cyber-physical systems to perform better 

[59]. Numerous real-time data exchanges occurred between 

systems to ensure the continuity of decision-making and 

situation management, resulting in a reduction in data 

planning errors and complex decision-making processes [20]. 

Additionally, this enabled analysis and decision-making to 

control systems and achieve goals. Furthermore, Intelligent 

decision-making and control, machine control, and 

troubleshooting all contributed to faster and more accurate 

decision-making, which increased productivity. 

4) Visibility and traceability: Visibility and traceability 

were components of the cyber-physical system that assisted 

employees in making simple proactive decisions, inspecting 

parts, controlling quality, and planning and controlling 

production. Manufacturing traceability and intelligent 

forecasting in supply chains are supported to eliminate 

employee concerns [52] by automatically computing, 

analyzing data, and transmitting feedback control. 

5) Synchronization: the cyber-physical system would be 

able to synchronize various production activities such as 

planning and controlling in real-time [52] based on orders, 

production processes, and responses. By synchronizing the 

production process with other related processes, it created 

production process continuity [45]. 

6) Intelligent: Cyber-physical systems, powered by 

intelligent data, digitized data that could be used for 

automated audits, data processing, and monitoring. as well as 

modeling. Automated learning relied on constantly changing 

data to make accurate predictions and intelligent decisions. 

Sensor systems were used in the production and maintenance 

of machines and equipment [20], to make them more reliable 

and efficient, and they were a smart manufacturing innovation. 

III. MATERIALS AND METHODS 

In this study, the survey method was used for data 
collection, which was followed by quantitative research. The 
research tool was a questionnaire based on five main factors 
and a fuzzy analytical network process approach: Internet of 
Things, cloud manufacturing, big data analytics, additive 
manufacturing, and cyber-physical system, as shown in Fig. 1. 
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Fig. 1. Conceptual framework of the application of Industry 4.0 technologies in manufacturing. 

 
Fig. 2. The research framework of the application of Industry 4.0 technology. 

According to the Institute of Electrical and Electronics, the 
population in this study consisted of 440 electrical appliance 
manufacturers in Thailand, with the Yamane’s formula  [68] 
indicating that the sample size for the study was 82 samples. 
Following the completion of the questionnaire, the researcher 
distributed it to 82 respondents sampled using the snowball 
method who were decision-makers in the implementation of 
industry 4.0 in electrical appliance manufacturers. At the start 
of this survey, experts from electrical appliance manufacturers 
were identified and called in to ask their permission to answer 
the questionnaire about the factors affecting the application of 
industry 4.0 technology in electrical appliance manufacturing. 
Following that, the data from the questionnaire were analyzed 
and carried out following the steps in the research framework 
depicted in Fig. 2. 

A. Fuzzy Set 

Zadeh (1965) developed a fuzzy set theory to deal with 
situations involving uncertainty, imprecision, and vagueness. 
Currently, fuzzy set theory is frequently used in multiple 
criteria decision-making techniques for practical applications 
in uncertain settings, and it is also effectively applied for 
modeling human decisions and judgments. [69, 70, 71]. The 
theory also allows for the application of mathematical 
operations and programming to the fuzzy domain. In general, 
a membership function defines the fuzzy set, which represents 
the grade of any element x of X that has partial membership to 

M. The degree to which an element belongs to a set is 
determined by a value between zero and one. Thus, the 
element x belongs to M,   ( )    and   ( )    [69, 72]. 

The triangular fuzzy number is made up of three 
parameters: (     )  where      . The membership 
function   ( ) of TFN is derived by Eq. (1). 

              ( )  {
(   ) (   )      
(   ) (   )      

 otherwise

 (1) 

Let   *          +  represent an object set and 
  *          + represent a goal set. Chang (1992) extent 
analysis method takes each object and performs extent 
analysis for each goal   . For each object, m extent analysis 
values with the following signs can be obtained: 

   
     

       
    i  , , ,n (2) 

Where   (         )  
 

 represents in triangular 

fuzzy numbers. 

B. The Fuzzy Analytical Network Process 

The fuzzy analytic network process (Fuzzy ANP) is a 
multiple criteria decision-making (MCDM) technique that 
employs both criterion interdependence and criterion inner 
dependence with the pairwise comparison matrix. In this 
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study, we present Chang's (1992, 1996) extent analysis 
method because the steps are simpler than those of the other 
fuzzy ANP techniques. The following are the steps of Chang's 
(1992, 1996) extent analysis approach: 

     ∑    
 

  
   [∑ ∑    

  
   

 
   ]

  
 (3) 

To obtain ∑    
  

   , perform the fuzzy addition operation 

on m extent analysis values for a specific matrix so that: 

∑    
 

 

   
 (∑    ∑   

 
   

 
    ∑   

  
   ) (4) 

And to obtain  [∑ ∑    

  
   

 
   ]

  
, perform the fuzzy 

addition operation of extent analysis values for a specific 
matrix so that: 

∑ ∑    
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    ∑   

  
   )     (5) 

Then compute the inverse of the vector in the preceding 
equation so that 
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The degree of possibility of    (        )      
(        ) is defined as: 

                     (     )  sup,min    
( )    

( )- (7) 

and can be equivalently expressed as follows: 

           (     )  {

 
 

     

(     ) (     )

    
  if        
if         
otherwise

   (8) 

 (             )      (    )           

(9) 

Assume that: 

 (  )      (     )                     (10) 

Then the weights vector is computed by: 

                      ( (  )  (  )    (  ))               (11) 

And then, weight vectors are normalized as follows: 

  ( (  )  (  )    (  ))               (12) 

IV. RESULTS 

For this study, the application of Industry 4.0 technology 
can be divided into five groups: Internet of Things (IoT), 
Cloud Manufacturing (CMg), Big Data Analytics (BDA), 
Additive Manufacturing (AM), and Cyber-Physical System 
(CPS). As illustrated in Fig. 2, each group includes several 
applications of Industry 4.0 technologies in manufacturing. 
Consequently, the goal of this research is to propose an 
industry 4.0 application for electrical appliance manufacturers' 
management to select appropriate technologies to integrate 
into their manufacturing processes to increase productivity 
and gain a competitive advantage. In this section, the research 

process can be divided into six steps to evaluate the factors 
affecting the application of 4.0 technology and prioritize those 
factors for appropriate decision-making by electrical appliance 
manufacturers in the application of industrial 4.0 technology. 
The first stage identifies the application of industry 4.0 
technology for the framework of factors and sub-factors, as 
determined by a questionnaire survey using the fuzzy A 
technique to compute the weights of the factors and sub-
factors. The application is built on the steps from the previous 
section and is explained step by step along with the results. 

Step 1: The fuzzy scale is used to determine the important 
weighting of main factors and sub-factors from a decision-
maker in charge of an organization's Industry 4.0 application 
management. Select appropriate linguistic variables to 
represent the relative weight of the factors. Using the 
linguistic scale in Table II, a pair-wise comparison is prepared 
for each factor based on expert opinion. 

Step 2: A questionnaire survey is used to collect data from 
82 electrical appliance manufacturers to investigate the 
application of Industry 4.0 technology for management in 
practices. 

Step 3: Compute the consistency ratio (CR) by Eq. (13). 

   
  

  
                             (13) 

When    
(      )

(   )
 and      ∑ [∑      

 
   ] 

    

The CR value should be less than 0.1, indicating that the 
weights determined by decision-makers are consistent. If the 
CR value is greater than 0.1, it indicates that the determined 
weights are inconsistent. Thus, the research should begin with 
a review of the main factors and sub-factors. 

Step 4: Compute the average fuzzy evaluation matrix 
based on the questionnaire survey, as well as the local weights 
of the main factors and sub-factors, as shown in Table II-VII. 

Step 5: As illustrated in Table IX, compute the inner 
dependence weights and dependencies among the factors 
considered to be the main factors. 

Step 6: To compute the global weights of sub-factors, 
multiply the local weights of the sub-factors by the 
interdependent weights of the main factors, as shown in Table 
X. 

When weights of main factors were calculated, it was 
discovered that the Internet of Things was the most important, 
accounting for 34.3 percent of the total, the Big Data 
Analytics accounted for 31.0 percent, Cloud Manufacturing 
factor 12.5 percent, and Cyber-Physical System 9.4 percent 
respectively, as shown in Table III. 

In terms of Internal of Things, tracking was identified as 
the most significant sub-factor in this area, accounting for 30.7 
percent. Monitoring is the second most significant sub-factor, 
accounting for 27.2 percent, while Automation and 
Information had declined in importance, accounting for 25.7 
percent and 16.5 percent, respectively, as shown in Table IV. 
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TABLE II. LINGUISTIC SCALE FOR RELATIVE WEIGHTS OF FACTORS 

Risk Level Triangular Fuzzy Scale Triangular Fuzzy Reciprocal Scale 

Just equal 

Equally important 

Weakly more important 

Strongly more important 

Very strongly more important 

More important 

(1, 1, 1) 

(1/2, 1, 3/2) 

(1, 3/2, 2) 

(3/2, 2, 5/2) 

(2, 5/2, 3) 

(5/2, 3, 7/2) 

(1, 1, 1) 

(2/3, 1, 2) 

(1/2, 2/3, 1) 

(2/5, 1/2, 2/3) 

(1/3, 2/5, 1/2) 

(2/7, 1/3, 2/5) 

TABLE III. LOCAL WEIGHT AND PAIR-WISE COMPARISON MATRIX OF ―MAIN FACTORS‖ 

Main Factors Internet of Things 
Cloud 

Manufacturing 
Big Data Analytics 

Additive 

Manufacturing 

Cyber-Physical 

System 
Weights 

Internet of Things 

Cloud Manufacturing 

Big Data Analytics 

Additive Manufacturing 

Cyber-Physical System 

1.000, 1.000, 1.000 

0.540, 0.697, 0.933 

0.607, 0.813, 1.114 

0.413, 0.523, 0.715 

0.393, 0.489, 0.648 

1.282, 1.738, 2.201 

1.000, 1.000, 1.000 

1.402, 1.870, 2.354 

0.929, 1.317, 1.748 

0.604, 0.846, 1.260 

1.088, 1.516, 1.967 

0.459, 0.598, 0.797 

1.000, 1.000, 1.000 

0.429, 0.549, 0.764 

0.439, 0.565, 0.797 

1.451, 1.951, 2.451 

0.688, 0.947, 1.301 

1.354, 1.854, 2.354 

1.000, 1.000, 1.000 

0.701, 1.039, 1.457 

1.555, 2.055, 2.555 

0.909, 1.354, 1.870 

1.305, 1.805, 2.305 

0.769, 1.126, 1.663 

1.000, 1.000, 1.000 

0.343 

0.125 

0.310 

0.129 

0.094 

TABLE IV. LOCAL WEIGHT AND PAIR-WISE COMPARISON MATRIX OF ―INTERNET OF THINGS‖ 

Sub-factors Monitoring Tracking Information Automation Weights 

Monitoring 

Tracking 

Information 

Automation 

1.000, 1.000, 1.000 

0.980, 1.301, 1.685 

0.538, 0.697, 0.947 

0.929, 1.252, 1.650 

0.798, 1.098, 1.431 

1.000, 1.000, 1.000 

0.499, 0.665, 0.931 

0.704, 0.974, 1.305 

1.240, 1.701, 2.169 

1.201, 1.669, 2.152 

1.000, 1.000, 1.000 

0.983, 1.407, 1.854 

0.766, 1.077, 1.431 

0.996, 1.360, 1.778 

0.649, 0.878, 1.230 

1.000, 1.000, 1.000 

0.272 

0.307 

0.165 

0.257 

The weight of cloud manufacturing, Resource 
Management was the most important in this category, 
accounting for 27.4 percent, The second most important sub-
factor was Resource as Service for 22.6 percent, followed by 
Orchestration for 21.4 percent, Utilization 18.8 percent, and 
Security 9.7 percent, respectively, as shown in Table V. 

The weight of sub-factors in Big Data Analytics revealed 
that Data-Driven for 36 percent was the most significant sub-
factor in this domain. Meanwhile, the second most important 
sub-factor was Data Collection for 33.4 percent, followed by  
Accuracy fot 18.2 percent, and Predictive for 12.4 percent, 
respectively, as shown in Table VI. 

The weight of Additive Manufacturing was considered, the 
findings indicated that the Flexibility was the most important 
in this area for 26.3 percent,  Prototype accounting for 26.0 
percent, Optimization for 25.3 percent, and Reduction for 22.4 
percent, respectively, as shown in Table VII. 

When considering the weight of sub-factors in the Cyber-
Physical Production Systems domain, Decision-Making 
Processes was the most important at 21.4 percent, followed by 
Visibility and Traceability, which accounted for 20.9 percent. 
The Detects Production System was the second important sub-
factor that accounted for 17.4 percent, followed by 
Collaboration for 14.7 percent, Synchronization for 14.2 
percent, and Intelligent for 11.5 percent, respectively, as 
shown in Table VIII. 

TABLE V. LOCAL WEIGHT AND PAIR-WISE COMPARISON MATRIX OF ―CLOUD MANUFACTURING‖ 

Main Factors Security Resource as Service Orchestration 
Resource 

management 
Utilization Weights 

Security 

Resource as Service 

Orchestration 

Resource Management 

Utilization 

1.000, 1.000, 1.000 

1.201, 1.669, 2.152 

1.256, 1.724, 2.207 

1.354, 1.854, 2.354 

1.104, 1.604, 2.104 

0.505, 0.681, 0.996 

1.000, 1.000, 1.000 

0.821, 1.169, 1.565 

0.896, 1.234, 1.695 

0.577, 0.795, 1.126 

0.488, 0.646, 0.894 

0.808, 1.116, 1.551 

1.000, 1.000, 1.000 

1.055, 1.457, 1.909 

0.698, 0.970, 1.386 

1.000, 1.000, 1.000 

0.733, 1.051, 1.421 

0.609, 0.850, 1.175 

1,000, 1.000, 1.000 

0.476, 0.632, 0.963 

0.479, 0.632, 0.931 

1.006, 1.441, 1.909 

0.887, 1.278, 1.711 

1.152, 1.652, 2.152 

1.000, 1.000, 1.000 

0.097 

0.226 

0.214 

0.274 

0.188 

TABLE VI. LOCAL WEIGHT AND PAIR-WISE COMPARISON MATRIX OF ―BIG DATA ANALYTICS‖ 

Sub-factors Predictive Data Collection Data Driven Accuracy Weights 

Predictive 

Data Collection 

Data Driven 

Accuracy 

1.000, 1.000, 1.000 

1.330, 1.787, 2.250 

1.451, 1.951, 2.451 

0.924, 1.276, 1.675 

0.530, 0.680, 0.900 

1.000, 1.000, 1.000 

0.794, 1.120, 1.518 

0.517, 0.695, 0.992 

0.410, 0.516, 0.699 

0.794, 1.120, 1.486 

1.000, 1.000, 1.000 

0.579, 0.762, 1.063 

0.776, 1.057, 1.409 

1.110, 1.577, 2.061 

1.087, 1.543, 2.006 

1.000, 1.000, 1.000 

0.124 

0.334 

0.360 

0.182 

TABLE VII. LOCAL WEIGHT AND PAIR-WISE COMPARISON MATRIX OF ―ADDITIVE MANUFACTURING‖ 

Sub-factors Prototype Flexibility Optimization Reduction Weights 

Prototype 

Flexibility 

Optimization 

Reduction 

1.000, 1.000, 1.000 

0.776, 1.030, 1.390 

0.787, 1.049, 1.427 

0.787, 1.081, 1.476 

0.867, 1.244, 1.640 

1.000, 1.000, 1.000 

0.743, 1.014, 1.439 

0.675, 0.900, 1.276 

0.812, 1.189, 1.585 

0.828, 1.211, 1.624 

1.000, 1.000, 1.000 

0.691, 0.933, 1.374 

1.000, 1.000, 1.000 

0.974, 1.390, 1.819 

0.926, 1.341, 1.770 

1.000, 1.000, 1.000 

0.260 

0.263 

0.253 

0.224 
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TABLE VIII. LOCAL WEIGHT AND PAIR-WISE COMPARISON MATRIX OF ―CYBER-PHYSICAL PRODUCTION SYSTEMS‖ 

Sub-factors Collaboration 

Detects 

Production 

System 

Decision-Making 

Processes 

Visibility and 

Traceability 
Synchronization Intelligent Weights 

Collaboration 

Detects 

Production 

System 

Decision-Making 

Processes 

Visibility and 

Traceability 

Synchronization 

Intelligent 

1.000, 1.000, 1.000 

1.060, 1.423, 1.831 

1.226, 1.667, 2.140 

1.216, 1.650, 2.108 

0.741, 0.998, 1.352 

0.579, 0.797, 1.118 

0.746, 1.010, 1.325 

1.000, 1.000, 1.000 

1.106, 1.541, 1.998 

0.976, 1.394, 1.900 

0.572, 0.752, 1.053 

0.621, 0.833, 1.150 

0.541, 0.734, 1.000 

0.612, 0.819, 1.122 

1.000, 1.000, 1.000 

0.638, 0.900, 1.301 

0.513, 0.720, 1.020 

0.621, 0.866, 1.199 

0.590, 0.783, 1.049 

0.632, 0.884, 1.236 

0.970, 1.378, 1.835 

1.000, 1.000, 1.000 

0.504, 0.671, 0.939 

0.524, 0.705, 1.008 

0.943, 1.333, 1.754 

1.112, 1.579, 2.053 

1.138, 1.596, 2.134 

1.220, 1.693, 2.183 

1.000, 1.000, 1.000 

0.524, 0.711, 1.122 

1.061, 1.498, 1.970 

1.063, 1.498, 1.955 

1.024, 1.433, 1.890 

1.116, 1.589, 2.079 

0.957, 1.463, 1.970 

1.000, 1.000, 1.000 

0.147 

0.174 

0.214 

0.209 

0.142 

0.115 

TABLE IX. INNER DEPENDENCE WEIGHT OF THE FACTORS 

Main Factors Internet of Things Cloud Manufacturing Big Data Analytics Additive Manufacturing Cyber-Physical System 

Internet of Things 

Cloud Manufacturing 

Big Data Analytics 

Additive Manufacturing 

Cyber-Physical System 

1.000 

0.186 

0.461 

0.201 

0.152 

0.444 

1.000 

0.365 

0.104 

0.087 

0.493 

0.187 

1.000 

0.192 

0.129 

0.402 

0.160 

0.353 

1.000 

0.085 

0.396 

0.102 

0.362 

0.139 

1.000 

TABLE X. TOTAL WEIGHT OF MAIN FACTORS AND SUB-FACTORS 

Factors 
Interdependent 

weights 
Ranking Sub-factors Local weights Ranking Global weights Ranking 

Internet of Things 

(IoT) 
0.3198 1 

Monitoring 

Tracking 

Information 

Automation 

0.2718 

0.3067 

0.1647 

0.2569 

2 

1 

4 

3 

0.0869 

0.0981 

0.0527 

0.0822 

4 

3 

7 

5 

Cloud 

Manufacturing 

(CMg) 

0.1382 4 

Security 

Resource as Service 

Orchestration 

Resource management 

Utilization 

0.097 

0.226 

0.214 

0.275 

0.188 

5 

2 

3 

1 

4 

0.0134 

0.0313 

0.0296 

0.0379 

0.0260 

22 

14 

15 

8 

16 

Big Data Analytics 

(BDA) 
0.2963 2 

Predictive 

Data Collection 

Data Driven 

Accuracy 

0.1243 

0.3342 

0.3600 

0.1815 

4 

2 

1 

3 

0.0368 

0.0990 

0.1067 

0.0538 

10 

2 

1 

6 

Additive 

Manufacturing 

(AM) 

0.1417 3 

Predictive 

Data Collection 

Data Driven 

Accuracy 

0.2597 

0.2633 

0.2526 

0.2243 

2 

1 

3 

4 

0.0368 

0.0373 

0.0358 

0.0318 

11 

9 

12 

13 

Cyber Physical 

Systems 

(CPS) 

0.1041 5 

Collaboration 

Detects Production System 

Visibility and Traceability 

Synchronization 

Intelligent 

0.1466 

0.1735 

0.2140 

0.2088 

0.1418 

0.1153 

4 

3 

1 

2 

5 

6 

0.0153 

0.0181 

0.0223 

0.0217 

0.0148 

0.0120 

20 

19 

17 

18 

21 

23 

The decision-makers performed pairwise comparisons for 
main factors and sub-factors, which were then analyzed using 
fuzzy ANP. According to the findings, the "Internet of 
Things" was the most important factor, with an interdependent 
weight of 31.98 percent. The second most important factor, 
with a weight of 29.63 percent, was "Big Data Analytics", 
while "Additive Manufacturing," "Cloud Manufacturing," and 
"Cyber-Physical Systems" had interdependent weights of 
14.17, 13.82, and 10.41 percent, respectively. In terms of 
important sub-factors, the results showed that "Data-Driven" 
was the most important sub-factor that influenced decision-
makers, with a global weight of 10.67 percent. Next, "Data 
Collection" was ranked second with a global weight of 9.90 
percent, followed by "Tracking," "Monitoring," and 
"Automation," with global weights of 9.81, 8.69, and 8.22 
percent, respectively. The bottom five sub-factors in terms of 

importance were "Detects Production," "Collaboration," 
"Synchronization," "Security," and "Intelligent," with global 
weights of 1.81, 1.53, 1.48, 1.34, and 1.20 percent, 
respectively. Therefore, these sub-factors had less influence 
on the decision-maker when selecting industry 4.0 
technologies for their production management. 

V. DISCUSSION 

According to the findings of this study, the Internet of 
Things (IoT) is the most important because it can be linked to 
machines or equipment in the automated manufacturing 
process, such as the Automated Guided Vehicle (AGV) for 
loading raw materials into the production line. Robots and 
packaging equipment must operate in line with production 
flow to improve work efficiency, productivity, cost reduction, 
and human error. Furthermore, IoT may also be used to build 
interactions or data transmission amongst equipment to 
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maintain production running smoothly and in line with 
standards. Meanwhile, traceability and real-time data 
exchange can help manufacturing be more efficiently 
monitored and planned. Because the electronics industry 
typically uses just-in-time manufacturing methods, raw 
materials or parts must be arrived on time to meet production 
plans in both quantity and quality. For this reason, the IoT is 
used to connect production data with suppliers to control and 
track the flow of production parts to ensure continuity by 
predefined production plans against real-time targets. This 
enables the manufacturer and its suppliers to have access to 
the same data sources and use data to boost productivity while 
also storing big data for analysis and intelligent decisions. In 
terms of inventory management, the IoT can perform quick 
counts and control the right amount of inventory levels to 
ensure reliable raw material delivery. 

Big data analytics is an important secondary factor in 
managing big data both inside and outside the organization for 
analytics to enhance decision-making, machine maintenance 
predictions, data modeling for summary reporting, data 
connecting across the manufacturing process, predictive 
analytics, and data linking between suppliers and customers. 
Overall, big data analytics can use the information gleaned 
from data analysis to assist all relevant departments in 
standardizing and systematically receiving the same 
information, resulting in more efficient work. By creating 
prototypes, additive manufacturing is now beginning to play 
an important role in both product development and 
manufacturing processes. New product prototypes are created 
during the stages of concept, prototype development, testing, 
and production for presenting customers with the product 
appearance, making decisions, and understanding the product 
details more easily. Furthermore, additive manufacturing 
enables manufacturers to more easily and quickly adjust parts 
to meet customer needs, reducing the time and cost spent on 
modifying prototype parts and allowing for greater flexibility 
in product development. 

Cloud manufacturing is crucial for connecting accurate 
and up-to-date data with suppliers and customers. 
Additionally, cloud computing manages data collection and 
services both inside and outside the organization by carrying 
out manufacturing operations over the Internet that 
responsible is for the supervision of the organization's IT 
department. Moreover, Electronic Data Interchange (EDI) is 
used for data exchange between suppliers and customers to 

reduce errors and duplication of documents. Meanwhile, EDI 

enables faster and more accurate data transfer, as well as 
making papers easier to search and available only to 
authorized users. It also makes use of real-time correlation and 
efficient data exchange. The cyber-physical system is the least 
important of the main factors in this study. Robots or 
automated machines, for example, are pre-programmed for 
control in a manufacturing process. Subsequently, data 
obtained from machine or robot operations are not sent back 
and forth between the physical and cyber worlds for automatic 
control of machines or robots in the physical world. The 
design and development of cyber-physical systems in the 
electrical appliance business demands numerous aspects, as 
well as the challenges of designing software that analyzes and 

operates entire systems. Therefore, organizations must invest 
more effort and finances in developing the software. 

In terms of sub-factors, the findings of this study have 
indicated that data-driven is the most important sub-factor 
because the electrical appliance industry has a diverse range of 
models and clearly defined production lines. It is also a type of 
just-in-time production (JIT) in which raw materials and spare 
parts from various suppliers are processed into a large number 
of production lines in a specific time frame. To ensure 
continuity and accuracy, it is critical to be data-driven, which 
means that production planning data must be aligned with 
market demand. While production model sequencing must be 
consistent with the availability of quality data, raw materials, 
and spare parts. Moreover, data on the availability of 
machines and equipment on the production line require 
predictive maintenance to avoid malfunctions during 
production. As stated above, data-driven can significantly 
improve the manufacturer’s production efficiency. Another 
important sub-factor in collecting data from various 
production activities is data collection. Large amounts of 
accurate data must be collected throughout the manufacturing 
process to analyze it and make decisions quickly and precisely 
on time. In terms of the significance of data collecting, if a 
decision is delayed or made incorrectly, the production will 
not be able to operate as planned. Meanwhile, production 
costs will rise when manufacturing time is extended. 
Furthermore, the following manufacturing plan will be 
interrupted and delayed, resulting in the corporation failing to 
deliver products on time to customers. Therefore, data 
collection must be accurate and real-time to meet as several 
customer requirements as possible. 

Traceability is an important sub-factor for tracking the 
flow of parts and raw materials from suppliers to the 
production line. Traceability also allows the inspection of 
parts with serial numbers, lot numbers, and manufacture dates 
to be rapidly tracked back and standardized, which is very 
useful in the case of a problem. To keep planning on track and 
build trust with customers, it is necessary to track and monitor 
each manufacturing process to assess the availability of all 
spare parts and raw materials before production begins. 
Monitoring requires reporting the production situation in real 
time and comparing it to the target by connecting the data via 
the internet network. Meanwhile, it displays the operational 
status of machines and equipment in the production line, as 
well as performance reports in the manufacturing process as 
compared to the plan. Consequently, monitoring is an essential 
component for having a real-time overview of the production 
situation and managing production efficiently. Automation is 
crucial for driving the production of electrical appliances to 
reduce costs and increase manufacturing efficiency. Besides, it 
can also help to automate the primary and secondary 
production lines as well. However, the manufacturer must first 
determine which production processes, such as production line 
systems or packaging systems, require automation. Finally, 
automation will aid in the faster and more consistent 
improvement of production processes, providing customers 
with confidence. 

For less important sub-factors, this study has discovered 
that the detects production system monitors a variety of 
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parameters due to its connection with machines or equipment 
and manufacturing processes. Fully automated systems 
necessitate significant capital investments for ongoing 
improvement, which compels careful consideration of 
improvement priorities. For collaboration and 
synchronization, they collaborate with the physical and cyber 
worlds to integrate systems in production processes that are 
time-consuming to improve. By synchronizing communication 
with machines and equipment, it is necessary to prepare 
various equipment to support the connection between the 
cyber-physical system and the production process, making it 
more convenient and efficient in monitoring and controlling 
the production process. Furthermore, electrical appliance 
production activities involve complex multiple steps in 
production processes that require employee and machine 
integration. The security of the operating system during the 
manufacturing process must be stable and free of cyber 
threats. Only on-premise operating systems or private clouds 
will be used by electrical appliance manufacturers and 
business partners for internal storage and services. Therefore, 
operating system risks require data security countermeasures 
against accidental data leakage and data theft. For another sub-
factor, intelligence is the least important as manufacturers 
prioritize process automation and robotics to improve 
manufacturing processes to be fast, low-cost, and data-driven 
for precision and effective decision-making. As a result, 
intelligent technology is a self-determining intelligent 
technology that requires the preparation of a large data 
structure to drive intelligent manufacturing, which requires the 
implementation of a continuous development plan. 

VI. CONCLUSION 

The fourth industrial revolution is currently posing 
challenges for many industries, particularly the consumer 
electronics industry, and IoT is one of the key tools for this 
change because it can improve and connect machines and 
equipment on the production line to automate and optimize 
production efficiency while lowering costs. On the other hand, 
companies that want to use Industry 4.0 technology, must 
think carefully due to the high capital investment required. As 
a result, this research investigates the factors influencing the 
application of Industry 4.0 technology for electrical appliance 
manufacturers so they can reap the full benefits of this 
Industry 4.0 technology, such as increased revenue, profit, 
productivity, and efficiency. as well as cost savings. 

The internet of things, cloud manufacturing, big data 
analytics, additive manufacturing, and cyber-physical systems 
were identified as five factors influencing the appliance 
industry's efforts to adopt Industry 4.0 technologies in this 
study. The Internet of Things is the most important factor in 
the application of Industry 4.0 technologies, followed by big 
data analytics,  additive manufacturing, cloud computing, and 
cyber-physical systems in descending order of importance. 
Data-driven, data collection, tracking, monitoring, and 
automation are the top five sub-factors influencing appliance 
manufacturers in implementing Industry 4.4 technologies, 
while detecting production systems, collaboration, 
synchronization, security, and intelligence have less influence 
on decision-makers in applying Industry 4.4 technologies to 
their appliance manufacturing. Based on the study's findings, 

electrical appliance manufacturers can use factors and sub-
factors to select the best industrial technology for improving 
production management and company performance both 
financially and profitably. 

According to the study's findings, they have identified the 
factor of the Internet of Things (IoT) as the most important 
because the IoT can be connected to machines and equipment 
for production continuity. Furthermore, IoT can track and 
present real-time data to improve the speed and efficiency of 
manufacturing. Therefore, IoT capabilities can connect 
existing machines and devices to new equipment outfitted 
with IoT systems to improve production and warehouse 
management performance. It is also critical for big data 
analytics to manage production resources using data from 
operating systems. Furthermore, data from sensors, devices, 
and machines is continuously collected and stored as big data 
for analysis and process planning, as well as manufacturing to 
achieve operational precision throughout the procurement of 
production equipment. It is crucial for just-in-time production 
planning, which demands high precision in terms of 
production time and raw material supply cycle in order to 
deliver products to consumers on time. Additive 
manufacturing is an important part of new product 
development because it can reduce the steps and costs 
associated with prototyping for customers. This makes it 
easier for customers to understand the product and allows 
them to quickly modify the prototype to meet their needs, 
providing flexibility in developing new products. Therefore, it 
can minimize the cost of new product development and launch 
products to market faster. Cloud computing is considered as 
the operating systems used within the enterprise, supplier, and 
customer networks to ensure the stability and security of real-
time connections and data relationships in cloud computing. 
While cyber-physical systems connect the physical and cyber 
worlds. Thus, manufacturers must consider numerous 
dimensions when integrating the entire system, which 
necessitates adequate personnel and budget planning for 
continuous development.  

In terms of the significance of sub-factors, data-driven is a 
sub-factor that requires a lot of attention. Because the 
electrical appliance industry produces a wide range of 
products and employs just-in-time production systems, 
manufacturers must manage a large amount of data related to 
suppliers and customers continuously and in real-time. By 
connecting to the Internet of Things system, machines and 
devices will send important data for processing and analyzing 
big data to monitor the availability of raw materials and spare 
parts to ensure that manufacturers can produce as planned. 
Data collection is considered for accurate analysis and 
decision-making. Because the supply chain in the electronics 
manufacturing industry is complex, each process generates 
unique data that is linked both inside and outside the 
organization, necessitating careful consideration of data 
importance. Traceability requires tracking the flow of parts, 
raw materials, and goods to build customer trust and provide 
real-time production data linked to production processes, 
resulting in more efficient production management. However, 
automation is now very important in the production of 
electrical appliance manufacturers to meet the needs of 
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Industry 4.0, which requires developing automated machines 
to work instead of more humans. Improved production lines 
were required to automatically assemble parts for faster, more 
accurate, and standardized operations. 

In implications for management, this research benefits 
electrical appliance manufacturers in terms of utilizing the 
factors in this study to appropriately determine the application 
of Industry 4.0 technology in their production. Because 
manufacturers have limited budgets, it is necessary to 
prioritize and select cost-effective and appropriate Industry 4.0 
technologies used in production to increase the enterprise's 
productivity and competitiveness. In terms of research 
limitations, the sample size of this study is mostly medium to 
large-sized companies, tier 1st parts manufacturers, and 
electrical appliance manufacturers that have the potential to 
apply Industry 4.0 technology at the moment, whereas the 
sample size of SMEs is small, and they face obstacles in 
applying Industry 4.0 technology due to limited funding. 
However, small, and medium-sized enterprises (SMEs) are 
numerous and play an important role in driving the country's 
economy, both in terms of income generation and job creation. 
Consequently, future research will concentrate on studying 
problems and obstacles in the application of Industry 4.0 
technology by SME businesses for the benefit of SME 
production development, as well as improving SMEs' 
competitiveness to compete with other large companies in the 
market. 
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Abstract—Patient no-show for a booked medical appointment 

is a significant problem that negatively impacts healthcare 

resource utilization, cost, efficiency, quality, and patient 

outcomes. This paper developed a machine learning framework 

to predict pediatric patients' no-shows to medical appointments 

accurately. Thirty months of outpatient visits data were 

extracted from data warehouse from January 2017 to July 2019 

of the Ministry of National Guard Health Affairs (MNGHA), 

Saudi Arabia. The researchers retrieved the data from all 

healthcare facilities in the central region, and more than 100 

attributes were generated. The data includes over 100,000 

pediatric patients and more than 3.7 million visits. Five machine 

learning algorithms were deployed, where Gradient Boosting 

(GB) algorithm outperformed the other four machine learning 

algorithms: decision tree, random forest, logistic regression, and 

neural network. The study evaluated and compared the 

performance of the five models based on five evaluations criteria. 

GB achieved a Receiver Operating Characteristic (ROC) score of 

97.1%. Furthermore, this research paper identified the factors 

that have massive potential for effecting patients' adherence to 

scheduled appointments. 

Keywords—No-show; machine learning; healthcare medical 

appointments; predictive analytics 

I. INTRODUCTION 

Outpatient no-show in a healthcare setting is the non-
attendance of confirmed medical appointment by the patient 
[1-2]. The outpatient medical appointment no-show is a 
significant issue for healthcare facilities since utilizing 
resources is ineffective and widens the appointment waiting 
time. Thus, accurately predicting the patient no-show will 
reduce the financial cost, increase productivity, enhance the 
quality of care noticeably, and increase the patient's 
satisfaction [2-8] considerably. 

The demand for outpatient medical services in the 
Kingdom of Saudi Arabia (KSA) is increasing substantially 
[5]. There is an average of 70K medical appointments at the 
Ministry of National Guard Health Affairs (MNGHA) central 
region medical, of which around 10% are related to pediatric 
cases. Presently, there is no effectible deployed digital tool in 
the Electronic Health Records (EHR) that can accurately 
predict the patient of high risk of no-show [5-6, 9]. As a result, 

the healthcare in KSA could utilize the advancements in 
machine learning techniques to construct a digital solution that 
can identify outpatients with a high possibility of not attending 
their medical reservation. 

Machine learning can be used to build an intelligent digital 
solution that can provide healthcare with a data-driven system 
to enhance the patient's adherence to the medical appointment 
and predict patient behavior toward non-attendance of a 
scheduled medical appointment. Historical collected data in 
the EHR system can be utilized to forecast future patient 
visits. Therefore, an intelligent digital health solution can 
allow healthcare facilities to strategically create and manage a 
long-term projection plan for their medical resources [10-16]. 

This research study aims to develop an intelligent data-
driven approach based on a machine learning technique to 
learn from more than three million extracted pediatric medical 
records from MNGH database systems to predict outpatient 
no-show medical appointments smartly. Other objectives are 
to predict patient behavior and identify the aspects that can be 
useful to forecast no-shows. 

The remaining research paper is organized as follows. 
Section II covers the related work, while Section III details the 
methods. The results and discussion are presented in Section 
IV. Finally, Section V gives the conclusions and future work. 

II. RELATED WORK 

This section summarized machine learning solutions to 
predict no-shows in healthcare facilities. Most of the articles 
in the literature focused on adult cases. Harvey et al. [17] used 
a logistic regression algorithm to predict the non-appearance 
of patients from booked radiology examinations. They 
achieved 75.3% for the Area Under the Receiver (AUC) 
operator. Chua and Chow [18] extracted a no-show 
administrative dataset and employed Multiple Logistic 
Regression (MLR). They scored 72% for AUC. Dantas et al. 
[19] collected more than 13K records related to bariatric 
surgery no-show appointments. They achieved an accuracy of 
71% using the Logistic Regression algorithm. Likewise, 
Kurasawa et al. [20] used a Logistic Regression algorithm to 
forecast the no-show of diabetic patients. Their best model 
scored 75.7% and 65.9% for precision and recall, respectively. 
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Furthermore, Mohammadi et al. [21] achieved the best 
result of 86% of AUC using Naive Bayes on a dataset of 
73,811 records, while AlMuhaideb et al. [22] achieved 86.1% 
of AUC using Hoeffding algorithms on outpatient no-show 
appointments. Goffman et al. [23] used Logistic Regression on 
a dataset based on demographic and appointment descriptions 
and the past patient's activities. They achieved an AUC of 
71%. Moreover, Nelson et al. [24] created a predictive model 
for imaging no-show appointments. They got the best result 
with the Gradient Boosting algorithm, with 85% and 51.1% 
for AUC and precision, respectively. Lee et al. [25] collected 
two years of data on no-shows, where they applied three 
machine learning algorithms: Logistic Regression, Decision 
Tree, and Random Forest. Random Forest achieved the best 
results (accuracy of 72.9%). 

III. METHODOLOGY 

A. Dataset and Attributes 

Thirty months of outpatient visits were extracted from the 
Ministry of National Guard Health Affairs (MNGHA) data 
warehouse from January 2017 to July 2019. The data were 
retrieved from all the medical facilities in the central region. 
The central region has the largest medical facilities of the 
MNGHA, where more than 70K appointments are booked 
monthly. The retrieved dataset consists of more than 
3,733,580 million pediatric patient visits related to 104,640 
pediatric patients. The patient's arrival time at the clinic is 
used to label the record as show (timestamp) or no-show (no 
timestamp). 

The distribution of genders is almost equal, with 49.3% as 
female patients and 50.7% as male. In comparison, most 
patients were Saudi nationals (90%) since the hospital mainly 
serves employees of national guards and their families, Table 
I. However, the Saudis have the highest no-show rate of 99% 
(miss at least one medical appointment), Table I. 

TABLE I.  STATISTICAL DESCRIPTION OF PATIENTS (N= 104640) 

Attributes No-Show N% Show N% Total % 

Age: 

Infant (0-12 Months) 

Toddler (1-3 Years) 

Preschool (3-6 Years) 

School-age (6-12 

Years) 

Adolescent (12-14 

Years) 

6651 (90.5%) 

19187 

(64.1%) 

7986 (63.9%) 

16733 

(56.8%) 

12422 

(48.8%) 

701 (9.5) 

10729 

(35.9%) 

4503 (36.1%) 

12719 

(43.2%) 

13009 

(51.2%) 

7352 (7%) 

29916 

(28.6%) 

12489 (12%) 

29452 

(28.1%) 

25431 (24.3) 

Gender: 

Female 

Male 

22202 

(47.5%) 

24427 

(52.5%) 

29373 

(50.6%) 

28638 

(49.4%) 

51575 

(49.3%) 

53065 (50.7) 

Nationality: 

Non-Saudi 

Saudi 

362 (0.7%) 

46267 

(99.3%) 

696 (1.1%) 

57315 

(98.9%) 

1058 (1%) 

103582 (99%) 

The data warehouse team filtered out unnecessary records 
to reduce the noise in the extracted data. Categorical attributes 
such as gender and age were converted into an integer. The 
age attribute was calculated based on the difference between 
the birthday and appointment dates. The age attribute was 
grouped into five categories: i) infant (0-12 months), ii) 
Toddler (1-3 years,) iii) Preschool (3-6 years), iv) School-age 

(6-12 years), and v) Adolescent (12-14 years). A new 
attribute, lead days, was derived from the dataset. The lead 
days attribute is a derived attribute calculated as the number of 
days between the booking of the appointment and the 
scheduling day. The historical behavior of the patients was 
included since it could contain helpful information to predict 
future outcomes. Therefore, the number of walk-ins, 
scheduled appointments, emergency visits, and canceled 
medical appointments were included for all patients. 

TABLE II.  DESCRIPTION OF THE ATTRIBUTES 

Attribute Description 

1) Gender Male, Female 

2) Age Category Five age categories 

3) Nationality The nationality of the patient 

4) Medical Department code The code of medical/clinic 

5) Hospital code The code of referral hospital /clinic 

6) Patient Services Department 

Type: 

a) Patient service 

b) Business center 

Type of patient insurance 

 

7) Address code 
The primary health care clinic location 

(used for the patient's address) 

8)Appointment type code: 

New Patient (NP) 

First visit (FV) 

Follow-up (FU) 

Type of Appointment 

New Patient 

First Visit 

Follow-up Visit 

9) Patient Services Department 

Type Cod: 

First visit (FV) Follow up (FU) 

Type of patient insurance 

First Visit 

Follow-up Visit 

10) Lead Days 

Derived: the time difference in days 

between the booking of the appointments 

and the day of the appointments 

11) Cancellation Flag: 

a) Yes= appointment cancelled 

b) No = not cancelled 

Derived: count how many Check-ins 

Cancellation was Yes as total Derived: 

count how many Check-ins Cancellation 

was No as total 

12) Medical Treatment 

Reservation Type Code: 

a) 1= Schedule 

b) 2= Walk-in 

Derived: count how many Scheduled 

reservations as the total Derived: count 

how many Walk-in reservations as total 

13) Medical Treatment 

a) Yes= patient treated 

b) N= not treated 

Derived: count how many patients 

treated as total Derived: count how many 

patients not treated as total 

14) On Foot visit 

a) 1= Yes 

b) 0 = No 

Derived: count how many On Foot visit 

was Yes as total 

Derived: count how many On Foot visit 

was No as total 

15) Emergency visit 

a) 1= Yes 

b) 0 = No 

Derived: count how many Emergency 

visits were Yes as total 

Derived: count how many Emergency 

visits were No as total 

16) Flu Season 
Flu season from Oct-Nov and March-

April 

17) Distance (km) 

The distance between the referring clinic 

and the Central Medical center of 

MNGHA at Riyadh City 

18) Class No-Show class show=0 or No-show=1 

The historical visits of the patients are grouped together, 
and nine statistical values were calculated for 11 attributes 
(attributes 7 to 17 from Table II) which were minimum, 
maximum, standard deviation, variance, mean, median, 
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skewness, and kurtosis. After the preprocessing phase, the 
dataset consists of 558,721 records with 106 attributes, 
including the class; Table II shows the description of the 
attributes. 

B. Machine Learning Algorithms and Evaluation Criteria 

This study involves five machine learning algorithms for 
classification data tasks. That includes Random Forest (RF), 
Gradient Boosting (GB), Logistic Regression (LR), Neural 
Network (NN), and Decision Tree (C4.5). RF and C5.4 are 
machine-learning algorithms from the family of decision-tree 
class algorithms. Gini impurity, information gain, and other 
techniques are used to build the tree structure; further 
algorithms description can be found in [26-29]. 

On the other hand, the Gradient Boosting algorithm is a 
boosting algorithm. It utilizes a number of weak classifiers 
through the ensemble method to build strong learners. The 
algorithm used gradient descent with other techniques to 
complete building the model; further algorithm descriptions 
can be found in [26,30. Logistic Regression (LR) can be 
described as a sample Neural Network (NN). LR can be 
viewed as a one-layer NN. LR and NN utilized many 
techniques to build the classification model of a binary class; 
further algorithm descriptions can be found in [26]. 

We evaluated and compared the five model's performance 
based on four evolution criteria: sensitivity (recall), precision, 
F-score, and accuracy. We considered True Positive (TP) 
Rate, False Positive (FP) Rate, True Negative (TN), False 
Negative (FN) Rate, and Receiver Operating Characteristic 
(ROC). These are defined as: 

 True Positive (TP) Rate represents the number of no-
show patient events classified as No-show, calculated 
based on equation 1: 

TPR=TP / (TP + FN)  (1) 

 False Positive (FP) Rate represents the number of show 
patient events classified as a no-show, calculated based 
on equation 2: 

FPR=FP / (FP + TN)  (2) 

 True Negative (TN) Rate represents the number of 
show patient events classified as a show, calculated 
based on equation 3: 

TPR=TN / (TN + FP)  (3) 

 False Negative (FN) Rate represents the number of no-
show patient events classified as a show, calculated 
based On equation 4: 

FPR=FN / (FN + TP) (4) 

 Receiver Operating Characteristic (ROC) score is a 
classification performance to show a false positive rate 
versus a true positive rate across a series of cut-off 
points and selecting the optimal cut-off point. 

IV. RESULTS AND DISCUSSION 

The dataset was divided into 80% training and 20% 
testing. Table III shows the performance of the machine 

learning algorithms on an unseen testing dataset. Random 
Forest (RF) and Gradient Boosting (GB) outperformed the 
other classifiers on all five evaluation criteria. GB achieved 
97.1% for ROC, which was 0.5% higher than RF. On the other 
hand, the score is higher than GB in terms of false positive 
rate (5.8% for RF and 5.9% for GB). In general, GB can be 
considered the champion model with an AUC of 97.1%. 

Accurately predicting the intention of patients showing or 
no-showing to their medical appointment is considered an 
interesting and challenging goal for healthcare providers. 
Machine learning has become popular in healthcare research 
because of machine learning algorithms' ability to discover 
hidden patterns in the datasets, predict future outcomes and 
recognize the most relative attributes. 

The machine learning algorithms were applied to more 
than half a million aggregated records with complex relations 
between attributes (predictors) and class labels with more than 
100 attributes. The results of Gradient Boosting in predicting 
outpatient no-show outperforms traditional algorithms applied 
by previous research studies in Section II. 

Analysis of the most used relevant attributes by machine 
learning shows that specific attributes significantly impact 
patient appointment adherence. The attributes are the traveling 
distance between the patient's residence and the medical 
center, the increased number of days between booking an 
appointment and the scheduled day (lead days), clinical 
medical services, and appointment time and day. 

The rate of patient adherence to scheduled appointments 
can be increased by utilizing other resources. The medical 
facilities can use Short Message Service (SMS), an automated 
phone calls reminders 2-3 days before the medical 
appointment, mainly if the lead time is so long (more than four 
months). Furthermore, changing the lead days to be no more 
than 2-3 months [31-32]. 

Regarding model deployment, the machine learning 
framework used to build the model is a standard approach that 
can be integrated effortlessly within the digital healthcare 
system [33-34]. The research study has two limitations. 
Firstly, the dataset was retrieved from one region in KSA; 
therefore, more data from other regions can improve the 
robustness of the model if the model is deployed on different 
regions' digital systems. Secondly, the attributes are mainly 
extracted from an EHR in which other factors that influence 
the no-show rate are not included. These factors, such as 
personal reasons, availability of transportation, cultural 
background, educational level of the parents, and 
environmental conditions (e.g., weather circumstances), are 
not available in the digital healthcare system. 

TABLE III.  THE PERFORMANCE OF CLASSIFIERS ON TEST DATA 

Evaluation Criteria DT RF LR NN GB 

ROC 94.8% 96.4% 95.0% 95.2% 97.1% 

TPR 89.7% 90.0% 89.5% 89.7% 90.0% 

FNR 10.3% 10.0% 10.5% 10.3% 10.0% 

TNR 93.1% 94.2% 92.1% 91.9% 94.1 

FPR 6.9% 5.8% 7.9% 8.1% 5.9% 
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V. CONCLUSION 

In summary, machine learning's ability to acceptably 
predict no-shows provides a new potential digital solution for 
healthcare facilities to take advantage of intelligent solutions. 
This paper used five machine learning algorithms, namely, 
Decision Tree, Random Forest, Gradient Boosting, Logistic 
Regression, and Neural Network, applied to MNGH's 
extracted dataset from the data warehouse system. 

The model was trained and tested using a dataset with 
different metrics to compare the results. Results show that 
Gradient Boosting achieves high performance for decision-
making by the healthcare appointment management team. 
Furthermore, the study identified factors that increase the no-
show rate, such as location, lead days between the reservation 
day and appointment day, appointment time of the day, and 
the type of medical services. Recommendations to increase the 
adherence of the no-show by patients have also been provided 
in Section IV. 

Future work is to obtain more datasets from healthcare 
systems (for example, laboratory and medication data) and 
integrate weather data and patient background data such as 
educational level, transportation availability, and cultural 
background. 
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Abstract—Ultrasound imaging is the safest and most widely 

used medical imaging technique available today. The main 

disadvantage of ultrasound imaging is the presence of speckle 

noise in its images that may obscure pathological changes in the 

body and makes diagnosis more challenging. Therefore, many 

techniques were proposed to reduce speckle and improve image 

quality. Unfortunately, variations of their performance with 

different scan parameters and due to their methodologies make it 

hard to choose which one to adopt in clinical practice. In this 

work, we consider the problem of combining the information 

from multiple speckle filters and propose the use of principal 

component analysis to find the optimal set of weights that would 

retain the most information and hence would better represent the 

data in the final image. The new technique is implemented to 

process ultrasound images collected from a research system and 

the outcomes are compared to the individual techniques and 

their average using quantitative image quality metrics. The 

proposed technique has potential for utilization in clinical 

settings to provide consistently better-quality combined images 

that may help improve diagnostic accuracy. 

Keywords—Image quality metrics; principal component 

analysis; speckle reduction; ultrasound imaging 

I. INTRODUCTION 

Ultrasound imaging is one of the most widely used medical 
imaging techniques available today. It offers a versatile tool for 
scanning soft tissues and blood flow in the body with 
applications in abdominal, cardiac, vascular, musculoskeletal, 
obstetrical and gynecological imaging. Since pulse-echo 
ultrasound imaging uses weak ultrasonic pulses in human 
tissues, it is presently considered among the safest medical 
imaging modalities. It is even allowed to be used for obstetrical 
applications to assess the health of the fetus. Furthermore, 
ultrasound imaging systems are available in different forms 
that include smartphone-based systems or portable scanners 
that target basic applications such as abdominal imaging and 
are available at very low cost. They also extend to high-end 
systems that target specialized applications such as surgical or 
echocardiographic systems at much higher cost. Therefore, the 
utility of ultrasound imaging technology extends across the 
different layers of healthcare delivery to include populations in 
low-income areas all the way to those receiving care at 
specialized hospitals. The versatility of ultrasound imaging is 

expected to lead the technology to become a necessary tool for 
general practitioners just like the stethoscope. 

The main barrier to wider adoption of ultrasound imaging 
in medicine is the noisy appearance of its output images, which 
makes the task of reading images more challenging compared 
to several other modalities [1]. This presence of noise causes 
problems in the interpretation of ultrasound images particularly 
when slight pathological variations are present within. 
Consequently, the problem of image denoising in ultrasound 
images has been addressed by research from academic and 
industrial researchers. Improving the quality of ultrasound 
images by reducing noise is likely to expand its utility and 
introduction into new applications [2]. 

In addition to the random noise expected from the 
electronics used in collecting ultrasound imaging echoes, a 
deterministic yet unknown type of noise-like texture called 
speckle noise appears as a direct result of the way ultrasound 
imaging is performed [3]. Ultrasound imaging works by 
transmitting an ultrasonic wave burst through the tissues from a 
probe. This wave travels through the different layers of tissues 
producing reflected and scattered echoes [4]. The reflection of 
waves happens when the size of interfaces is larger than the 
wavelength of ultrasound waves, while scattering happens 
when the interfaces are significantly smaller than this 
wavelength [1]. The ultrasound wavelength is less than a 
millimeter in the frequency range of ultrasound imaging and 
hence, organ boundaries and walls of large blood vessels 
produce reflected waves, while small vessels and the cellular 
matrix within organs produce scattered waves [3][4]. Since 
such interaction modes depend on the ultrasound transducer 
shape, frequency and orientation as well as the complex three-
dimensional shapes, sizes and organizations of the interfaces 
within the tissues, the interference pattern of echoes from many 
interactions results in a pattern of constructive and destructive 
interferences that appears as a pseudo-random noise in the final 
image called speckle noise [5]. The speckle noise is different 
from the random noise encountered from thermal noise in the 
analog front-end electronics for example in that the speckle 
pattern remains stationary as long as the imaging conditions are 
maintained. On the other hand, random noise pattern changes 
with time and therefore temporal averaging is usually done to 
reduce its effect on the image [6]. Therefore, speckle reduction 
cannot be done with temporal averaging and requires 
fundamentally different approaches to perform [7][24]. 

*Corresponding Author. 
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In this work, we consider the problem of combining the 
information from multiple speckle filters and propose the use 
of principal component analysis to find the optimal set of 
weights that would retain the most information and hence 
would better represent the data in the final image. The new 
technique is implemented to process ultrasound images 
acquired from an ultrasound imaging research system and the 
outcomes are compared to the individual techniques and their 
average using quantitative image quality metrics. The proposed 
technique has potential for utilization in clinical settings to 
provide consistently better-quality combined images that may 
help improve diagnostic accuracy. 

II. LITERATURE REVIEW 

Many research studies were performed to address the 
problem of speckle reduction. Based on their fundamental 
approach, the research in this area can be generally categorized 
as being either   acquisition-based or postprocessing-based. 
The acquisition-based approach works by collecting and 
averaging several images with slightly different imaging 
parameters such that their speckle patterns are 
different ‎[1][5][6]. Even though this approach offers an 
apparently simple solution that takes advantage of the speckle 
formation physics, it is practically difficult to implement and 
costly on ultrasound imaging systems and adds constraints on 
the maximum frame rate that may limit some clinical 
applications. 

On the other hand, the postprocessing-based approach has 
received more attention from most research groups given that it 
uses the acquired image without any modifications to the data 
acquisition method on the ultrasound imaging system. The 
techniques in this category apply image filtration to suppress 
speckle noise while trying to maintain the other image features 
such as the edges. Therefore, a general-purpose digital image 
processing system with access to the image storage of the 
ultrasound imaging system can be used to perform its job. As 
such, it can work on an external computer with a frame grabber 
or other means to collect ultrasound images from an existing 
ultrasound imaging system without making any changes to it. 
With the advances made in computing hardware and software 
including parallel processing and graphics processing units 
(GPUs), this approach offers versatile solution that meets 
practical need to work with existing ultrasound imaging 
systems. 

The existing postprocessing methods can be broadly 
classified based on their filtration strategy into four distinct 
classes, with many hybrids across them. Based on how the 
filtration is done, such methods use linear, nonlinear, physics-
based methods like anisotropic diffusion, or wavelet shrinkage 
filtration [6]. The linear filtration works in the image domain 
using spatial domain filters and includes such techniques as 
first-order statistics filtering, local statistics filtering with 
higher moments, and homogeneous mask area filtering 
[8][9][10]. The nonlinear filtration is similar to linear filters in 
being image-based method but the spatial domain filters in this 
class relies on nonlinear functions such as median filtering, 
linear scaling filter, geometric filtering, and homomorphic 
filtering [11][12][13][14]. The physics-based class attempts to 
utilize simulations of physical phenomena such as diffusion to 

reach a more homogeneous texture and reduce speckle noise. 
Examples of this class include anisotropic diffusion filtration 
and its variants ‎[7][15][16][17][18]. The wavelet shrinkage 
methods decompose the texture in the wavelet domain and 
truncation of small coefficients related to speckle 
noise ‎[19][20][21][22]. Several hybrid methods that combine 
techniques from two or more of these classes between the 
above methods were also studied in the literature [23][24]. 

In spite of the good performance reported by the above 
speckle reduction methods to improve ultrasound images, there 
remain major issues that hinder their clinical utility in routine 
practice. The most important of these is that their performance 
has wide variability across different techniques and even 
within the same technique for different ultrasound image 
characteristics. This makes it difficult to choose one technique 
to adopt in a particular clinical setting given the wide 
variability of image characteristics with different selected 
imaging parameters such as ultrasound frequency, depth, and 
ultrasound probe geometry. Furthermore, the limited success in 
combining advantages from different categories of speckle 
reduction techniques with the present hybrid methods indicates 
a gap in the research within this area. Therefore, the 
development of a hybrid technique that would allow for a 
consistent performance while offering a way of combining 
image quality advantages from different categories would be 
highly desired to boost performance in clinical use. 

Principal component analysis (PCA) was utilized in 
ultrasound imaging applications using different approaches. In 
[25], the authors proposed a speckle reduction method based 
on the segmentation of the ultrasound image into overlapping 
regions followed by the application of PCA to the set of 
segmented regions after reshaping each into a vector. This is 
similar in principle to the approach in [26] in other image 
denoising applications where local pixel grouping was used 
before PCA, and a multistage process is applied iteratively to 
improve denoising performance. Also, a similar approach was 
used in [27], where the authors also proposed the use of PCA 
to denoise multi-frame optical coherence tomography data after 
dividing them into 3D blocks. In [28], the authors presented a 
survey of blind source separation applications such as PCA in 
ultrasound imaging and suggested that it can be used to filter 
out clutter and noise using spectral thresholding. They pointed 
out the difficulty to make such techniques work adaptively 
because of the variations in clutter and noise subspaces across 
different applications. In [29], the authors proposed an 
approach for speckle noise suppression in medical ultrasound 
Images by combining PCA and nonlinear diffusion. In this 
technique, the PCA is used as an orthogonal transformation to 
a domain where the nonlinear diffusion is applied after bit 
plane slicing then the results is transformed back using inverse 
PCA to form the denoised image. In [30], the authors 
suggested the use of PCA to reduce the speckle noise in 
echocardiography frame sequences Using PCA. They reshaped 
each frame into a vector and performed PCA on the set of 
vectors obtained from the frame sequence. The resultant PCA 
underwent a process similar to wavelet shrinkage whereby the 
subspace components corresponding to small eigenvalues 
below a certain threshold were omitted and the remaining 
components were used to reconstruct the denoised image. In 
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[31], the authors proposed a hybrid of several denoising 
approaches where PCA is used to combine the outputs of those 
approaches to obtain the denoised image. 

Even though the previous studies included interesting 
applications of PCA in different aspects of ultrasound imaging, 
their techniques did not address the problem of optimal 
combination of information from multiple speckle reduction 
categories. This problem will be addressed in this work. 

III. METHODOLOGY 

The received signal in ultrasound imaging can be modeled 
as the sum of a true signal coming from reflections and 
scattering from underling tissue interfaces and a superimposed 
random noise mainly from the electronics used in the analog 
front-end of the system. The true signal component can be 
further subdivided into signal from specular reflectors that 
delineate the major interfaces within the field of view, and 
another component coming from the summation of many 
wavelets coming from scatterers resulting in pseudo-random 
pattern of signal intensities called speckle. Unlike random 
noise, the speckle pattern depends on the underlying tissue 
characteristics such as cell sizes and distributions. Therefore, 
while the random noise changes with every acquisition, the 
speckle pattern remains the same provided that the same 
imaging conditions such as location of probe and imaging 
frequency and transmission focal points remain unchanged. 

This study starts by recognizing the fact that there are many 
present techniques for speckle reductions that perform very 
well in some applications while others perform better in other 
applications. Rather than attempting to propose yet another 
technique, this study searches for a way to develop a hybrid 
method that combines several techniques in such a way to 
perform consistently at the peak performance. The research 
hypothesis is that using techniques from different speckle 
reduction categories combined using a technique that 
minimizes information loss such as principal component 
analysis would achieve that goal. 

From the theory of principal component analysis technique, 
the first principal component is a smart way of representing the 
information present in a set of data vectors (or observations) 
whereby a set of weights are calculated such that it adaptively 
and optimally retains more information from the original data 
vectors than any other combination [36]. For example, in 
theory, the first principal component allows better 
representation of the original data than simple combination 
with equal weights as in averaging. This is the basis for our 
new method to combine data from different speckle reduction 
filters. In particular, four popular speckle reduction filtering 
techniques as examples from the four main postprocessing 
categories (without loss of generality) are used along with the 
original image as the input to the principal component analysis 
to find the optimal way of combining their information. These 
techniques are wavelet shrinkage [19][21], relaxed median 

(RMedian) filtering [13][14], speckle reducing anisotropic 
diffusion (SRAD) [15][16][17], and local statistics based 
filtering (Lee) [8][9]. The implementation parameters were 
used as in the most recent variant in each technique. 

The details of the new methodology are as follows. 
Ultrasound images are collected as a set of lines (or sticks) that 
span the scanned region in a linear or a sector manner 
depending on the imaging probe used. The resulting data are 
called the stick data and are used to form the properly 
formatted output image by the image reconstruction technique 
given the scanning parameters and geometry information. The 
use of stick data rather than image lines maintains all data 
points independent by avoiding point correlations from 
interpolation operations. They also help reduce the 
computational cost of applying different processing methods 
on the data. The new technique is implemented by forming a 
matrix containing the set of vectors with the original data and 
four filtered versions and use PCA to find the optimal weights 
to combine them. 

Let the original stick data image be        of size MN. 
The original stick data image is processed using four speckle 
filtering techniques, namely, wavelet, relaxed median, SRAD 
and Lee filters. The outcomes from these four filters will be 
       ,        ,         and         respectively. The 
observations data matrix D is composed by reformatting the 

original and four processed stick data images of size MN into 

MN1 column vectors,                  , where each is 

placed as a column in the D matrix of size MN5. 

  [  |    |    |   |   ].    (1) 

The covariance matrix COVD of size 55 is estimated as,  

     [  ̂ |  ̂  |  ̂  | ̂ |  ̂  ]
 
. [  ̂ |  ̂  |  ̂  |  ̂ |  ̂  ],   (2) 

where  ̂  ̂   ̂   ̂       ̂  are the centered versions of 
their original vectors after subtracting their mean values. Then, 
the principal component analysis is performed on      to 
obtain the vector of coefficients WPC of the principal 
component (that is, the eigenvector for the largest eigenvalue 
of the covariance matrix). The reformatted column vector G of 

size MN1 representing the final processed stick data image 

       of size MN is then computed as the weighted average 
of all images as, 

  
     

         
    (3) 

Here,           is the summation of     vector 
components to ensure that the weighted average weights add to 
unity. The final processed stick data image        of size 

MN is obtained by reformatting G and is sent to image 
reconstruction to generate the final display image. A block 
diagram of the new method is presented in Fig. 1. 
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Fig. 1. Diagram showing the steps of the new technique whereby original stick data and its filtered versions multiple speckle reduction techniques undergo PCA to 

estimate the best weights to combine them for best information retention. 

To compare the results between the new technique and 
averaging in a quantitative manner, several image quality 
metrics are used to assess the outputs from both techniques as 
they were applied to several data sets acquired using different 
imaging conditions (for example, different probes and different 
applications). The image quality metrics used are root mean 
squared error [6], Laplacian mean squared error [32], 
Minkowski error metric [33], structural similarity index (SSIN) 
[33], , universal quality index (Q) [33][34], signal-to-noise 
ratio (SNR) and peak signal-to-noise ratio (PSNR) [35]. This 
allows for objective assessment of the results. The detailed 
mathematical definitions of such metrics are as follows. 

The root mean squared error (RMSE) is the square root of 
the average of the squared error over the whole image. It is 
generally considered as an approximation of the standard error. 

      √
 

  
∑ ∑                  

   
 
    .    (4) 

The Laplacian mean squared error (LMSE) is the squared 
error between the Laplacian of the original and processed 
images averaged over the entire image. It generally assesses the 
edge preservation in the processing algorithm. A better-quality 
processed image will have a lower RMSE value. 

      
 

  
∑ ∑                    

   
 
    ,    (5) 

where                     are the Laplacians of the 
processed and original images respectively. A better-quality 
processed image will have a lower LMSE value. 

The Minkowski error metric computes the norm of the 
difference between the original and processed images using 

different vector norms. The equation for  -norm Minkowski 
error metric is given as, 

           √
 

  
∑ ∑ |             |  

   
 
   

 

 .  (6) 

Here, we compute the Minkowski error metrics for   values 
of 3 (ErrorM3) and 4 (ErrorM4). A better-quality processed 
image will have lower ErrorM3 and ErrorM4 values. 

The signal-to-noise ratio (SNR) is an important measure of 
how the processed signal improved in suppressing noise. A 
better-quality processed image will have a higher SNR value. 

              (
∑ ∑ (               ) 

   
 
   

∑ ∑                  
   

 
   

) .     (7) 

The peak signal-to-noise ratio (PSNR) measures the 
resemblance of the processed image and the original image. A 
better-quality processed image will have a higher PSNR value. 

               (
     

   {      }
) ,   (8) 

where    {      } is the maximum intensity value in the 
original image. 

The universal quality index (Q) models any distortion as a 
combination of three different factors, which are loss of 
correlation, luminance distortion, and contrast distortion. 
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  ̅ ̅

 ̅   ̅  
     

  
    

      (9) 

where  ̅  and  ̅  are mean values of the original and 
processed images respectively with their standard deviations    

and   . Also,    represents the covariance between the 

original and processed images. A better-quality processed 
image will have a higher Q value. 

The structural similarity index (SSIN) between the original 
and processed images is a more general form of Q developed 
by the same research group. A higher value of SSIN indicates a 
higher quality processed image. 

      
   ̅ ̅    

  ̅   ̅     
 

(       )

   
    

     
      (10) 

where c1 and c2 are constants computed as 0.01 and 0.03 of 
maximum value in image dynamic range respectively (255 in 
the case of ultrasound images). 

IV. EXPERIMENTAL SETUP AND DATA COLLECTION 

The experimental ultrasound imaging data were acquired 
using an ultrasound imaging research system (Digison Digital 
Ultrasound Research system, Mashreq., Egypt) [38]. A 
customized research interface was used to set all imaging 
parameters and allowed the acquisition and storage of raw data 
samples at high sampling rates of 50 M Samples/s at a 

quantization of 16 bits. To ensure that the collected data set 
includes diverse image characteristics, imaging experiments 
were performed using several multifrequency ultrasound 
transducers including different linear and convex array probes 
including an endo-cavity probe. Furthermore, the experiments 
included different clinical applications on human volunteers 
and scanning of a tissue-mimicking quality assurance phantom 
(CIRS Inc., U.S.A.). A total of 10 images were collected for 
each experiment to do temporal averaging to remove present 
random noise. The complete data set included the results from 
26 different imaging experiments with a total of 260 images. 
Fig. 2 demonstrates a sample image from each of the 26 
imaging experiments to show the wide variation in their nature 
and characteristics. The conventional ultrasound signal 
processing stack was used to perform peak detection using 
Hilbert transformation then resampling to reduce the number of 
samples in each line to 512. The number of acquired lines for 

each imaging experiment was 128 and this 128512 data array 
of resampled line data was called the stick data. The new 
technique was applied on the stick data to obtain the final 
processed image. The final image reconstruction from the 
processed stick data was subsequently performed to obtain the 
final processed images. The new methodology was 
implemented using Matlab 2022b (Mathworks Inc., U.S.A.). 
The data processing system was a desktop computer with 11th 
generation Intel® Core™ i7 processor and 32 GB of RAM 
running a 64-bit Windows 11 Home Edition operating system. 

 
Fig. 2. Illustration of the different imaging experiments performed in this study. 
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V. RESULTS AND DISCUSSION 

Example qualitative results of applying the new 
methodology compared to the original images and the results 
from individual speckle reduction filters as well as their 
average are shown in Fig. 3. To better demonstrate the 
performance, the results from imaging experiments using three 
different probe geometries were included for both the tissue-
mimicking phantom and real human scans. The qualitative 
evaluation can be done by observing the smoothness of speckle 
texture as well as the sharpness or definition of edges in each 
image as compared to the original. As can be observed, 

variations in both are found across the results from the 
individual speckle reduction filters where better smoothness 
comes at the cost of blurry edges such as with the Lee filter 
results. This can be seen more clearly in the results from 
phantom experiments given the structure of the phantom. In the 
results from all image experiments, the proposed PCA-based 
hybrid technique offers smoothness and edge definition that is 
comparable to the best of all individual techniques. 
Furthermore, the results from the simple average of individual 
techniques appear to partially inherit the quality issue such as 
blurring more prominently than the new technique. 

 
Fig. 3. Experimental results from the new technique are compared to those from the individual techniques used in addition to their average. the results are provided 

for different probe geometries and scan parameters from both a tissue-mimicking phantom and human volunteers. 
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The quantitative evaluations of the results are provided in 
Table I, which presents the percentage mean change in image 
quality metrics compared to the new PCA-based hybrid 
technique along with its standard deviation and p-value of 
statistical significance over the set of 26 experiments. For each 
metric, the percentage mean change of a particular technique is 
calculated as the average of the difference between the metric 
values of that particular technique and the new PCA-based 
hybrid technique, divided by the average of that metric for the 
new PCA-based hybrid technique. This formula was chosen to 
make the percentage change always relative to the same 
quantity across different techniques to make consistent 
comparisons. For better inspection of the results, the image 
quality metrics were grouped into either error or quality 
metrics as shown in the first column. When a technique has a 
positive percentage mean change in the error metrics, this 
means that its error metric is higher than that of the new 
technique, which would indicate lower performance. ON the 
other hand, a lower performance in the quality metrics is when 
a technique has a negative percentage mean change in the error 
metrics, which means that its quality metric is lower than that 
of the new technique. As can be observed, the results indicate 
that the new PCA-based hybrid technique offers better 
performance across all metrics with varying degrees. For 
example, in the universal quality index that deterioration varies 

from -2.77% for relaxed median filter to -30.55% for wavelet 
filter. It should be noted that the other metrics for these same 
techniques were very different where for example they were 
higher by 107.84% and 97.9% respectively for Laplacian mean 
squared error. This generally demonstrates the issue of variable 
performance of individual techniques across metrics where 
some perform better on quality and others on error metrics. 
One final observation is that the performance of the new PCA-
based hybrid technique was consistently superior to that of the 
average of individual techniques, with significantly higher 
improvements in error metrics than quality metrics. 

In order to ensure that the detected mean changes are 
statistically significant, a two-sample student t-test was applied 
and the p-values are listed in the same bin as the percentage 
mean change in Table I. A significance level of 0.05 was used 
and higher p-values where statistical significance cannot be 
confirmed at that level were denoted with “*” in the table. As 
can be observed, only three results were not statistically 
significant and they were all for the relaxed median filter. All 
results for the average of individual techniques were 
statistically significant indicating that there is a real 
performance boost. The overall results generally support the 
research hypothesis that the performance of the new PCA-
based hybrid technique is better than or not different from the 
best individual technique. 

TABLE I. PERCENTAGE MEAN CHANGE IN IMAGE QUALITY METRICS COMPARED TO THE NEW PCA-BASED HYBRID TECHNIQUE ALONG WITH ITS STANDARD 

DEVIATION AND P-VALUE OF STATISTICAL SIGNIFICANCE OVER THE SET OF 26 EXPERIMENTS 

Assessment Metric Wavelet RMedian SRAD Lee Average 

E
rr

o
r 

M
et

ri
cs

 

Root Mean Squared Error 

(RMSE) 

+49.44% 

± 14.66 

(p<0.001) 

+6.69% 

± 12.69 

(p=0.103*) 

+93.25% 

± 70.71 

(p<0.001) 

+46.78% 

± 14.33 

(p<0.001) 

+23.84% 

± 3.1 

(p<0.001) 

Laplacian Mean Squared Error 

(LMSE) 

+107.84% 

± 14.73 

(p<0.001) 

+97.9% 

± 18.9 

(p<0.001) 

+26.83% 

± 17.21 

(p<0.001) 

+98.31% 

± 14.86 

(p<0.001) 

+58.72% 

± 4.51 

(p<0.001) 

Minkowski Error Metric ( =3) 

(ErrorM3) 

+49.36% 

± 13.32 

(p<0.001) 

+29.18% 

± 12.67 

(p<0.001) 

+76.49% 

± 59.56 

(p<0.001) 

+49.99% 

± 15.05 

(p<0.001) 

+24.34% 

± 2.94 

(p<0.001) 

Minkowski Error Metric ( =4) 

(ErrorM4) 

+49.6% 

± 12.81 

(p<0.001) 

+71.18% 

± 18.17 

(p<0.001) 

+64.0% 

± 52.31 

(p<0.001) 

+52.93% 

± 15.67 

(p<0.001) 

+24.82% 

± 2.88 

(p<0.001) 

Q
u

a
li

ty
 M

et
ri

cs
 

Signal-to-Noise Ratio 

(SNR) 

-12.95% 

± 3.1 

(p<0.001) 

-2.04% 

± 3.78 

(p=0.471*) 

-18.34% 

± 10.3 

(p<0.001) 

-12.56% 

± 3.17 

(p<0.001) 

-6.86% 

± 0.67 

(p<0.001) 

Peak Signal-to-Noise Ratio 

(PSNR) 

-10.38% 

± 3.2 

(p<0.001) 

-2.31% 

± 4.17 

(p=0.166*) 

-14.44% 

± 8.24 

(p<0.001) 

-11.52% 

± 3.0 

(p<0.001) 

-6.14% 

± 0.62 

(p<0.001) 

Structural Similarity Index 

(SSIN) 

-23.59% 

± 6.34 

(p<0.001) 

-2.5% 

± 4.16 

(p=0.013) 

-5.84% 

± 3.86 

(p<0.001) 

-23.56% 

± 3.75 

(p<0.001) 

-10.21% 

± 1.5 

(p<0.001) 

Universal Quality Index 

(Q) 

-30.55% 

± 5.95 

(p<0.001) 

-2.73% 

± 5.11 

(p=0.027) 

-9.88% 

± 7.1 

(p<0.001) 

-31.24% 

± 3.4 

(p<0.001) 

-13.93% 

± 1.95 

(p<0.001) 

* Not statistically significanct. 
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Fig. 4. Experimental results showing example quality metrics Laplacian 

Mean Squared Error (LMSE), structural similarity index (ssin), and universal 

quality index (Q) for 26 imaging experiments. 

In order to illustrate the variability of metric values across 
different imaging experiments, Fig. 4 presents the values of 
Laplacian mean squared error, structural similarity index and 
universal quality metrics for each of the 26 imaging 
experiments. It can be observed that the different techniques 
have significant variability when applied to different 
experiments with different probe geometry and scan 
parameters. Furthermore, it is evident that the performance of 
the new PCA-based hybrid technique is better than or equal to 
the best individual technique in the majority of experiments, 
which again confirms the validity of the research hypothesis of 
developing this method. It can be also observed that the results 
from the average of individual techniques always lie in the 
middle of all individual techniques. This means that it may be 
considered as a way of obtaining consistent results from all 
techniques, but its performance will not be the best. 

In order to verify the importance of including the original 
image in the observations matrix along with those from the 
speckle filters, the new technique was implemented with only 4 
columns in the observations matrix D by excluding the original 
image. The quantitative evaluations of the results are presented 
in Table II. As can be observed, the obtained outcome has 
mixed performance across each metric as evident by the mixed 
negative and positive values in each. This indicates the results 
of excluding the original image are significantly worse than 
with the original image included. Furthermore, the results of 
excluding the original image appear to be very close to those of 
the average of individual techniques. This is evident from the 
small percentage mean differences and from the fact that there 
is no statistically significant difference between applying the 
new method with excluding the original image and that of the 
average of individual techniques. This indicates the important 
role of the information in the original image in guiding the 
estimation of weights used to combine it with the different 
individual techniques. To demonstrate this further, the 
computed weights for all experiments are shown in Fig. 5. As 
can be seen, the weights vary significantly across imaging 
experiments, which outlines the importance of their adaptive 
estimation. The weights for the original image were second 
highest in the majority of experiments indicating its importance 
in the outcome. 

With the performance advantage of the PCA-based hybrid 
technique established by the results, the main challenge for its 
widespread application appears to be mainly computational. 
Rather than using an individual speckle filter, four filters need 
to be applied in the new method. The computations needed to 
perform the new technique can be divided into the 
computations needed for the speckle filters (which may vary 
with implementation), covariance matrix estimation, principal 

component analysis of a 55 matrix, the weighted average of 5 
stick data images. Nevertheless, this computational cost can be 
considered reasonable for real-time performance especially 
with current high processing power available in modern digital 
ultrasound imaging systems. Furthermore, since we require 
only the first eigenvector corresponding to the maximum 
eigenvalue, significantly faster solvers can be utilized [37]. 
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TABLE II. PERCENTAGE MEAN CHANGE IN IMAGE QUALITY METRICS COMPARED TO THE NEW PCA-BASED HYBRID TECHNIQUE WITHOUT INCLUDING 

ORIGINAL IMAGE IN OBSERVATIONS MATRIX ALONG WITH ITS STANDARD DEVIATION AND P-VALUE OF STATISTICAL SIGNIFICANCE OVER THE SET OF 26 

EXPERIMENTS 

Assessment Metrics Wavelet RMedian SRAD Lee Average 

E
rr

o
r 

M
et

ri
cs

 

Root Mean Squared Error  

(RMSE) 

+19.43% 

± 10.97 

(p<0.001) 

-14.73% 

± 10.44 

(p<0.001) 

+54.44% 

± 55.67 

(p=0.002) 

+17.31% 

± 11.7 

(p<0.001) 

-1.03% 

± 1.91 

(p=0.756*) 

Laplacian Mean Squared Error  

(LMSE)  

+32.7% 

± 13.07 

(p<0.001) 

+26.36% 

± 15.07 

(p<0.001) 

-19.02% 

± 7.84 

(p<0.001) 

+26.62% 

± 7.11 

(p<0.001) 

+1.34% 

± 1.37 

(p=0.66*) 

Minkowski Error Metric ( =3) 

(ErrorM3) 

+19.36% 

± 9.73 

(p<0.001) 

+3.23% 

± 10.38 

(p=0.337*) 

+41.04% 

± 47.03 

(p<0.001) 

+19.86% 

± 12.44 

(p<0.001) 

-0.64% 

± 1.51 

(p=0.837*) 

Minkowski Error Metric ( =4) 

(ErrorM4) 

+19.54% 

± 9.34 

(p<0.001) 

+36.78% 

± 15.58 

(p<0.001) 

+31.05% 

± 41.5 

(p=0.001) 

+22.2% 

± 13.03 

(p<0.001) 

-0.26% 

± 1.19 

(p=0.932*) 

Q
u

a
li

ty
 M

et
ri

cs
 

Signal-to-Noise Ratio  

(SNR) 

-6.26% 

± 3.26 

(p=0.035) 

+5.48% 

± 4.01 

(p=0.075*) 

-12.07% 

± 11.2 

(p=0.002) 

-5.85% 

± 3.29 

(p=0.022) 

+0.29% 

± 0.57 

(p=0.913*) 

Peak Signal-to-Noise Ratio  

(PSNR) 

-4.35% 

± 3.26 

(p=0.011) 

+4.27% 

± 4.29 

(p=0.018) 

-8.69% 

± 8.91 

(p=0.001) 

-5.56% 

± 3.17 

(p<0.001) 

+0.17% 

± 0.47 

(p=0.899*) 

Structural Similarity Index  

(SSIN) 

-15.31% 

± 6.65 

(p<0.001) 

+8.06% 

± 4.95 

(p<0.001) 

+4.36% 

± 4.33 

(p=0.002) 

-15.28% 

± 3.04 

(p<0.001) 

-0.48% 

± 0.53 

(p=0.673*) 

Universal Quality Index  

(Q)  

-19.8% 

± 8.09 

(p<0.001) 

+12.33% 

± 7.14 

(p<0.001) 

+4.07% 

± 6.54 

(p=0.128*) 

-20.6% 

± 3.22 

(p<0.001) 

-0.6% 

± 0.68 

(p=0.737*) 

* Not statistically significanct 

 
Fig. 5. Illustration of the variations of experimental optimal weights of 

different images obtained using PCA for the 26 imaging experiments. 

VI. CONCLUSIONS 

In this study, the combination of information from multiple 
speckle filters is considered and the use of principal component 
analysis is proposed to find the optimal set of weights that 
would retain the most information and hence would better 
represent the data in the final image. The new technique is 
implemented to process ultrasound images acquired from a 
research system and the outcomes are compared to the 
individual techniques and their average using quantitative 
image quality metrics. The results confirm that the new PCA-
based hybrid technique offers consistent high performance 
across different experiments. The proposed technique has 
potential for utilization in clinical settings to provide 

consistently better-quality combined images that may help 
improve diagnostic accuracy. 
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Abstract—The paper's main goal is to use a genetic algorithm 

to find the best stock portfolio that meets the criteria of high 

return and low risk, allowing investors to adjust the appropriate 

proportion for each share. Using the Python programming 

language based on the Jupyter Notebook engine, this paper 

introduces a model of six stock portfolios, each of 30 stocks 

selected with market capitalization and high liquidity criteria of 

six markets in the Asian region. The results show that the four 

portfolios created from the markets of Vietnam, Thailand, 

Philippines, and Singapore meet both the return and risk 

objectives. The Malaysian market only meets the risk target, but 

the portfolio's return is not close to the expected ratio. 

Meanwhile, the Indonesian market outperformed expectations in 

terms of profits, but high profits come with high risks, so this 

market carries a concerning level of risk when compared to the 

profit and loss of other markets. The suggested stock allocation 

levels for each portfolio are based on the above results. Finally, 

the author proposes several policy implications related to the 

management and operation of the market to limit unnecessary 

price fluctuations of the stock and affect the business model of 

companies. 

Keywords—Artificial intelligence; genetic algorithms; optimal 

portfolio; Sharpe ratio; Asian stock market 

I. INTRODUCTION 

When learning about investment, optimizing the return on a 
portfolio is one of the most challenging issues in the financial 
sector. Since it is a process that is not simply a combination of 
individual stock codes with unexamined investment ratios, 
investors need to find ways to maximize the profitable 
investment and limit risk by understanding the market and 
setting themselves a desired level of return with an acceptable 
risk level. Dealing with this problem, recently, several artificial 
intelligence-based methods such as genetic algorithms have 
been applied to overcome this problem. Genetic algorithms 
(GAs) are optimal methods. They are widely used in many 
different fields such as medicine, engineering, electronics, not 
only the field of financial investment analysis to optimize value 
and solve problems through the fundamental processes of 
selection, breeding, and mutation between individuals in the 
population to create better latter-generation individuals, 
improving the adaptability of that individual in a more natural 
environment. 

There have been many studies applying genetic algorithms 
to investments. However, the scope of the above studies is in 
the overseas market, where the market characteristics are quite 

different from the market in Southeast Asia. In Southeast Asia, 
studies of this method of migration algorithms have been 
applied and studied in many other fields such as health, 
biology, engineering, construction, information technology to 
solve different problems. The application of this method to the 
financial sector is still relatively small. Therefore, 
implementing this research in the Asian market is necessary 
and feasible, especially in the growing and constantly changing 
stock market. 

An optimal portfolio is an asset allocation, or in other 
words, a group of different stock choices that provide the 
highest rate of return per unit of risk an investor is willing to 
accept. In addition, the optimal portfolio is considered to be the 
one with the maximum Sharpe ratio - which measures the 
amount of return generated per unit of risk when investing in 
an asset or type of other investments. According to 
Markowitz's methodology, the linear equations are used to 
determine the best portfolio, but this traditional method works 
best when the number of stocks and the size of the search space 
are both small. When there are a lot of stocks and large 
searchable space, special techniques, such as GAs, must be 
used. Compared to other optimization methods, GAs work by 
simulating evolution and natural selection on a computer 
starting with a random population. Additionally, we require an 
adaptive function to choose good individuals and reject bad 
ones in order to optimize. Genetic algorithms, in contrast to 
other optimization techniques, have the following advantages: 

 GAs work with the variable's code, not directly on the 
variable. 

 Most of the optimization techniques normally search 
from a single vertex, while GAs always operate on a set 
of vertices (optimal points), this is an advantage of GAs 
that increases the chances of reaching the 
comprehensive optimal, and avoids premature 
convergence at the local point. 

 GAs evaluate the objective function to serve the search 
process, so it can be applied to any optimization 
problem (continuous or discrete). 

 GA is a subclass of probability algorithms, and their 
fundamental operations are based on their capacity to 
incorporate randomness into the processing flow. 

The paper will help answer the question: "Should genetic 
math be applied to the creation of an effective stock portfolio 
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for southeast Asian markets?" To answer that question, the 
author will study, learn and apply the processes of acquisition 
to a portfolio of asset classes with a wide range of asset classes 
with a level of assets risks and ratios that vary to select and 
create a potential stock portfolio with high profitability criteria 
with the right level of risk. 

II. THEORETICAL BASIS 

Yang [1] compares three approaches from genetic 
algorithms, medium variances, and Bayes methods to improve 
portfolio efficiency with a sample of MSCI (Morgan Stanley 
Capital International) datasets of Total Return on Equity of 
Canada, France, Germany, Japan, the United Kingdom, and the 
United States include European stocks, bonds, and bonds based 
on the value of the U.S. dollar between January 1975 and 
December 2004, taking the risk-free rate of return as the T-bill 
interest rate of three months. The problem is that the portfolio 
has a minor standard deviation, and out-of-sample returns also 
have a significantly higher average value than the standard 
medium variance portfolio strategy and the Bayes approach. 
Portfolio weighting using genetic algorithms is less unbalanced 
and fluctuates much less over time than the standard average 
method and Bayes method. Furthermore, the author has stated 
that the algorithm is a model that combines historical 
information and future uncertainty to significantly improve the 
accuracy of the average estimate, helping to improve the 
model's performance by overcoming computational difficulties 
when approached by the Bayes method 

Lin [2] also reports that adopting genetic algorithms would 
provide optimal value for creating a portfolio. The author 
asserted that the genetic algorithm could solve the 
corresponding optimization problems because existing 
traditional methods cannot be effectively addressed. Moreover, 
the study based on a team of 40 sample companies collected 
from the Taiwan market was used to demonstrate the proposed 
method with the probability of hybridization and random 
mutations. 

Sefiane [3] applied genetic algorithms to optimize a 
portfolio of five stocks with data including portfolio-wide 
average returns and portfolio variances for five years from 
2007 to 2011. By running the data on Matlab software, the 
author has produced the result of five proportions of 
investment in five stock codes and selected a hybrid by one 
point, two points through the stage of three hybrids. At the end 
of the research process, the author commented that this 
problem achieves exceptionally effective results by shortening 
the calculation time to get an investment solution for the whole 
portfolio. Dubinskas [4] also evaluate the genetic algorithm 
method for data of 18 stock codes made from Lithuanian 
businesses listed on the official list of NASDAQ OMX Baltic 
companies in 2013 planned portfolio to be built including four 
businesses representing different sectors. Research indicates 
that optimizing the portfolio by adopting an algorithmic 
approach generates four times more returns than portfolios 
built using a defined or random programming method. Along 
with high returns, the systematic risk assessment of the 
portfolio analyzed by genetic algorithms is higher than the 
portfolio optimized by defined and random programming. 
However, the authors commented that the portfolio's 

performance optimized by algorithmic genetics might exceed 
market performance. Moreover, the author also concludes that 
a research paper needs to examine several cycles to look for 
more reliable conclusions, emphasizing the application of 
genetic algorithms methods during a market downturn. 

In addition, Cheong et al. [5] also implement genetic 
algorithms to support portfolio optimization based on investor 
information, which is to build portfolios by selecting 
institutionalized stocks or foreign investors invest more than 
other stocks. Through data obtained from the Korea Securities 
Computer Corporation (KOSCOM), specifically the top 90 
Kospi 200 companies in terms of market capitalization from 
September 1, 2007, to May 30, 2014, and through the analysis 
process, the author commented that long-term information 
outperforms medium- and short-term information on the 
Korean stock market. The weight varies when using genetic 
algorithms how it affects portfolio performance. In particular, 
the study results add to the behaviors and patterns of investors 
that can be used to devise investment strategies. Investors build 
portfolios according to their risk-return level on the average 
variance framework, and relying on the portfolio strategies of 
other confident investors can enhance portfolio performance. 
However, the author also notes that institutional investors 
anticipate higher returns and lower risks on the Korean stock 
market, while foreign investors only consider portfolio risk. 

Liu et al. [6] shows that genetic algorithms produce results 
that provide a more reliable portfolio in the same risk and 
without the need to introduce or mention each country's data.  
Liu et al [6] argues about the time series length of each stock 
on the construction of the portfolio and improve the 
algorithmic efficiency in fundamental stock analysis. With a 
fairly comprehensive sample of data, including the closing 
price of 2317 stocks on the Chinese market from February 20, 
2016, to February 16, 2017, there are 250 trading days. The 
author agrees with the researchers above that genetic 
algorithms have optimized portfolio strategies. Sharpe ratios 
are relatively high, markedly improved along with an increase 
in the number of iterations, meaning that the ability to achieve 
excess returns increases gradually [7]. Furthermore, the author 
also compared two other methods, the random method and the 
K-mean algorithm. Their results indicate that with the increase 
in risk, the rate of profitability when using genetic algorithms 
increases, indicating the effectiveness of genetic algorithms. 

In general, after consulting and researching research 
articles, the application of genetic algorithms to selectively and 
creating an optimal portfolio is agreed and encouraged by 
many authors because the effectiveness of the algorithm is 
persuasive when going through the analysis process to create 
an expected profit level. The standard deviation and deviation 
are in line with the expected level. Therefore, the expansion 
direction of future studies is to be able to conduct on a broader 
scale, a long time to test the appropriate level of an optimal 
category with the criteria of limiting risk, achieving the 
expected or highest level of profitability. 
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III. RESEARCH METHOD 

A. Data 

The data used in this study includes trading histories such 
as stock codes, trading months and closing prices provided at 
the DataStream system. The subjects selected in the study data 
are stocks listed on the stock exchanges of Vietnam, Thailand, 
Indonesia, Philippines, Malaysia, and Singapore with the 
following characteristics: 

 Shares listed at least two years before the time of 
inclusion in the portfolio 

 The stock must be traded during the study sample 
selection period 

The data includes 180 stock codes, of which in Vietnam 
there are 30 company codes in VN30 and 30 companies with 
the largest capitalization in 5 countries, the month of trading 
started oil from 07/2018 to 04/2021 

B. Method 

Genetic mathematics is a technique of computer science 
that predicts the behavior and reactions of humans and 
organisms. Migration algorithms can be applied in the financial 
sector by forecasting profits, stock prices, portfolio 
optimization, and determining trading rules and pricing 
options. Genetic mathematics includes transformation 
modalities, including selection, hybridization, and mutation. 
Identifying individuals in the current generation retained in the 
next generation is called the selection process. The random 
combination of two different individuals, using the things 
available in the previous generation passed on to the next 
generation, is hybridization. Randomly changing the structure 
of the individual, and transforming into new individuals is 
called the process of mutation [8]. 

The author uses a programming language called Python, 
which runs on the Jupyter Notebook tool to build a research 
process, a computer-language method, also known as 
computer-language code used to replace a string of characters 
or statements briefly. These codes are technically valuable in 
terms of information technology. The change in this code does 
not affect the values and results involved, nor does it explain 
any economic significance. The code used in the article is 
inherited from many different authors whose research papers 
agree with this research paper. The code is only intended to 
support the function and give the study results. The author has 
also changed the code to match the author's research direction. 
The study focuses on variables in profitability, risk, and 
allocation levels accordingly and delivers the most optimal 
portfolio outcome. The research process will be as follows: 

The prerequisite for implementing the algorithm, the 
libraries are inserted into python language to help support the 
calculation of significant data sources such as numpy, pandas, 
functools. Code: 

import numpy as np 

import pandas as pd 

from functools import reduce 

Step 1, import the data of a country of 30 companies, 
specifically code as follows. The author takes the example of 
how Vietnam runs. Code: 

files=['VIETNAM.csv'] 

dfs=[] 

for file in files: 

temp=pd.read_csv(file) 

dfs.append(temp) 

stocks = reduce(lambda left,right: pd.merge(left,right,on='Date'), dfs) 

print(stocks.shape) 

stocks.head() 

In the Step 2, the profit is measured through the historical 
transaction values. The closing price equal to the average of 1 
to 33 months, is takes the timeline of 04/2021 as the standard 
of calculating profitability. The formula used is the profit 
margin stated by the author in sector 2, section 2.1.3.2, 
specifically the total return of the stock plus the dividend paid 
and divided by the original price of the stock. Here, we assume 
the percentage of dividends paid is not in companies. Code: 

def hist_return(months): 

 idx=[] 

 df=pd. DataFrame() 

 for mon in months:35 

 temp=(stocks.iloc[0,1:] - stocks.iloc[mon,1:])/(stocks.iloc[mon,1:]) 

 idx.append(str(mon)+'_mon_return') 

 df=pd.concat([df, temp.to_frame(). T], ignore_index=True) 

 df.index=idx 

 return df  

hist_stock_returns=hist_return([3,6,12,24,33]) 

hist_stock_returns 

In Step 3, identify the gene or, in other words, encode the 
problem. In this step, the author will use a binary sequence of 
n-gene lengths (with n being the number of securities included 
in the category) as chromosomes to represent a category with n 
securities to study. Each gene represents the appearance or 
absence of a stock code, which these genes are regulated in 
alphabetical order. Code: 

gene = np.random.rand() 

Gene import time 

def gen_mc_grid(rows, cols, n, N):  

 np.random.seed(seed=int(time.time()))  

 layouts = np.zeros((n, rows * cols), dtype=np.int32)  

 # layouts_cr = np.zeros((n*, 2), dtype=np.float32)  

 positionX = np.random.randint(0, cols, size=(N* n* 2)) 

 positionY = np.random.randint(0, rows, size=(N*n*2)) 

 ind_rows = 0  

 ind_pos = 0 

 while ind_rows < n: 

 layouts[ind_rows, positionX[ind_pos] + positionY[ind_pos]*cols] =1 

 if np.sum(layouts[ind_rows, :]) == N: 

 ind_rows += 1 

 ind_pos += 1 

 if ind_pos >= N*n*2: 

 print("Not enough positions") 

 Break return layouts 

def gen_mc_grid_with_NA_loc(rows, cols, n, N,NA_loc):  

 np.random.seed(seed=int(time.time()))  

 layouts = np.zeros((n, rows * cols), dtype=np.int32)  

 layouts_NA= np.zeros((n, rows * cols), dtype=np.int32)  

 for i in NA_loc: 

 layouts_NA[:,i-1]=2 

 positionX = np.random.randint(0, cols, size=(N* n* 2)) 

 positionY = np.random.randint(0, rows, size=(N*n*2)) 

 ind_rows = 0  

 ind_pos = 0  
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 N_count=0 

while ind_rows < n: 

cur_state=layouts_NA[ind_rows,positionX[ind_pos]+positionY[ind_pos] * 

cols] 

if cur_state!=1 and cur_state!=2: 

layouts[ind_rows, positionX[ind_pos] + positionY[ind_pos] * cols]=1 

layouts_NA[ind_rows, positionX[ind_pos] + positionY[ind_pos] * cols] = 1 

 N_count+=1 

 if np.sum(layouts[ind_rows, :]) == N: 

 ind_rows += 1 

 N_count=0 

 ind_pos += 1 

 if ind_pos >= N*n*2: 

 print("Not enough positions") 

 Break return layouts,layouts_NA 

gen_mc_grid(9, 9, 180, 90) 

gen_mc_grid_with_NA_loc(9, 9, 180, 90.range(10)) 

Step 4, gather the number of shares in the portfolio and 
randomly assign the capital allocation ratio, small parts of the 
total capital specified for each share, to set the investment 
allocation weighting. A stock portfolio will include fractional 
or decimal values of all stocks so that the sum of the values is 
not greater than 100%. Simply put, our portfolio has 30 stocks; 
the author will randomly create 30 variables corresponding to 
the proportion of investment in 30 stocks with a total capital of 
1 unit. Code: 

def chromosome(n): 

 ch = np.random.rand(n) 

 return ch/sum(ch) 

child=chromosome(30) 

print(child,sum(child)) 

The Step 5 is the first step in the genetic algorithm to 
initiate populations. The process is quite simple by creating a 
population of chromosomes, in which each chromosome is a 
long binary vector n-gene randomly generated. We need to 
calculate the probability of the securities number that allow 
research in the portfolio. Having a portfolio with many 
securities will not be highly effective in terms of objectives. 
That probability is measured as follows: 

P = n/(pop_size) 

in which n is the number of securities included in the 
resulting portfolio, pop_size is the number of securities of the 
whole population. At that time, the initialization process was 
roughly described as in each gene of chromosomes in the 
population that generated a random number of realities in the 
passage [0, 1]. When r < p, the stock code appears in the 
category, i.e., the value of that gene is equal to 1. On the 
contrary, the gene is zero that stock code will not appear in the 
portfolio. Code: 

n=30  

pop_size=180  

population = np.array([chromosome(n) for _ in range(pop_size)]) 

print(population.shape) 

print(population) 

Step 6, the author will calculate the target function stated in 
sector 2 is the Sharpe ratio, taking this ratio as a measure of the 
performance of the entire portfolio, in the calculation formula, 
this ratio depends on the variable is a risk-free interest rate, the 
author will default this ratio to 2%. 

eval(vi )=Sharpe ratio=  (E(Rport )-rf)/δp 

To be able to calculate the Sharpe ratio, calculate the 
following small components: Calculate the average profit, 
standard deviation and variance of past stock returns. Code: 

# First of all, entering and re-universalizing the profit rate calculated in step 2 

print(hist_stock_returns.info()) 

cols=hist_stock_returns.columns 

hist_stock_returns[cols]=hist_stock_returns[cols].apply(pd.to_numeric,errors 

='coerce') 

print(hist_stock_returns.info()) 

# Calculate the variance of the historical profit, so that it can be easy to 

calculate, the author will put the variance of the stock itself by zero 

cov_hist_return=hist_stock_returns.cov() 

print(cov_hist_return) 

for i in range(30): 

 cov_hist_return.iloc[i][i]=0 

cov_hist_return 

# Calculating average historical returns 

mean_hist_return=hist_stock_returns.mean() 

mean_hist_return 

# Calculate the standard deviation of historical profits 

sd_hist_return=hist_stock_returns.std() 

sd_hist_return 

# Calculate the expected return rate of the category 

def mean_portfolio_return(child): 

 return np.sum(np.multiply(child,mean_hist_return)) 

mean_portfolio_return(population[0]) 

# Calculate the variance of the category 

def var_portfolio_return(child): 

 part_1 = np.sum(np.multiply(child,sd_hist_return)**2) 

 temp_lst=[] 

 for i in range(30): 

 for j in range(30): 

 temp=cov_hist_return.iloc[i][j] * child[i] * child[j] * child[j] 

 temp_lst.append(temp) 

 part_2=np.sum(temp_lst) 

 return part_1+part_2 

var_portfolio_return(population[0]) 

# Calculate the Sharpe ratio of the category 

def fitness_fuction(child): 

 return(mean_portfolio_return(child)-rf)/np.sqrt(var_portfolio_return(child)) 

fitness_fuction(population[31] 

The step 7 is a pretty important step in the genetic 
algorithm. The author will filter the stocks with the highest 
Sharpe ratio calculated in Step 6. In this step the author 
defaulted to a selective probability of 0.3, and the author 
selected the first three stocks in the category to consider the 
target function of the research paper. Code: 

def Select_elite_population(population, frac=0.3): 

 population=sorted(population,key=lambda x: 

fitness_fuction(x),reverse=True) 

 percentage_elite_idx = int(np.floor(len(population)* frac)) 

 return population[:p ercentage_elite_idx] 

print(wool(Select_elite_population(population, frac=0.3))) 

Select_elite_population(population, frac=0.3) 

[fitness_fuction(x) for x in population] [:3] 

Step 8 is mutating the individuals in the category. It can be 
said that this is a function that improves the individual more 
and more healthily than the first life. Especially in this process, 
the author will randomly select two stocks in the list of 30 
stocks to conduct the transformation, and the following 
computer code will perform the following mutations. Code: 

def mutation(parent): 

 child=parent.copy() 

 n=np.random.choice(range(30),2) 

 while (n[0]==n[1]): 

 n=np.random.choice(range(30),2) 
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 child[n[0]],child[n[1]]=child[n[1]],child[n[0]] 

 return child 

mutation(population[1]),population[1] 

Step 9, at this step the stock codes will be intersected 
through real-value investment proportions. In the hybrid task, 
the author uses the arithmetic hybrid method to bring the most 
optimal effect.  Code: 

def Arithmetic_crossover(parent1,parent2): 

 alpha = np.random.rand() 

 child1 = alpha * parent1 + (1-alpha) * parent2 

 child2 = (1-alpha) * parent1 + alpha * parent2 

 return child1,child2 

Arithmetic_crossover(population[2],population[3]) 

Step 10 is the step that helps create a generation of stock 
codes that come with a more potential weighting perform 
mutation processes or cross-exchange based on probability. 
The author defaulted to the probability of mutation as 0.4 and 
hybridization as 0.6. In the final stages, the probability of 
mutation will be reduced to 0.1, and hybridization will increase 
to 0.9. The sum of these two probabilities is always equal to 1, 
and it should be noted that the probability of hybridization 
always needs to be greater than the probability of mutation 
because mutations need to be limited, not always mutations to 
individuals with good character and adaptability to the habitat 
or in other words to survive in the category. The input of this 
process will be the sum of the stocks with the appropriate 
proportion of investment allocation. The output will be the next 
generation with a more suitable gene level. Code: 

def next_generation(pop_size,elite,crossover=Arithmetic_crossover): 

 new_population=[] 

 elite_range=range(wool(elite)) 

 while wool(new_population) < pop_size: 

 if wool(new_population) > 2*pop_size/3:  

 mutate_or_crossover = np.random.choice([0, 1], p=[0.9, 0.1]) 

 else: 

 mutate_or_crossover = np.random.choice([0, 1], p=[0.4, 0.6]) 

 if mutate_or_crossover: 

 indx=np.random.choice(elite_range) 

 new_population.append(mutation(elite[indx])) 

 else: 

 p1_idx,p2_idx=np.random.choice(elite_range,2) 

 c1,c2=crossover(elite[p1_idx],elite[p2_idx]) 

 chk=0 

 for gene in range(30): 

 if c1[gene]<0: 

 chk+=1 

 else: 

 chk+=0 

 if sum(range(chk),0)>0: 

 p1_idx,p2_idx=np.random.choice(elite_range,2) 

 c1,c2=crossover(elite[p1_idx],elite[p2_idx]) 

 new_population.extend([c1,c2]) 

 return new_population 

elite=Select_elite_population(population) 

next_generation(180,elite)[:3] 

elite=Select_elite_population(population) 

next_generation(180,elite,Arithmetic_crossover)[:3] 

Step 11 is a repeat of the entire process until the stocks in 
the portfolio do not change in terms of maximum profit and 
minimum risk or the number of fixed iterations selected by the 
author is 40 iterations. The author ordered that the expected 
return of the category would be greater than 20% and that the 
risk through variance calculations must be less than 5%. The 
loop will stop at the 40th round if that condition is met. If it 

does not meet, the study will perform through many 
subsequent loops so that 43 searches for the appropriate 
proportion for the 43. Stock codes suitable for the portfolio's 
great purpose achieve maximum profitability with a reasonably 
limited level of risk. Code: 

n=30  

pop_size=180  

population = np.array([chromosome(n) for _ in range(pop_size)]) 

elite = Select_elite_population(population) 

iteration=0  

Expected_returns=0 

Expected_risk=1 

while (Expected_returns < 0.2 and Expected_risk > 0.05) or iteration <= 40: 

 print('Iteration:',iteration) 

 population = next_generation(180,elite) 

 elite = Select_elite_population(population) 

 Expected_returns=mean_portfolio_return(elite[0]) 

 Expected_risk=var_portfolio_return(elite[0]) 

 Print('Expected returns of {} with risk of {}\n'.format(Expected_returns,  

Expected_risk)) ) 

 iteration+=1 

print('Portfolio of stocks after all the iterations:\n') 

[print(hist_stock_returns.columns[i],':',elite[0][i]) for i in list(range(30))] 

# The ratios will in turn give results combined with the profit corresponding to 

each stock code included in the portfolio 

print('Portfolio of stocks after all the iterations:\n') 

[print(hist_stock_returns.columns[i],':',elite[0][i]) for i in list(range(30))] 

print('\nExpected returns of {} with risk of 

{}\n'.format(Expected_returns, Expected_risk)) 

fitness_fuction(elite[29]) 

After this process, result will generate the weight 
distribution of the stocks included in the portfolio and the 
expected return and risk level of the entire category most 
suitable after undergoing the mutation and hybrid loops. 

IV. RESULTS 

The study used data from six different countries in 
Southeast Asia to create six portfolios with varying rates of 
return and risk. Our findings, as seen in Fig. 1, show that 
Vietnam, with the top VN30 stock portfolio, has produced the 
highest expected profit result among the six countries with an 
incredible rate of approximately three times the expected profit 
margin of 60.23%. Followed by Indonesia reaching 53.13% 
and the third place is Thailand with a profit rate exceeding the 
target of 42.76%. However, accompanied by high profitability 
is a risk that is also a worrying risk when bringing the highest 
profitability among the six countries considered in Southeast 
Asia. Vietnam ranked 2nd in terms of portfolio risk at 4.6%, 
however, significantly the risk of the portfolio of 30 companies 
in the Indonesian market accounted for 6.04%, reaching the 
highest risk level of 4.04% reaching the highest risk level. 
However, these findings failed to meet the author's initial risk 
expectations. So it can be commented that when comparing the 
top 30 companies in the stock market with the stock codes 
reaching the largest capitalization in each country, Vietnam's 
portfolio gives positive results and is worth investing more 
than the Indonesian portfolio with higher profits and lower 
risks. However, does the Vietnamese category produce the best 
results? The saying "The higher the profit, the greater the risk" 
is an immovable rule when it comes to investing; everyone has 
the price of that action, and paying the desired price for a high 
profit, the higher the risk. 
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When it comes to investing, any investor wishes to own a 
portfolio with stock codes that not only bring high returns, but 
risk must also be an acceptable variable. When it comes to risk, 
the study results indicate that all five categories meet the 
standard deviation expectations that the category brings except 
for one category that does not meet the expected risk 
requirements of 30 companies in the Indonesian market 
mentioned above. However, when it comes to profitability, 
there are only five categories that bring positive results and 
exceed the expectations of the author: Vietnam, Thailand, 
Indonesia, Philippines, and Singapore; Only the Malaysian 
portfolio reached 19.46% of the profit margin, but in return for 
the risk that the portfolio overcomes only accounts for nearly 
1%, an extremely difficult to figure, the fact that the figure of 
19.46% is still an adequate number and if we convert all the 
capital distributed into stock codes less than 1% into the Stocks 
with higher allocations can still raise the value of the 
profitability of the whole portfolio but also mean that the risk 
will increase. 

In general, only four over six markets met both in terms of 
profitability and risk expectations of the author: Vietnam, 
Thailand, Philippines, and Singapore. On the other hand, when 
the author sets an expectation of a return of 20%, regardless of 
the risk of the whole category, five categories meet the 
requirements, in order of declining profits: Vietnam, Indonesia, 
Thailand, the Philippines and Singapore. When the author 
considers only the expected risk of the portfolio of 5%, which 
means setting the risk level more important than the expected 
profit level, five categories meet the requirements presented in 
incremental risk: Malaysia, Singapore, Thailand, Philippines 
and Vietnam. Therefore, it is difficult to expect a portfolio with 
high returns with a lower level of risk. Our findings are 
consistent with the risk and return trade-off. 

To be able to provide detailed statistics of six categories in 
six Southeast Asian markets, the author uses the Sharpe ratio 
after the optimal portfolio allocation results have produced the 
same results with the same data on closing prices with the 
timeline from 07/2018 to 04/2021 of the 30 companies with the 
largest market capitalization in each country has produced a 
result. Sharpe's ratio declined, led by Malaysia with 19.81, 
Singapore with 15.07, Vietnam with 12.67, Thailand with 9.33, 
Indonesia with 8.46 and Philippines with 6.9 (see Fig. 2). The 
Sharpe ratio is a ratio that represents the premium value of the 
portfolio that an investor will receive per unit of risk. The 
smaller this ratio, the smaller the risk premium, and vice versa. 
The larger the ratio, the greater the risk premium. 

 
Fig. 1. Portfolio expected return and portfolio risk of Asian market 

 
Fig. 2. Sharpe ratio of Asian market 

 
Fig. 3. Optimal portfolio of Vietnam market 

The results showed that although Vietnam has the highest 
profitability and Malaysia offers relatively low profits 
investing in the Malaysian market still preserves much more 
profitability than other highly profitable categories. On the 
other hand, the Philippines market, as analyzed in the above 
subsection on the level of profitability and risk that the market 
brings, with the profitability brought although higher than 20% 
of the expected profit rate of the author. However, the risk of 
this market is very high, reaching 4.51%, overwhelmed the risk 
in the Thai market (4.37%). Therefore, when calculating the 
Sharpe ratio, the Philippines is a market where the adjusted 
profit above the risk level is much less competitive than the 
Thai market. 

For Vietnamese stocks, After 40 iterations, the model has 
found an optimal solution for profitability and risk limitation, 
resulting in the allocation of investment capital into stocks in 
the VN30 basket. Surprisingly, in the stocks with the historical 
data levels used as research, there were five stocks with an 
allocation of over 5% respectively: VPB, PDR, NVL, CTG and 
FPT with weights of 6.01%, 5.95%, 5.51%, 5.50% and 5.48% 
respectively. The top five stocks in the allocation table belong 
to the real estate, technology and banking sectors. However, 
there are three stocks whose portfolios give relatively low 
allocation results: BVH, VHM and MWG, 1%, 1.42% and 
1.50%, respectively (refer Fig. 3). 

For Thai stocks, as can be seen from Fig. 4, the allocation 
of over 5%, four stocks invested quite a lot in the category: 
COM7, KTC, CPF and DELTA, respectively. The allocation 
levels are 7.03%, 6.93%, 6.29% and 6.2%, respectively. In 
particular, according to the research, we can see that com7 
stock code is a company based in Thailand with the business of 
operating information technology products. This is a company 
in the form of distributing branded technology products. KTC 
is a company that serves credit card services and provides 
personal or business loans. CPF is an agricultural and food 
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corporation specializing in producing the world's largest feed 
and shrimp. DELTA is an exporting company and a 
manufacturer of electronics and a flexible power supply. 
However, in the portfolio, a stock with a fairly low allocation 
of less than 1% is BBL. This is an operating bank 
headquartered in Bangkok, Thailand. In general, capital flows 
are evenly distributed, and no assets are excluded from the 
stock. This is the leading group of stocks in terms of market 
capitalization and high liquidity, so the proportion of allocation 
is evenly arranged is also an inevitable factor. 

 

Fig. 4. Optimal portfolio of Thailand market 

This is a reasonably particular category for Malaysian 
stocks because of the profitability and risk that the portfolio 
generates. Compared to the profitability that the portfolio 
brings is the lowest of the six velvet research markets. This is 
also the category with a respectable risk of less than 1%,  Five 
times smaller than the author expected. Moreover, it can be 
said that although it does not meet the original target set by the 
author in terms of profitability, with a risk result of only 
0.88%, generating a profit of 19.46% of the whole portfolio is 
a very positive result. The study results have shown the results 
of the distribution of the proportion of capital investment 
evenly in stocks. Above the allocation of 5% of the proportion 
of investment in the portfolio, the result of 4 companies: 
PMET, TPGC, TLMM and WPHB, with capital allocated of 
6.86%, 6.22%, 5.94% and 5.39%, respectively. Most of the 
above companies are in the form of manufacturing products in 
aluminum, medical, other services in telecommunications and 
transportation. However, two stocks are allocated investment 
levels of less than 1% in the portfolio: PETR (0.88%) and 
DSOM (0.48%) as evident from Fig. 5. 

The results of the research paper in the Indonesian market 
showed that with the segment of the allocation density of over 
5%, there are five stock codes such as EMTK, TBIG, SMMA, 
TPIA and MEGA with the following proportions as follows 
7.39%, 6.8%, 6.78%, 5.62% and 5.28% respectively (see Fig. 
6) TBIG and EMTK are two companies specializing in 
telecommunication technology and the second-largest media 
company in Indonesia. SMMA specializes in the 
comprehensive, integrated financial sector, including banking, 
insurance, asset management and security. TPIA is the leading 
petrochemical production company using world-class advanced 
factories. Finally, MEGA is a domestic bank in Indonesia. 
There are three stock codes: SMGR, BRIS, and ASII, with an 
allocation of 0.99%, 0.93%, and 0.66%, respectively. SMGR is 
a state-owned company specializing in domestic cement 
production, BRIS is a state-owned Islamic bank of Indonesia, 
ASII is a large corporation specializing in supplying 

automobile and motorcycle products bearing the brand of 
Toyota, BMW, Isuzu, Peugeot are the largest in Southeast 
Asia. 

 
Fig. 5. Optimal portfolio of Malaysia market 

 
Fig. 6. Optimal portfolio of Indonesia market 

For the Philippine market, the author used data from the 30 
companies with the highest market capitalization to review and 
research to deliver fairly consistent attribution results. The 
results show that there are quite a few companies allocated a 
proportion of investment above 5%, such as EMP – the largest 
spirits company in the world with a staggering 7.24%, followed 
by stock codes such as ACEN, UBP, AGI,  HVN, LTG, 
FGEN, TEL with allocations of 6.85%, 6.31%, 6.26%, 6.19%, 
6%, 5.97% and 5.44% respectively as seen in Fig. 7. Among 
them are companies in electricity production, solar energy, real 
estate, multi-sectors, serving telecommunication services. 
However, there are still five companies with an investment 
capital allocation of less than 1% in the list, including the 
following stock codes AEV, JGS, SECB, SMC, and ALI. 
These are primarily multidisciplinary companies in 
consumption, air transport, and banking. 

 
Fig. 7. Optimal portfolio of Philippine market 

 

0.00%

1.00%

2.00%

3.00%

4.00%

5.00%

6.00%

7.00%

8.00%

P
TT

A
O

T
D

EL
TA SC

C
C

P
A

LL
A

D
V

A
N

C
P

TT
EP

SC
B

B
D

M
S

K
B

A
N

K
IV

L
C

P
F

B
B

L
C

P
N

IN
TU

C
H

K
TC

H
M

P
R

O
K

TB
M

IN
T

B
JC

TO
P

B
TS

G
LO

B
A

L
TR

U
E

B
H LH

EG
C

O TU
C

O
M

7
TI

SC
O

0.00%

1.00%

2.00%

3.00%

4.00%

5.00%

6.00%

7.00%

8.00%

M
B

B
M

P
U

B
M

P
C

G
B

TE
N

A
IH

H
H

TP
G

C
P

M
ET

C
IM

B
H

LB
B

M
X

SC
A

X
IA

H
TH

B
D

SO
M

N
ES

M
SI

P
L

P
G

A
S

M
IS

C
P

EP
T

IO
IB

K
LK

K
TL

M
M

R
H

B
C

H
A

P
S

H
LC

B
P

ET
R

G
EN

T
D

IA
L

G
EN

M
SI

M
E

W
P

H
B

0.00%

1.00%

2.00%

3.00%

4.00%

5.00%

6.00%

7.00%

8.00%

B
B

C
A

B
B

R
I

TL
K

M
B

M
R

I
U

N
V

R
A

SI
I

TP
IA

H
M

SP
EM

TK
C

P
IN

B
B

N
I

IC
B

P
B

R
IS

B
R

P
T

SM
M

A
U

N
TR

K
LB

F
G

G
R

M
A

N
TM

M
D

K
A

TO
W

R
B

N
U

TB
IG

SM
G

R
M

EG
A

IN
D

F
M

YO
R

IN
K

P
IN

C
O

D
N

ET

0.00%

1.00%

2.00%

3.00%

4.00%

5.00%

6.00%

7.00%

8.00%

SM
SM

P
H

B
D

O A
C

A
LI FB JG
S

B
P

I
M

ER
U

R
C

IC
T

SM
C

TE
L

H
V

N
G

LO
A

EV
M

B
T

JF
C

A
P

EM
P

LT
G

G
TC

A
P

M
P

I
FG

EN
A

C
EN P
TC A
G

I
U

B
P

P
G

O
LD

SE
C

B



((IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

476 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 8. Optimal portfolio of Singapore market 

In the Singapore Stock Exchange, the author used 30 
companies listed on the stock exchange with a high market 
capitalization, and more than half of the portfolio was stock 
codes in the top straits time index, which is considered a 
benchmark index for the Singapore market calculated by 
Singapore Press Holdings, Singapore Exchange and FTSE 
Group. Moreover, the study results worked when there was no 
stock code with an investment allocation ratio of less than 1% 
in this category, which explains that any stock code that 
appears in the portfolio is highly appreciated and has great 
capital investment potential. Although the highest allocation in 
the portfolio has not reached 6% compared to other countries, 
the even distribution between stocks is very high and 
homogeneous. The following image shows three stock codes 
above the 5% allocation: SCIL, FLEX and OCBC, 
respectively. The proportion is 5.7%, 5.5% and 5.3%, 
respectively. In particular, SCIL is an urban development and 
energy company, and FLEX specializes in manufacturing the 
third-largest multinational electronics in the world. OCBC is a 
stock code in the banking sector (see Fig. 8). 

V. CONCLUSION 

The content of the study is to address and examine the 
theoretical foundations of portfolio management based on 
Markowitz's portfolio theory and theories of genetic algorithms 
such as definitions and cycles contained in the algorithm to 
establish the portfolios of six different markets in Southeast 
Asia. The author uses the Python programming language to 
interpret and assist in producing results and following the steps 
contained in the genetic algorithm. Based on theory and related 
studies, the author has obtained very positive results on 
allocating stocks included in each category with the 
corresponding profitability and risk level. 

The result consists of four categories that meet the author's 
expectations: the categories in the markets of Vietnam, 
Thailand, Philippines, and Singapore. The two categories alone 

are pretty positive in terms of results, namely Malaysia and 
Indonesia. Although Malaysia has not met the profitability, the 
risk ratio of less than 1% is a very potential figure. An 
immovable rule in investing is that the higher the return on 
their assets, the higher the risk-taking bravery they need. 
Therefore, for the portfolio of 30 stocks from the Indonesian 
market with outstanding portfolio results, there is still a level of 
risk that needs to be accepted, and there must be a trade-off. 

Considering the Sharpe ratio of the categories, topped by 
the 30 companies with the largest market capitalization in 
Malaysia with 19.81% of the profitability that can be achieved 
per unit of risk. Although the profitability of this market is not 
satisfactory to the author, this is still a category worth seriously 
considering and invests. Ranked second is Singapore, with a 
Sharpe rate of 15.07%. Thirdly, the Vietnamese market with a 
not-so-modest figure of 12.67. Ranked fourth in Thailand, the 
country of golden pagodas reaching 9.33% of the risk 
compensation level of the whole category. The fourth market 
among the six countries in Southeast Asia is Indonesia, with a 
research rate of 8.46% and the Philippine market of 6.9%. 
After the above statistical step, the significance level is realized 
when both categories are not satisfactory in terms of 
profitability, and the expected risk is Malaysia and Indonesia. 
The Sharpe rate in the Malaysian market is higher than in 
Indonesia. 
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Abstract—Alzheimer's disease (AD), also referred to simply as 

Alzheimer's, is a chronic neurodegenerative disease that usually 

starts slowly and worsens over time. It is the cause of 60% to 

70% of cases of dementia. In 2015, there were approximately 

29.8 million people worldwide with AD. It most often begins in 

people over 65 years of age as it affects about 6% of people 65 

years and older, although 4% to 5% of cases are early-onset 

Alzheimer's which begin before this. In 2015, researchers have 

figured out that dementia resulted in about 1.9 million deaths. 

Continuous efforts are made to cure the disease or to delay its 

progression. Brain imaging is one of the hottest areas in AD 

research. Techniques like CT, MRI, SPECT, and PET assist in 

disease detection and help in excluding other probable causes of 

dementia. Imaging helps to perceive the intended cause of the 

disease as well as track the disease through its course. This paper 

applies Image processing and machine learning techniques 

combined to MRI brain images to help in detection of AD and 

classify the case either to MDI or Dementia. 

Keywords—Alzheimer detection; brain scanning techniques; 

MRI scanning; image processing; machine learning 

I. INTRODUCTION 

The most common early symptom of AD is the short-term 
memory loss or in other words the difficulty in remembering 
recent events. As the disease advances, symptoms can include 
problems with language, disorientation (easily getting lost), 
mood swings, loss of motivation, not managing self-care, and 
behavioral issues [1, 2]. As a person's condition declines, they 
often withdraw from family and society. Gradually, bodily 
functions are lost, ultimately leading to death [3]. Although 
the speed of progression can vary, the average life expectancy 
following diagnosis is three to nine years [4, 5]. 

The cause of Alzheimer's disease is poorly understood. 
About 70% of the risk is believed to be genetic with many 
genes usually involved [1, 6]. Other risk factors include a 
history of head injuries, depression, or hypertension. The 
disease process is associated with plaques and tangles in the 
brain [6]. A probable diagnosis is based on the history of the 
illness and cognitive testing with medical imaging and blood 
tests to rule out other possible causes [7]. Initial symptoms are 
often mistaken for normal ageing. Examination of brain tissue 
is needed for a definite diagnosis. Around the world, the 
current challenge in Alzheimer’s disease is to search certain 
therapeutic technique that can detain or arrest the disease 
progression. Neuroimaging can act as a good biomarker used 
extensively in drug trials. Brain imaging is also helps in 

diagnosis of AD at its early stage. The clinical studies in AD 
require heavy cost and thousands of patients are generally 
incorporated for the accuracy of assessment. Both in academic 
and industrial studies, the prime focus is on the use of 
significantly fewer subjects exposed to treatment [8]. The 
computed tomography (CT), magnetic resonance imaging 
(MRI), Single-photon emission computed tomography 
(SPECT) and positron emission tomography (PET) scanning 
techniques are totally non-invasive and rely on the methods 
offering molecular diagnostics. These techniques are also 
extensively used in drug trials. Thus, brain imaging offers a 
robust and efficient tool and is considered as a biomarker for 
detecting AD in its prodromal stage. 

The remaining of this paper is organized as follows: In 
Section II is discussed a comparison between different brain 
scanning techniques. In Section III, an overview of AD 
detection in literature is presented. Section IV presents the 
theory. Section V demonstrates the proposed approach, 
whereas Section VI demonstrates the experimental work and 
the results achieved. Finally, the paper is concluded in 
Section VII. 

II. BRAIN SCANNING TECHNIQUES 

The neuroimaging is a powerful biomarker for 
understanding the pathology of Alzheimer’s disease and its 
progression. Following are the main different techniques 
widely used in this area: 

MRI scan in AD detection: Magnetic resonance imaging 
(MRI) scan stand upon the principle of nuclear magnetic 
resonance. The nucleus of hydrogen atom (proton), residing 
inside the brain tissue as water or fat, becomes exited with 
radio wave pulse in a magnetic field. When the pulse is turned 
off, the proton emits radiofrequency signal and return to its 
native energy level. Depending upon a combination of 
different pulses and gradients, a sequence of signals are made 
and cumulatively form a tissue specific map of the brain [9]. 

CT scan in AD detection: Defused cerebral atrophy with 
enlargement of the cortical sulci and ventricular space are the 
primary criteria for computed tomography (CT) scan 
diagnosis of AD. Generally, diameters of third and lateral 
ventricles as well as the bifrontal and bicaudate diameters are 
linearly measured to evaluate the extent of atrophy. Research 
reveals that the volume of third and lateral ventricles is 
increased in AD than control [10]. Scientist have pinpointed 
that there is a positive correlation between brain atrophy and 
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cognitive loss [11]. Dilated peri-hippocampal fissure forms 
hippocampal lucency or hypoattenuation in the temporal area 
medial to the temporal horn and it is a good radiologic marker 
for AD detection by CT. 

PET Scanning in AD detection: Positron emission 
tomography (PET) scan is a robust, sensitive, powerful, 
noninvasive technique quantify cerebral blood flow using 
metabolic property of brain tissue and binging property of 
amyloidal beta plaque. This technique is essential for accurate 
diagnosis, evaluation of disease progression and assessment of 
drug response [12, 13]. In AD, at baseline, PET scan can show 
relation with decline in mini mental state examination score 
[14]. A major limitation of PET is it is very expensive. 

SPECT Scanning in AD detection: Single-photon emission 
computed tomography (SPECT) is a noninvasive technique 
uses photon emitting property of radio nuclei with half-life of 
6 to 12 hours. This scan depicts a clear 3D image of brain 
indicating regional cerebral blood flow. Number of studies 
with SPECT reveals a positive correlation between severity of 
dementia and temporoparietal hypofunction [15, 16]. Bilateral 
temporoparietal hypoperfusion shows 82% positive predictive 
value for AD [17]. A major limitation of PET is it is very 
expensive. Fig. 1 shows the four different brain scanning 
techniques. 

 
Fig. 1. Different brain scanning techniques, from left to right: MRI scan, CT 

scan, PET scan, SPECT scan. 

III. LITERATURE REVIEW 

Many researchers have studied the detection of AD. These 
studies usually follow two main approaches: the analysis of 
biomarkers and the examination of patients’ decreasing 
cognitive abilities. The first approach yields reliable results in 
the detection of AD in its moderate and advanced stages, 
albeit still performing insufficiently in the early stages of the 
disease [18]. The second approach has gained more attention 
in recent years, since, in clinical practice, it has shown 
promising results in the early detection of AD [19, 20]. 
Furthermore, when compared to the first approach, the 
analysis of the decline of cognitive abilities represents an 
inexpensive and noninvasive alternative. In 2012, Ali El-Zaart 
and Ali A.Ghosn [21] have proposed a new method for image 
thresholding (bimodal and multimodal thresholding). Their 
segmentation method was based on between-class variance 
and using Gamma distribution. Authors stated that their 
approach solved the problem of non-symmetric histogram of 
images by using Gamma rather than Gaussian distribution. 
They then confirmed that the experimental results obtained by 
testing their approach showed a good efficiency and satisfying 
segmentation results, but they mentioned nothing about the 
accuracy rate or the impact of their segmentation results on the 
AD automatic detection. Fig. 2 demonstrates the segmented 
results obtained from that work. 

 
Fig. 2. Original MRI images and segmented Results by El-Zaart and Ghosn 

approach [21]. 

Siavash Fashtakeh suggested a research idea in the same 
year [22]. The idea was based on applying pattern recognition 
techniques to structural MRI images and then uses automatic 
classifiers to detect AD in its early stages. ADNI database was 
used in this study. Brain tissue categorization into white 
matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) 
was held first followed by customized tissue probability maps 
created for bias correction. SVM was used then for feature 
reduction and feature selection. As a future work, the author 
mentioned some trials about developing better classifier using 
Neural Network for automate classification. Although the 
paper contains detailed explanation of the steps and the dataset 
used, all the results discussed by Fashtakeh research are 
expected in future! In 2013, Herrera et al [23] have used 
Discrete Wavelet Transform (DWT) for feature extraction, 
then Principal Component Analysis (PCA) for feature 
reduction. Researchers have confirmed that the experimental 
study showed that the use of dimensionality reduction in this 
problem led to a worse classification accuracy. The main 
conclusion of their study accordingly was that all available 
information is important to achieve a good classification 
performance. They also confirmed that due to that fact the 
computational cost of classifiers training will be very large, 
but the results would be worthy. They then confirmed that 
their system using SVM without feature reduction showed 
promising results, but they did not write a clear accuracy rate. 
S. K. Aruna and S. Chitra [24] two years later used the OASIS 
MRI brain dataset to compare different machine learning 
approaches. The researchers firstly used Gabor filter with four 
different orientations and GLSM to extract features, then they 
normalized and fused the features. They then used SVM with 
different kernels to compare between the effectiveness of 
features obtained by Gabor, GLCM, and the fused features. 
Authors finally confirmed that their fused features achieve 
better accuracy than the features obtained by both Gabor and 
GLCM; however, nothing about the accuracy rates of AD 
detection was mentioned in their article. In the same year 
Moradi et al [25] have used SVM and LDS classifiers to 
detect AD from MRI brain images, with and without feature 
selection, and compared all the results obtained in all cases. 
Authors confirmed that LDS classifier with feature selection 
led to the best results with accuracy rate of 74.74% which was 
the highest accuracy rate achieved by their work. Bolurchi et 
al [26] have published the most recent work conducted in this 
area in 2018, as they used 3D MRI brain images to improve 
the accuracy rates of automatic AD detection and they assured 
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that they were successful as they used three different feature 
extractors (PCA, PDF, and contrast homogeneity) with respect 
to state-of-art, and they fused the features extracted from the 
three key slices together. Furthermore, they adopted and 
compared three different classifiers (decision tree, K-NN, and 
SVM). Authors finally confirmed that SVM achieved the 
better detection accuracy rate which reached 88.1%. Fig. 3 
demonstrates the MRI preprocessing steps. 

 
Fig. 3. Preprocessing steps of Bolurchi et al, 3D image (left), key slices 

(middle), feature detection (right) [26]. 

IV. THEORY 

There are mainly three differences between healthy and 
non-healthy brain images which are: Severely enlarged 
ventricles often result in changes in the shapes of them, 
extreme shrinkage of cerebral cortex often results in changes 
in the outer shape of the brain, and extreme shrinkage of 
hippocampus [27] (see Fig. 4). Among those three different 
signs of abnormality this paper limits the automatic detection 
on the first sign which is the enlargement in ventricles as an 
obvious abnormality sign that proved to the most promising 
sign to detect AD automatically from brain MRI images. Two 
approaches are used here for AD detection: Image 
thresholding approach and deep learning approach. The 
following subsections explain the steps of each approach in 
details. 

 
Fig. 4. Comparison of a normal aged brain (left) and the brain of a person 

with Alzheimer's (right). Characteristics that separate the two are pointed out. 

V. PROPOSED APPROACH 

This work adopts two different approaches to detect 
Alzheimer form brain MRIs and then combine them together 
to get a hybrid approach. The following subsections explain 
the steps of every approach. 

A. Image Thresholding 

Some image processing steps were conducted to get the 
MRIs classified to either sick or normal case based on certain 
threshold. Fig. 6 represents the steps of the image thresholding 
approach. 

The data in ADNI database are stored in dicom files, so 
firstly the dicom files were converted to normal images. After 

the dicom file is converted to bng image, this data is an open 
source which can be found in ADNI website [28]. First, a 
color space conversion takes place to convert the RGB images 
to grayscale images. Otsu's threshold [29] is then applied to 
the grayscale images. Otsu's method is roughly a one-
dimensional, discrete analog of Fisher's Discriminant 
Analysis. It automatically calculates a certain number 
(Threshold) based on image color analysis. The idea is that it 
applies color clustering-based image thresholding to convert 
the image from grayscale image to binary image. The 
algorithm uses a bi-modal histogram to exhaustively search 
for the threshold that minimizes the intra-class variance (the 
variance within the class), defined as a weighted sum of 
variances of the two classes. Otsu shows that minimizing the 
intra-class variance is the same as maximizing inter-class 
variance. Fig. 5 shows a sample dicom file. 

 
Fig. 5. Sample Dicom file. 

 
Fig. 6. Image processing phases and steps. 
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The Algorithm I shows the main steps of the Otsu 
thresholding method. 

Algorithm.1. Otsu Algorithm [29] 

 

1) Compute Histogram and Probabilties of each Intensity       

intensiLevel 

2) Set up Initial ωi(0) and µi(0) 

3) Step through all Possible Thresholds t=1, ..., Maximum 

level   Intensity 

 Update ωi(0) and µi(0) 

 Compute σ
2 
b(t)    ....... 

4) Desired Threshold corresponds to maximum σ2 
b(t)     

Fig. 7 shows image before and after applying Otsu 
Thresholding. 

 
Fig. 7. Axil: The original image (left), the Otsu based threshold image 

(middle), the dilated image (right). 

A morphological image processing is then held to fill the 
gaps in the ROI (brain ventricles). After wards the brain is 
then cropped by pixel aggregation. Once the brain image is 
cropped the ventricles region can be cropped easily as it is in 
the middle of the image. The ratio of white to black pixels is 
calculated and the brain is then classified to either normal or 
sick (with AD). 

B. Deep Learning 

Convolutional Neural Networks (CNN) is then adopted to 
extract features automatically from the Original MRIs, and 
then classify the cases. It is mainly composed of five layers: 
the input layer, the output layer and three layers in between. 
Where, the first layer contains 16 filters, the second one is 
composed of 32 filters, then the third layer is composed of 64 
filters. Fig. 8 shows the components of the CNN followed by a 
detailed explanation. 

Every layer takes the feature map and enters it to three 
different components which are Rectified Linear Units (ReLU 
function), Batch normalization, and Max pooling. ReLU 
function converts every fraction to 0 and forward the integers 
as it is to the batch normalization. Batch normalization then 
normalize the input it received by subtracting the batch mean 
and dividing it by the batch standard deviation. Max pooling 
component uses down sampling to reduce the number of 
features in its input feature map. Following is the Algorithm II 
of batch normalization transform. 

 

Algorithm.2. Batch normalization transform 

 

Input: 

 Values of x over a mini-batch: β = {x1,...,m} 

 Parameters to be learned: γ, β 

Output: 

 {yi= BN γ, β (xi)} 

Mini-batch mean: 

       
       

 

 
∑    

    (xi - µB)
2
 

Normalize: 

            
       

√      
    

 

Scale and shift: 

 yi         γ    + β ≡ BN γ, β (xi) 

 
 

 
Fig. 8. Layers of CNN. 

C. Hybrid Approach 

In this phase, a combination between Otsu thresholding 
and CNN approaches was adopted to study the results of a 
hybrid approach. This time the CNN's input layer takes the 
output of the Image thresholding approach rather than the 
original MRI. In other words, the input taken by the CNN is 
the thresholded binary image of the brain ventricles. This 
required less computational cost and time as a lot of features 
are eliminated from the input images entering the input layer 
of the CNN. Fig. 9 shows the combination flow of the two 
approaches. 

•Input MRI 
Image 

to the first 
layer 

•First 
Convolutoinal 
Layer 

16 filters 
•Second 
Convolutional 
Layer 

32 filters 

•Third 
Convolutional 
Layer 

64 filters 

•Output Layer 

Global Average 
Pooling 
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Fig. 9. The hybrid approach (Image Thresholding + CNN). 

VI. EXPERIMENTAL RESULTS 

ADNI Database was used to test and validate this work. 
Researchers and collectors of ADNI confirmed that when 
significant abnormalities are seen on the screening MRI scan, 
such as a hemispheric infarction, the participant is excluded. 
Additionally, sites are notified by email if a radiological 
finding that is not normal for age is identified by the MRI QC 
team [30]. 

The following tables show the results obtained by Image 
thresholding, CNN, and the hybrid approach respectively. The 
tests were conducted using the 3D MRI images, i.e., Axial, 
Sagittal, and Coronal. 

As it can be observed from Tables I, II, and III, CNN 
achieved the highest accuracy rate in case of Axial scanning 

direction. It can also be seen that the Axial direction is the best 
in AD detection whatever the approach adopted. However, 
CNN takes more time and computational cost to detect the 
disease; it outperforms the results of image processing and the 
hybrid approach concluding that deep learning approaches are 
much better in such a field. The preceding fact tells that all 
features are important for automatic AD detection and that 
feature reduction in not a preferred solution for lowering time 
and cost. Nevertheless, it must be mentioned that surprisingly 
the hybrid approach outperforms CNN in case of coronal brain 
scanning direction. 

TABLE I. RESULTS OBTAINED BY IMAGE THRESHOLDING APPROACH 

MRI Accuracy rate 

Axial 76% 

Sagittal 68% 

Coronal 71% 

TABLE II. RESULTS OBTAINED BY CNN APPROACH 

MRI Accuracy rate 

Axial 90% 

Sagittal 85% 

Coronal 71% 

TABLE III. RESULTS OBTAINED BY THE HYBRID APPROACH 

MRI Accuracy rate 

Axial 81% 

Sagittal 70% 

Coronal 75% 

VII. CONCLUSION AND FUTURE WORK 

Three different approaches for automatic AD detection 
from MRIs were adopted in this work: Otsu thresholding, 
CNN, and a hybrid approach between them. The three 
approaches have achieved promising accuracy rates compared 
to literature. A comparative study was also conducted and 
proved that CNN outperforms image thresholding and even 
the hybrid approach in terms of accuracy rates. At the same 
time, image thresholding methodologies require less time and 
computational cost. However, by comparing the accuracy 
rates, CNN worth its computational time and cost. ADNI brain 
MRI Database was used for the testing process. 3D MRIs 
were adopted for the validation. 
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Abstract—Multimodal imaging techniques of the same organ 

help in getting anatomical as well as functional details of a 

particular body part. Multimodal imaging of the same organs 

can help doctors diagnose a disease cost-effectively. In this paper, 

a hybrid approach using transfer learning and discrete wavelet 

transform is used to fuse multimodal medical images. As the 

access to medical data is limited, transfer learning is used for 

feature extractor and save training time. The features are fused 

with a pre-trained VGG19 model. Discrete Wavelet Transform is 

used to decompose the multimodal images in different sub-bands. 

In the last phase, Inverse Wavelet Transform is used to obtain a 

fused image from the four bands generated. The proposed model 

is executed on Computed Tomography (CT) and Magnetic 

Resonance Imaging (MRI) datasets. The experimental results 

show that the proposed approach performs better than other 

approaches and the significance of the obtained fused image is 

measured using qualitative metrics. 

Keywords—Image fusion; discrete wavelet transform; computer 

vision; inverse wavelet transform 

I. INTRODUCTION 

The process of fusing multiple images of different imaging 
modalities to obtain an image with a large amount of 
information for increasing the clinical applicability of medical 
images is multimodal medical image fusion [1]. Medical 
Imaging techniques like Magnetic Resonance Imaging (MRI) 
give the human body structural characteristics. In contrast, 
Computed Tomography (CT) provides cross-sectional images 
from within the body, and Positron Emission Tomography 
(PET) is provided soft tissue. Single-photon Emission 
Computed Tomography (SPECT) provides 3D images of 
different human body organs[1], [2]. Different imaging 
techniques provide different characteristics and information 
about the same part of the human body. The purpose of the 
fusion is to obtain better contrast and fusion quality. The result 
of the fusion should meet the following conditions [3]: 

1) The newly obtained fused image should preserve the 

original information of source images without any information 

loss [3]. 

2) The newly obtained fused image should not introduce 

any inconsistencies or artefacts, and 

3) Should not add misregistration and noise in the newly 

fused image. 

Medical Image Fusion finds its applicability in various 
diagnostic problems. CT and MRI images of the skull can be 
fused, providing doctors with both structural and cross-

sectional information about the skull. This can help in 
identifying more clearly any skull-based tumors or diseases[4], 
[5]. Similarly, MRI and ultrasound images can be fused to 
confirm vascular blood flow. Many reputed medical institutes 
use very expensive image fusion tools to fuse multiple medical 
image modalities to diagnose images. Therefore, there is a need 
to develop a low-cost model for fusing such modalities of 
images that can benefit small clinics and hospitals [6]–[8]. 
Recently Deep learning architectures have become more 
successful for image processing due to the availability of many 
public datasets and optimization techniques. Deep neural 
networks have their role in various medical-related 
applications. Deep networks can be trained for specific clinical 
applications with the intended dataset, fast computing system, 
and a huge volume of data. Pre-trained networks can also be 
used for medical image processing towards specific clinical 
applications[9], [10]. This paper focuses on the survey and 
development of a novel transfer learning and wavelet-based 
technique for multimodal medical image fusion. 

The contributions of the paper are stated as follows: 

1) This paper reviews the different multimodal image 

fusion techniques in the spatial domain, transfer domain and 

deep learning domain. 

2) Discrete wavelet transform (DWT) is used initially, 

which samples the approximation coefficients and detail 

coefficients at each level. 

3) To handle the issue of limited multimodal medical 

images, a transfer learning approach based on the VGG19 

Framework for any modality of a medical image without a 

training set is proposed. 

The contents of the paper are organized as follows. Section 
II elaborates on the image fusion methods and the need for 
transfer learning in multimodal medical image fusion. Section 
III gives information about related research in the field. The 
problem of image fusion for multimodal medical images using 
the transform domain approach and VGG19 transfer learning 
framework and the detailed methodology has been described in 
Section IV. Section V illustrates experimentation details; 
datasets used, Fusion metrics and performance analysis used 
for evaluating the proposed methodology, qualitative metrics, 
and related comparative analysis in all three domains. Section 
VI portrays the concluding remarks and pointers to extend the 
current research work. 

https://www.sciencedirect.com/topics/engineering/detail-coefficient
https://www.sciencedirect.com/topics/engineering/detail-coefficient
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II. BACKGROUND 

The rapid growth of medical imaging technologies such as 
computed tomography (CT), magnetic resonance imaging 
(MRI), positron emission tomography (PET) and single photon 
emission computed tomography (SPECT) has provided us 
much richer information on the physical condition[8], [11]. 

Table I briefly overviews different medical image 
modalities used to treat a disease. 

TABLE I. DIFFERENT MEDICAL IMAGING MODALITIES 

Sr.No 
Medical Image 

Modality 

Methodology of 

taking an image 

Type of image 

obtained 

1 
CT Scan[7], 

[8], [12] 

Uses X-ray 

equipment to take 

images from within 

the human body 

from different 

angles. 

Cross-sectional 

images of all types 

of body tissue and 

organs 

2 
MRI Scan[7], 

[8], [12] 

Detailed images 

from within the 

human body using 

magnetic and radio 

waves. 

Structural 

Characteristics of 

the human body are 

obtained. Gets 

Anatomic and 

contrast details 

between normal and 

abnormal tissues. 

3 

SPECT 

Scan[7], [8], 

[12] 

Uses nuclear 

medicine for 

therapeutic and 

diagnostic 

procedures. 

The body's 

temperature, blood 

flow details, etc., are 

obtained. 

4 
PET Scan[7], 

[8], [12] 

It uses a radioactive 

drug to give 

information on how 

tissues and organs 

function. 

Sometimes detect 

disease before it is 

detected using other 

imaging tests. It 

Delivers details 

about the area of 

disease. 

In literature, image fusion can be carried out in three ways: 

A. Pixel Level Image Fusion 

In this mode of fusion, the original information in the 
source images is directly combined without extracting the 
relevant features [13]. Different Algorithms like the Color 
space model, Statistical Algorithms, multiresolution 
decomposition algorithms, and radiometric algorithms can be 
used to perform pixel-level fusion. Fig. 1 shows an overview of 
pixel-level image fusion. 

 

Fig. 1. Pixel-level image fusion. 

B. Feature Level Fusion 

Feature level fusion, features from the input images using 
some feature extraction algorithms are extracted to perform the 
fusion. A region-based fusion approach is used in this type of 
fusion[14]. Recently, transfer learning algorithms have proven 
to work well for extracting features from images. Fig. 2 shows 
an overview of feature-level image fusion. 

 

Fig. 2. Feature-level image fusion. 

C. Decision-level Fusion 

Compared to pixel-level and feature-level fusion, decision-
level fusion is accurate and supports real-time data fusion. The 
main disadvantage of this type of fusion is the high loss of 
information[10]. Algorithms include voting, Bayesian 
inference, evidence theory, and fuzzy integral [15]. 

III. RELATED WORK 

There are many different methods used in the medical field 
to fuse different modalities in medical images. A detailed 
review of multimodal medical image fusion is extensively 
covered in [4] Medical Image Fusion methods are divided into 
spatial domain, transform domain, and deep learning domain 
shown in fig 3. 

 

Fig. 3. Image fusion domains. 

Table II shows a list of different algorithms in all three 
domains and systematically reviews different image fusion 
techniques in all three domains. The algorithms in the spatial 
domain were popular among the researchers. But spatial 
domain methods create spatial and spectral distortion of fused 
images. Hence, researchers used transform domain methods to 
perform a fusion of images for better fusion results[16]. The 
fusion methods in the transform domain transform the source 
image into the frequency domain and then perform 
reconstruction operations. The disadvantage of the transform 
domain is that it generates noise in images during fusion 
processing. With the advancement in deep learning technology, 
image fusion methods based on deep learning were introduced 
recently. 

Image 
Fusion 

Spatial 
Domain  

Transfer 
Domain  

Deep 
Learning 
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TABLE II. MEDICAL IMAGE FUSION METHODS 

Domain Description Fusion Method Advantages Disadvantages 

Spatial 

Domain[1] 

Different fusion rules are applied to pixels 

in the source image. 

1. High Pass Filtering 

2. Principal Component Analysis 

3. Saturation Method of Hue Intensity 

4. Minimum and Maximum selection method 

5. Brovey Method 

6. Average Method 

Simple Method. 

It can be 

combined as a part 

of the frequency 

domain to 

generate new 

research methods. 

Spectral and Spatial 

Distortion of Fused 

Image 

Transform 

Domain[1] 

Based on multiscale transform (MST) 

theory. 

It transforms the source image from the 

time domain to the frequency domain. 

low and high-frequency coefficients are 

obtained 

1. Pulse Coupled Neural Network (PCNN) 

2. Discrete Wavelet Transform (DWT) 

3. Nonsubsampled Contourlet Transform 

(NSCT) 

4. Nonsubsampled Shearlet Transform(NSST) 

Good structure 

and avoids 

distortion 

Generate noise in 

image during fusion 

Deep 

Learning[17] 

Aim at learning feature hierarchies. 

Features from higher levels combined with 

lower-level features. 

Spatial and Transform Domain-based 

image fusion methods fail in automatic 

feature extraction and generation of fusion 

rules. 

1. Convolution Neural Network (CNN) 

2. U-Net 

3. Stacked Auto-encoders(SAE) 

4. Deep Boltzmann Machine(DBM) 

Extract the 

relevant features 

from the image 

automatically 

Some deep learning 

models neglect 

the spatial and 

temporal topologies 

of the multimodal 

data 

IV. PROPOSED METHODOLOGY 

A. Problem Formulation 

We formulate the task of fusion of features from multiple 
modalities of images as a multimodal medical image fusion 
problem at the feature level. Several algorithms extract the 
features of interest from an image, ignore irrelevant features, 
and eventually apply rules to fuse the important feature during 
image fusion. These rules play an important role or are the key 
concept in the fusion process. The selection of proper fusion 
rules is crucial, resulting in a better fusion process. It is 
impossible to develop a generic fusion rule for all fusion 
applications. A more feasible approach in medical image 
fusion is to develop a new image fusion method that can merge 
the features extracted from different images into a single fused 
image. 

B. Proposed Methodology for Multimodal Medical Image 

Fusion 

Our proposed work aims to develop a hybrid approach by 
integrating the structural details provided by CT images with 
soft tissue details provided by MRI images to get a unique 
fused image. We have proposed a multimodal medical image 
fusion based on a blend of Discrete Wavelet Transform and 
transfer learning VGG19 architecture, which uses the concept 
of CNN. 

The DWT of an image is calculated by passing it through a 
series of filters, i.e., low pass filter, and then through a high-
pass filter to get the approximate and detailed features. 

VGG networks are image style transfer methods based on 
features extracted from the content, style, and generated image. 
The VGG19 uses the ImageNet dataset for feature extraction 
and is a pre-trained network. This architecture of VGG19 can 
be effectively utilized in VGG19-based multimodal image 
fusion. Fig. 4 graphically represents the proposed CT-MRI 
medical image fusion architecture. 

The following algorithms describe the methodology used 
for image fusion. 

 

Algorithm 1: Generation of co-efficient from a medical image 

using DWT. 

Input: CT and MRI image 

Output: Approximate and detailed co-efficient (LL,LH,HL,HH) 

DWT(image, DWT): 

1. Decompose CT image using DWT to generate detail and 

approximate co-efficient. 

2. Decompose MRI images using the DWT to generate detail 

and approximate co-efficient. 

3. Pass this co-efficient to VGG19 architecture for fusion. 

4. Repeat the function on image 2. 

 

Algorithm 2: Fusion of generated co-efficient using VGG19 

Input: Detailed and Approximate co-efficient from CT and MRI 

images 

Output: Fused Image 

FUSION(LL,LH,HL,HH): 

1. Convert all images to YCbCr format 

2. Transfer all images to PyTorch tensors 

3. Perform fuse strategy 

4. Reconstruct fused image given RGB input images 

5. Return fused image 

 

Fig. 4. Proposed CT-MRI Medical Image Fusion Architecture. 
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In this paper, we have used multimodal medical images, 
i.e., CT and MRI, the source images given as input to the pre-
trained VGG19 model. Initially, we used the Discrete Wavelet 
decomposition technique of the transform domain to 
decompose the source images, i.e., CT and MRI images, to 
generate approximate coefficients of the handcrafted features. 

CT images are decomposed to generate LL1 coefficient and 
horizontal, vertical, and diagonal coefficients, i.e., LH1 
(horizontal), HL1 (vertical), and HH1 (diagonal). Similarly, 
MRI images are decomposed to generate LL2 coefficient and 
horizontal, vertical, and diagonal coefficients, i.e., LH2 
(horizontal), HL2 (vertical), and HH2 (diagonal), as shown in 
Fig. 5 and Fig. 6. 

Later the features from lower-level coefficients, i.e., LL1 
and LL2, Horizontal coefficients, i.e., LH1 and LH2, vertical 
coefficients, i.e., HL1 and HL2, and diagonal coefficients, i.e., 
HH1 and HH2 of CT and MRI images, respectively are 
extracted and fused using VGG19 model. 

LL, LH, HL, and HH bands are obtained after VGG19 on 
the input coefficients. The LL band has essential information 
of an original image. The LH, HL, and HH bands have 
horizontal, vertical, and diagonal information. 

Finally, the frequency sub bands LL, LH, HL, and HH are 
combined using VGG19 architecture to generate the fused 
image after applying inverse discrete wavelet transform 
(IDWT) 

 

Fig. 5. Wavelet transform of MRI image. 

 

Fig. 6. Wavelet transform of CT Image. 

V. EXPERIMENTAL RESULTS ON CT AND MRI IMAGES 

Different fusion algorithms based on spatial, transform, and 
deep learning domains are used to compare the performance of 
the VGG19-based medical image fusion. 

Spatial Domain methods like Principal Component 
Analysis (PCA), LPCA, and FCMPCA. Transform domain 
methods like Standard Wavelet Transform (SWT), Dual-Tree 
Complex Wavelet Transform (DTCWT), and Non-Subsampled 
Contourlet Transform (NSCT) are analyzed. Fusion is 
employed in the wavelet transformation of both CT and MRI 
images. Wavelet analysis provides a self-adaptive and 

localized analysis, which is applicable to the time domain and 
frequency domain. This analysis can focus on any details of the 
time domain and frequency domain. Multi-scale decomposition 
of the image based on DWT extracts low-frequency 
information, as well as horizontal, vertical and diagonal 
directions of the high-frequency details. 

In the VGG19 transfer learning method, fusion is done by 
applying DWT to CT and MRI images. Both these images are 
then decomposed into four sub-bands. The sub-bands labelled 
LH1, HL1 and HH1 represent the detail images co-efficient 
while the sub-band LL1 represents the approximation image. 

A. Evaluation Metrics 

1) Peak Signal to Noise Ratio (PSNR):  PSNR can be 

defined as the difference between x and y. 

PSNR in dB = 10      
    

√∑ ∑         

 (1) 

PSNR is calculated using the two source images and the 
fused image. 

         
 

 
                             (2) 

Where, 

 IM1 -> Image 1, 

 IM2 -> Image 2, 

 FI -> Fused Image 

A higher value of PSNR indicates better quality of the 
fused image. 

2) Structural Similarity Index (SSIM): It contains the 

structural information present in the images. The loss of 

structural information leads to distortion of images. 

SSIM(x,y)= 
         

  
    

    
   

         

  
    

    
   

       

       
  …..(3) 

Where, 

 µx and µy are the mean of the images x and y and 
represents the luminance of the image. 

 σx and σy are the variances. It represents the contrast of 
the image. 

 σxy is the covariance. It illustrates the correlation 
between images. 

 α, β, and ℽ - Adjust the relative significance of the 
above terms. The stability of the metric is C1, C2, and 
C3- constants that maintain the metric’s strength. 

Average SSIM is calculated as: 

         
 

 
                                (4) 

Where, 

                      
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              
                                             

              
                                            

The range of SSIM values is between 0 to 1; 1 indicates a 
perfect match between the reconstructed image and the original 
image. 

The higher the value of SSIM better is the fused image. 

3) Mutual Information (MI): In MI, how much information 

from two input source images (X, Y) is transferred to the fused 

image is calculated. The formula is as follows: 

MI = I(x,f) + I(y,f)           (5) 

I(x,y) = ∑ ∑          
      

                   (6) 

Where, 

 p(x) and p(y) - the edge probability density function of 

the two images, 

 p(x,y) -  the joint probability density function of the 

fused image and the source image X, Y. 
Higher the MI value, more information is transferred from 

the original images to the fused image. 

4) Entropy (EN): Information content in the image by 

taking values between 0 and 8. 

EN = - ∑            
   
                (7) 

Where, 

L - number of grey levels and is a probability density 
function for each gray value i. 

B. Experiment and Evaluation on the Group of MRI-CT 

Images 

CT and MRI data were used in this experiment of fusion. 
The evaluation metrics used in this experiment have been 
discussed in the above section. The dataset used for this 
experimentation is available in The Whole Brain Atlas 
repository hosted by www.harvardmed.edu. All the source 
images are registered, which is the prerequisite for fusion. The 
source images are of spatial resolution 256×256×3. 

We have conducted detailed experimental studies on 
different CT and MRI test images. The evaluation metrics used 
in this paper are PSNR, SSIM, MI and EN. The fusion results 
have been compared with both wavelet-based and neural 
network-based fusion techniques. Table III below presents the 
evaluation index data of different methods of MRI-CT fusion. 

The performance of the multimodal medical image fusion 
methods of both wavelet-based and neural network-based 
fusion are evaluated using four qualitative metrics such as EN, 
MI, PSNR, and SSIM. 

Deep learning techniques perform automatic and near-
accurate feature extraction, so the Convolutional Neural 
Network algorithm achieves the best Entropy (EN), i.e., the 
amount of information contained in fused images is the largest. 

Our proposed DWT+VGG19 algorithm performed best on the 
PSNR and SSIM evaluation indicators. It can measure a large 
amount of structural information present in the images. High 
PSNR means a good quality image and a minor error 
introduced to the image.  Also, the higher the value of SSIM 
better is the fused image. Hence our proposed algorithm for 
medical image fusion outperforms the other wavelet-based and 
neural network-based algorithms in the quality of the image. 

The MI and Entropy metrics show that wavelet-based 
algorithms have poor performance if high noise is present in 
images. In future, we will use VGG19 architecture with 
averaging and maximum fusion rules and fuse the detailed 
contents. 

TABLE III. EVALUATION INDEX DATA OF DIFFERENT METHODS OF MRI-
CT FUSION 

Fusion Methods MRI-CT evaluation metrics 

 
PSNR SSIM MI EN 

GFF 31.16 0.49 3.43 6.80 

MSA 35.07 0.48 3.92 6.38 

NSCT+SR 29.56 0.48 3.13 6.89 

NSCT+PCNN 31.23 0.50 5.01 6.74 

NSCT+LE 31.61 0.49 3.29 6.80 

NSCT+RPCNN 31.68 0.50 4.42 6.77 

NSST+PAPCNN 32.92 0.49 3.23 6.84 

DWT 31.97 0.43 1.98 6.59 

DWT+WA 30.98 0.49 4.75 6.30 

U-Net 26.42 0.32 2.22 5.13 

CNN 28.96 0.48 3.08 7.01 

Proposed model 40.63 0.67 2.88 4.93 

VI. CONCLUSION 

Deep learning for multimodal medical image fusion has 
been a recent research topic. Many researchers are focusing on 
using deep learning in the fusion of different modalities of 
images. This paper majorly discusses the following points. 

1) Image fusion methods in spatial, transform, and deep 

learning domains are discussed in this paper. 

2) Automatic feature extraction using Deep learning 

models leads to the generation of the most compelling features, 

eventually improving model accuracy. 

3) The VGG19 transfer learning method proposed in this 

paper can achieve multimodal medical image fusion. This 

method can effectively achieve image fusion and help in 

medical diagnosis. It can help in improving the accuracy of 

medical diagnoses. 

4) Experimental results on CT-MRI data show that the 

proposed transfer learning method achieves state-of-art 

performance in terms of qualitative evaluation metrics. 
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Abstract—In order to optimize the distribution route of fresh 

agricultural products and reduce the distribution cost, the 

optimal route selection model of fresh agricultural products 

transportation based on bee colony algorithm is constructed. 

After establishing the transportation road network model of 

fresh agricultural products and analyzing the transportation 

road information, the transportation road network zoning is 

realized by the dynamic zoning method of transportation road 

network based on spectral clustering algorithm, taking the 

unblocked area and congested area as the zoning purpose. Based 

on the traffic zoning information, the transportation route 

optimization model of fresh agricultural products with time 

window is constructed. Solved by bee colony algorithm to obtain 

the distribution route of fresh agricultural products with the 

lowest distribution cost and the highest customer satisfaction. 

The experimental results show that the model can choose the 

fresh agricultural products distribution route with the lowest 

distribution cost and the highest customer satisfaction under the 

two working conditions of smooth traffic and congestion. 

Keywords—Bee colony algorithm; fresh agricultural products; 

transportation; optimal route selection; road network model; 

spectral clustering 

I. INTRODUCTION 

Fresh agricultural products refer to primary products such 
as fresh fruits that can be sold directly on the shelf without 
further production. At present, fresh agricultural products 
mainly include fresh vegetables, fruits, flowers, eggs, milk, raw 
poultry, aquatic products and fresh meat products. These kinds 
of products occupy a major position in fresh agricultural 
products, which are traditionally called the three fresh products 
- fruits and vegetables, meat and aquatic products [1]. 

Facing the high demand of fresh agricultural products 
market, the problem to be solved is to reduce the operating cost 
in the material distribution process as much as possible on the 
premise of ensuring customer satisfaction. According to the 
existing research and exploration results, the logistics industry 
of fresh agricultural products has broad prospects, but the 
current situation is still relatively lagging behind. The 
development of the logistics industry related to the distribution 
of fresh agricultural products is still unbalanced, which needs 
to be further improved and explored [2]. It is the mission of all 
kinds of fresh agricultural products logistics parties to do a 
good job in the transportation and distribution of fresh 
agricultural products. This requires the promotion and 

combination of new electronic data tools and logistics industry 
to further narrow the gap between logistics. Therefore, for 
fresh agricultural products, we should not only pay attention to 
the “quality” and “freshness” distribution of fresh agricultural 
products, but also make full use of information and 
communication technology and Internet platform, and let the 
Internet deeply integrate with the sales of fresh food [3]. To 
solve various problems in the distribution of fresh agricultural 
products, we need to start with the vehicle route planning 
between the distribution of fresh agricultural products. At the 
same time, doing a good job in the route planning between the 
distribution of fresh agricultural products is also of great 
significance for solving the obstacles of material sharing and 
symbiosis between urban and rural areas [4]. 

The key to material sharing is to do a good job in logistics 
distribution. More exploration directions in the distribution 
mode of fresh agricultural products focus on the transportation 
of fresh agricultural products between urban and rural areas 
[5]. Joint distribution is a widely adopted logistics distribution 
method. In brief, it means that the goods distribution orders of 
multiple companies are distributed and transported by a special 
logistics company. The logistics company reasonably arranges 
the distribution time and the transportation path of each order 
according to the goods demand of different orders and the 
characteristics of its own means of transportation, so as to 
achieve the same effect as much as possible [6]. In foreign 
countries, crowdsourcing platforms are usually established to 
create relevant information databases to provide basic support 
for the whole distribution activities. It can exchange 
information between distribution centers, customers and 
merchants, so as to maximize distribution revenue and 
optimize efficiency. In terms of product logistics and 
distribution, Marcus Bowles studied the application possibility 
of nanotechnology in the logistics management of the 
circulation of fresh agricultural products [7]. Omar Ahumada 
and Rene Villalobos proposed a stochastic tactical planning 
model for the production and distribution of fresh agricultural 
products based on the distribution climate and the information 
of customers changing at any time, which reduced the 
uncertainty encountered by the fresh agricultural products 
industry when equation ting growth and distribution plans. As 
a consumable, the final value of fresh agricultural products 
depends on the product quality at the time of delivery, 
including perceived taste, freshness, etc. While the 
transportation costs, labor and other costs consumed in the 
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whole distribution process affect the final profit and benefit of 
fresh agricultural products. Therefore, how to reasonably select 
the distribution mode on the basis of balancing many factors is 
the top priority, and many factors are interrelated. A good 
game between various influencing factors is very important for 
goods suppliers and final consumers to achieve a win-win 
situation. 

Combined with the above background and research 
foundation, in order to improve the customer satisfaction and 
transportation cost of fresh agricultural products transportation 
and distribution, this paper constructs a model of optimal 
transportation route selection for fresh agricultural products 
based on bee colony algorithm, and verifies its effectiveness 
through experiments. The reason for choosing the bee colony 
algorithm is that it does not need to know the specific special 
information of the problem to be optimized, and its ability to 
solve multivariable function optimization problems is 
excellent. It can choose the fresh agricultural product 
distribution route with the lowest distribution cost and the 
highest customer satisfaction, providing a more valuable 
reference method for the industry to improve service quality 
and operational efficiency. 

II. RELATED WORKS 

In order to optimize the calculated effect of the path 
planning scheme in the logistics industry, experts and scholars 
in the industry have carried out a lot of relevant research. Y. In 
order to explore the impact of the free trade zone on regional 
logistics services, Gong et al. selected the adjacent area of a 
free trade zone in Chongqing as the research object, and used 
SWOT model to analyze the impact of the free trade zone on 
international logistics business. Combined with genetic 
algorithm, an international logistics route planning model is 
designed. The experimental results show that the model 
effectively reduces the time consumption of international 
logistics business [8]. S. O. Ekici et al. found that logistics 
performance is a key indicator to determine the operating 
efficiency of the logistics industry. Therefore, they used the 
enhanced naive Bayesian network and partial least squares 
method to build a path planning model that considers logistics 
performance. The experimental results show that the logistics 
transportation route designed with this model has higher 
customer satisfaction than that designed with traditional 
optimization methods [9]. D. T. Xiao's research team believes 
that the current agricultural product logistics in Heilongjiang 
Province is relatively inefficient due to the constraints of 
climate, transportation, supporting facilities and other factors, 
so it combines convolutional neural network algorithm to build 
Heilongjiang agricultural product transportation route planning 
algorithm. After testing, it is found that the transportation cost 
of the transportation route designed by this model is 15.9% 
lower than traditional methods [10]. 10. Zhao et al. found that 
the circulation efficiency of agricultural products in Liaoning 
Province is insufficient, and some agricultural products have 
suffered great losses after reaching the transportation 
destination. Therefore, the author team put forward a series of 
suggestions on improving transportation efficiency on the basis 
of understanding the logistics status of local fresh agricultural 
products [11]. 10. Huang et al. established a real-time and 
accurate cold chain logistics management system to solve the 

problems of loose circulation, inaccurate information 
transmission, untimely processing, and serious loss of fresh 
agricultural products in the traditional cold chain logistics 
management mode of agricultural products. In this system, the 
e-commerce platform is combined with the cold chain logistics 
network, and the physical real-time emergency management 
mode of the cold chain of agricultural products is divided into 
the sub mode of “production warehouse+cold chain”, the sub 
mode of “e-commerce+cold chain express+smart cabinet” and 
the sub mode of “cold chain storage+new retail chain”. The test 
results show that the performance evaluation score of 
emergency management of fresh agricultural product transport 
enterprises has been significantly improved after using this 
system [12]. 

To sum up, although people have carried out a lot of 
research to improve the logistics transportation efficiency of all 
kinds of goods before, most of them only consider one aspect 
of improving logistics services, such as cost time, customer 
satisfaction, etc. And few of them consider multiple logistics 
transportation goals. This research hopes to optimize the cost 
of agricultural product transportation and customer satisfaction 
at the same time, which is also the scientific contribution of 
this research. 

III. OPTIMAL ROUTE SELECTION MODEL OF FRESH 

AGRICULTURAL PRODUCTS TRANSPORTATION BASED ON BEE 

COLONY ALGORITHM 

A. Transportation Network Model of Fresh Agricultural 

Products 

According to the characteristics of the road network 
description of fresh agricultural products transportation, the 
road network model shall meet the following requirements: 

1) Description of geometric characteristics and topological 

structure of fresh agricultural products transportation network. 

It includes the location, physical connection, number of lanes, 

length, width, curvature and intersection of fresh agricultural 

products transportation roads. 

2) Expression of basic modeling unit of fresh agricultural 

products transportation network. The traffic organization 

remains unchanged as the principle of road network modeling, 

that is, the number of lanes in the modeling unit remains 

unchanged, the lane attributes remain unchanged, and the 

connectivity relationship between lanes remains unchanged. 

3) Description of transportation lanes of fresh agricultural 

products and topological relationship between lanes. It 

describes the connectivity of lanes between different basic 

modeling units, including clarifying the upstream and 

downstream lanes of each turn, the connectivity of adjacent 

lanes, etc. 

According to the above analysis, the transportation network 
of fresh agricultural products can be described as a layered 
network including sub sections, sub section nodes, directed sub 
sections, lanes and lane connectors. The road network model is 
divided into two parts: physical layer and logical layer. The 

graph is used to represent the physical layer q
of the road 

network model. It is a non-empty set of vertices and edges.
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 ,q C  
is the sub segment node set of

 j  
. q

 

representing the endpoint of the sub segment. C is the sub 

segment set of
 ,j p qC c       , p

 and q  are the two 

endpoints of the sub segment jc
. Based on the physical layer 

of the model, the logical layer 
 , , ,l KaKa    

 of the 
model is defined to express the logical connectivity of fresh 

agricultural products transportation network. Among them,   
is the directed sub section, which represents the sub sections 
with different traffic flows. Based on the directed sub section, 
the lane elements are described, such as the directed sub 
section where the lane is located, the number of lanes in the 
driving direction, lane width, etc. 

Based on the above theory, the first layer of the basic road 
network for the transportation of fresh agricultural products is 
composed of basic modeling units, including two elements: sub 
sections and sub section nodes. At the same time, on the basis 
of sub sections, the sub sections are divided into different 
directional sub sections according to the traffic flow direction; 
the second layer refines the lane description based on the first 
layer, including two elements: carriage lanes and lane 
connectors for fresh agricultural products. The structure of 
fresh agricultural products transportation network is shown in 
Fig. 1. 

 

Fig. 1. Schematic diagram of road network. 

B. Dynamic Zoning Method of Transportation Network Based 

on Spectral Clustering Algorithm 

In the transportation network model of fresh agricultural 
products constructed in Section 2.1, the dynamic zoning 
method of transportation network based on spectral clustering 
algorithm is used to partition the transportation network of 
fresh agricultural products. The zoning is mainly to ensure that 
the transportation of fresh agricultural products can reasonably 
select the operation path and avoid the traffic congestion area, 
so as not to increase the transportation cost of fresh agricultural 

products, but also avoid excessive transportation time of fresh 
agricultural products and customer dissatisfaction. 

Spectral clustering algorithm is a new research hotspot in 
the field of machine learning in recent years. It is based on the 
theory of spectral graph. Its essence is to transform the 
clustering problem into the optimal partition problem of graph, 
use the similarity relationship between data points to establish 
a similarity matrix, obtain the multi feature vectors of the 
matrix, and use them to cluster different data points. Compared 
with other algorithms, spectral clustering algorithm is simple, 
easy to implement and not easy to fall into local optimal 
solution, which is very suitable for many practical problems. 
The algorithm has been applied to image segmentation, speech 
recognition, computer vision, text mining and other research 
fields. Traditional clustering algorithms such as k-means 
algorithm and fuzzy clustering algorithm do not involve the 
connection relationship of graph in clustering. Spectral 
clustering algorithm can realize the segmentation of graph well 
and cluster a variety of spatial data in this paper. And the 
zoning research of urban road network needs to consider the 
connection relationship and distance of traffic flow, signal 
cycle and actual road network at the same time, so it is 
appropriate to use spectral clustering method. 

Combined with the zoning principle of fresh agricultural 
products transportation network and the attributes of road 
intersections, this paper determines the relevant factors for 
constructing the spectral clustering similarity matrix, and 
selects the three factors of traffic flow saturation, signal cycle, 
geographical location of the intersection and the road 
connection relationship matrix for road network zoning. The 
first two indicators reflect the actual traffic flow attributes of 
the intersection, corresponding to the traffic flow saturation 
principle and the signal cycle principle, and the latter index 
reflects the topology attribute of the intersection, corresponding 
to the distance principle. 

The traffic flow saturation BH  of fresh agricultural 
products transportation network can be calculated by equation. 

CL
BH

TX


    (1) 

Where, CL  and TX  are the traffic flow on the fresh 
agricultural products transportation road respectively. The 
actual traffic capacity, signal cycle and geographical location 
of the intersection can be obtained through actual investigation. 

In this paper, the NJW algorithm in the k-way division 
criterion of spectral clustering algorithm is used for dynamic 
zoning of road network. According to the specific analysis 
process of NJW multi-channel spectral clustering algorithm 
and combined with the relevant factors of road network zoning, 
the specific steps of road network zoning based on spectral 
clustering algorithm are as follows: 

1) Combined with Fig. 1, calibrate the topological 

structure of fresh agricultural products transportation network 

and the number of each intersection and road. JX and DL  

are the intersection and road in the study area. 
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2) Calculate the similarity matrix Bc . Standardize the 

original data of the three factors of traffic flow saturation, 

signal period and intersection geographical location of the road 

network model shown in Fig. 1, then calculate the similarity 

between nodes, and calculate the intersection similarity matrix 
Bc  in combination with the road connection relationship 

matrix. 

2
exp

2

0

i j

ij

ys ys
i j

Bc

i j



  
   

    


           (2) 

Where, 


 is a parameter selected by people in advance. 
The larger its value is, the more significant the classification 

effect is. iys
 and jys

 represent the traffic factors of the i th 

and 
j

th intersections respectively. 

3) Calculate the Laplace matrix 
lp

 covering the 

transportation and traffic information of fresh agricultural 

products. 

 
1 1
2 2lp JH lp JH

 
 

         (3) 

Where JH  is the diagonalization matrix obtained from 

matrix Bc . 

4) Calculate the first maximum eigenvalues 
znt

 and the 

corresponding traffic information eigenvector n  of the 

Laplace matrix 
lp

. The transportation information of fresh 

agricultural products can be obtained, and the corresponding 

eigenvectors are arranged according to the order of eigenvalues 

to form a matrix . 

5) Transform the row vector of the characteristic vector 

matrix  of fresh agricultural product traffic information into 

the unit vector to obtain the matrix  . 

6) Regard each row of matrix   as a data point in 

three-dimensional space, and K clusters are obtained by 

K-means algorithm. 

7) Through step 6, the classification results of the best 

intersection are obtained, the classification results are visually 

displayed, and appropriate zoning adjustments are made 

according to the actual situation. 

According to the above steps, the zoning results combined 
with the road network flow can be obtained. When the zoning 
results cannot meet the traffic flow performance of each road 
network area after zoning, the road network zoning needs to be 
adjusted according to the real-time data of traffic flow. 

C. Establishment of the Optimal Route Selection Model for 

The transportation of Fresh Agricultural Products 

Combined with the transportation traffic information of 
fresh agricultural products, the optimal route selection model 
of fresh agricultural products transportation is constructed, and 
the model is solved by bee colony algorithm to obtain the 
optimal route of fresh agricultural products transportation. 

D. Description of Transportation Problems of Fresh 

Agricultural Products 

The vehicle routing optimization problem of fresh 
agricultural products studied in this paper is to consider a 
distribution center. The distribution center uses multiple 
transportation vehicles for collaborative distribution. All 
vehicles start from the distribution center and distribute in the 
area composed of multi customer distribution nodes. The 
location of each distribution node is determined, the demand of 
each distribution node is known, and the distribution service to 
all customer distribution nodes is completed within the time 
window required by each customer. All vehicles eventually 
return to the distribution center. 

A single distribution center is set to deliver goods to the k

th customer (or distribution node). The freight volume of the 
j

th distribution traffic route is  , the time window is 

,j jFH KH   . The unloading time is jt
, the delay cost per 

hour is js
, and the average speed and shortest distance 

between customers and between distribution centers and 

customers are jiu
 and jie

 respectively; n  trucks can be 

used to transport goods, including qm
 trucks in group 

q
, 

with a loading capacity qu
, a driving cost qg

of  per vehicle 
per kilometer, a waiting cost s of per hour, overtime allowance

dr and baggage allowance r of per hour respectively; The 
vehicle must return to the original distribution center on the 

same day, and the demand point of 
p

 vehicle distribution of 

group 
q

 is expressed as qpm
. 

IV. CONSTRUCTION OF OBJECTIVE FUNCTION 

Compared with foreign countries, the domestic cold chain 
transportation of fresh agricultural products is still in the 
primary stage, but it has also achieved some results in the 
development of relevant distribution system and technology 
(Huang et al. 2020). Through the above analysis, it can be seen 
that distribution is an important part of the cold chain logistics 
system. Optimizing the distribution route helps to improve the 
efficiency of cold chain logistics. Due to the lack of scientific 
and reasonable planning for the distribution route of fresh 
agricultural products, it is difficult to meet the daily needs of 
customers in time. Considering the characteristics of 
distribution cost, distribution time and fresh agricultural 
products, an overall optimization model of distribution route 
with time window is established to minimize the distribution 
cost. 

A. Customer Satisfaction 

The delivery target customers of fresh agricultural products 
are required to receive their products within the specified time 
period. If they exceed the time period or deliver them in 
advance, they may be rejected or accept certain punishment 
measures as compensation. Therefore, only by timely 
delivering fresh agricultural products to customers according to 
the time window specified in the order can we meet the 
requirements of customers, improve the satisfaction with the 
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distribution service of fresh agricultural products, and the 
online sales of fresh agricultural products can be more accepted 
by the market [13]. 

If jt
 represents the arrival time of the means of transport 

and 
j

 represents the logistics node number, then 

j j jFH t KH 
. jFH

 and jKH
 are the earliest and the 

latest starting time of the distribution service respectively. In 
the actual distribution process of fresh agricultural products, if 
the fresh agricultural products are delivered just at the 
distribution time point required by the customer and look at the 
time window immediately, the customer satisfaction will reach 
the maximum, that is, the optimal solution is realized; If the 
fresh agricultural products are not stuck when they are 
delivered, and the time is not at the time point required by the 
customer, that is, the goods may be delivered in advance or the 
goods may be in a timeout state when they are delivered, 
namely, the time window can be accepted. At this time, the 
customer’s satisfaction with the service quality of distribution 
cannot be met [14]. 

Customer satisfaction can be expressed as a function of 
fuzzy reservation time. For customers, when the service start 

time is jt
, the customer satisfaction function can be expressed 

as: 

 

   

   

0

0.7 / 0.3

1

0.7 / 0.3

0

j j

e

j j j j j j j

e e

j j jj j

e e e

j j j j j j

j j

t FH

t FH FH FH FH t KH

FH t KHg t

KH t KH KH KH KH

t KH



        


  


       


      (4) 

Where, 
e

jFH
 and 

e

jKH
 are the earliest and the latest time 

window of the reservation in turn. 

When driving to position i  after completing the 

transportation task 
j

 of fresh agricultural products, the 

waiting time of the distribution vehicle at position i  can be 
expressed as: 

 j j i j ji jt t t t t   
          (5) 

Where, jit
 represents the travel time of the distribution 

vehicle from customer 
j

 to customer i ; 
 j jt

 represents 

the waiting time of the distribution vehicle at the customer i  

when the starting time is it ; it  and jt
 are the time taken for 

the delivery vehicles to arrive at the customer i  and 
j

 
destinations respectively. 

B. Loss of Fresh Agricultural Products 

Different from other products, fresh agricultural products 
are perishable, and the fundamental value of fresh agricultural 
products lies in whether they reach the freshness and quality 
satisfactory to customers. Even if the current means and 
methods of transportation can improve the temperature in the 

transportation process and achieve constant temperature 
distribution, the final value of fresh agricultural products will 
continue to decrease with the extension of distribution time in 
the overall distribution process because the degree of decay of 
fresh agricultural products is closely related to the length of 
distribution time; as for the loss degree of fresh agricultural 
products, generally speaking, it consists of three stages: high 
value (freshness is the highest after picking) to acceptable 
value (loss of certain freshness after a period of time, but 
customers can finally accept) to invalid value (complete decay 
and damage, which cannot be accepted or eaten by customers). 
On the whole, fresh agricultural products cannot be delivered 
when they are obtained, placed an order, and then delivered to 
customers. More often, fresh agricultural products will be 
delivered within the stage of acceptable value, resulting in the 
loss of fresh agricultural products [15]. 

On the one hand, fresh agricultural products are lost due to 
the increasing time from the distribution center to the 
destination, that is, the distribution time has lost fresh 
agricultural products. The relevant variables are: when the 

value of vehicle state 
v

hky
 is 1, it means that the vehicle k  of 

distribution center v  serves customers h ; when the value of 
v

hky
 is 0, which means that the vehicle k  does not provide 

customer h  service. The loss cost at this time is: 

1 2 2 1

1 1 1

k m v v
v k v k k

h hk h h hk h h

k h v m

D fk y t fk y t t 




   

    
   (6) 

Where, 
f

 represents the unit price of fresh agricultural 

products; hk
 represents the quantity of fresh agricultural 

products ordered by the customer h ; 2  represents the loss 

rate of fresh agricultural products during transportation; 
k

ht  

represents the time when the vehicle k  arrives at the 

customer h ; 1

k

ht   represents the time from vehicle k  to 

customer 1h . 

On the other hand, fresh agricultural products will be 
unloaded when they arrive at different distribution points in the 
distribution process. At this time, the opening of the 
transportation vehicle for unloading will produce internal and 
external air convection and change the internal air temperature, 
so as to accelerate the corruption speed of fresh agricultural 
products and the loss of fresh food in the loading / unloading 

process. The relevant variables are: when the value of 
v

hky
 is 

1, it means that the vehicle k  of distribution center v  has 

delivered to point h ; if the value of 
v

hky
 is 0, it means that 

the vehicle k  has not delivered to point h . The loss cost at 
this time is: 

 2 2

1 1 1

k m v v
v k

h hk h

k h v m

D f k y O


   

  
       (7) 
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Where 
k

hO
 is the loading and unloading time of vehicle 

k  at distribution point h . 

Then the loss cost D  of fresh agricultural products in the 
process of distribution is the sum of equations (6) and (7). 

C. General Model Construction 

To sum up, in order to build the model, when the values of 

the vehicle state judgment variables jiqpa
, jqpa

 and jiqpa
 are 

1 during introducing the transportation of fresh agricultural 

products. It means that the vehicle k  passes through the 

distribution point 
 ,j i

, and when the value of jiqpa
 is 0, it 

means that the vehicle k  does not pass through the 

distribution point 
 ,j i

; when the value of jqpa
 is 1, it means 

that vehicle k  serves customer 
j

; when the value of jqpa
 is 

0, it means that vehicle k  does not serve customer 
j

. 

The following models are established: 

 

  

0 0 1 1 1 1

1

* *

* max ,0 ,0

q qm mk k n n

ji q jiqp qp qp

j i q p q p

k

j j j j j

j

MinW e f a o r d o r

s s t t t t DBH

 

 

     



  

   

 


(8) 

The constraints are: 

 
1

80%
k

j j

j

g t
k 




          (9) 

1

k

j jqp q

j

f a u


 
            (10) 

1 1

1
qmk

jqp

q p

a
 

 
            (11) 

1

, 1,2,..., k
k

jiqp jqp

j

a a i


 
    (12) 

Where, equation (8) is the objective function, which means 
that the distribution cost of fresh agricultural products is the 
smallest. Equation (9) is the constraint of customer satisfaction, 
which means that the average value of customer satisfaction 
should be more than 80%. Equation (10) is the vehicle loading 
capacity constraint. Equation (11) is used to ensure that 

customers only complete the distribution by the 
p

th vehicle 

of group 
q

. Equation (12) represents the only constraint on 
the vehicle arriving at a customer, that is, each customer has 

and only one vehicle to serve him. qpo
 represents the 

driving time of the 
p

th vehicle in group 
q

, and qpd o
 

represents the overtime time of the 
p

th vehicle in group 
q

. 

jie
 represents the shortest distance between transportation 

logistics nodes of fresh agricultural products. s  is the hourly 

waiting cost of the vehicle, and js
 is the delay cost of the j

th hour. 

D. Solving the Optimal Transportation Path of Fresh 

Agricultural Products based on Artificial Bee Colony 

Algorithm 

Artificial bee colony algorithm is a new intelligent 
optimization algorithm proposed by Karaboga in 2005. In the 
artificial bee colony algorithm, the optimal food source is 
obtained through the cooperation and role transformation of 
leading bee, following bee and reconnaissance bee. The 
location of the food source corresponds to the possible solution 
of the optimal route for the transportation of fresh agricultural 
products. The income of the bee colony in the food source 
represents the fitness of the optimized problem [16]. 

At the beginning of the algorithm, the initial population M

with solutions will be generated randomly, and each solution 

jY
 is a B -dimensional vector. Then, lead the bees to 

remember the optimal solution and search in the neighborhood 
of the food source. After initialization, three kinds of bees 
search circularly. The search equation is as follows: 

ji ji ji ji ji iu y y y   
       (13) 

Where, jiu
 is the candidate food source and represents the 

candidate solution of the optimal transportation path of fresh 

agricultural products; 
 1,2,..., M

, 
 1,2,...,i B

 are 

generated randomly and unequal. ji
 is a random number 

uniformly distributed on [-1,1]. The leading bee adopts the 
greedy criterion to compare the search solution of the optimal 
route of fresh agricultural products transportation with the 
previous optimal solution. If the search solution of the optimal 
path is superior to the previous optimal solution, replace it; on 
the contrary, it remains unchanged. The probability of 
following bees to choose food source is: 

1

/
M

j j ji j ji

j

    


 
       (14) 

Where, j  is the fitness of the 
j

th solution. If a food 
source remains unchanged after circulation, the food source 
will be abandoned, and the corresponding leading bee will 
become a reconnaissance bee, and the solution will be updated 
through the following equation: 

  min max min0,1i i i i

j jrand      
  (15) 

Where, 
i

j
 is the i -th dimensional component of the new 

food source, which represents the component information of 
the new path during the transportation of fresh agricultural 

products; max

i
 and min

i
 are the maximum and minimum 

values of the i -th dimensional component respectively. 
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The classical artificial bee colony algorithm adopts the real 
number coding method for the transportation path coding of 
fresh agricultural products, which is obviously not feasible in 
the distribution route optimization of fresh agricultural 
products. Distribution center demand is decentralized, so the 
coding method needs to be reconsidered. In this study, if the 
natural number coding method is adopted for the demand point, 
a feasible transportation path of fresh agricultural products can 

be expressed as 
 11 12 1 21 22 2 1 20, , ,..., , , ,..., ; , ,...,m v n n nu        

. 
The transportation route of this fresh agricultural products 
means that the first vehicle starts from the distribution center 
and returns to the distribution center after reaching the demand 

point 11 12 1, ,..., m  
; The second vehicle starts from the 

distribution center and returns to the distribution center after 

reaching the demand point 21 22 2, ,..., v  
. The m -th vehicle 

starts from the distribution center and returns to the distribution 

center after reaching the demand point 1 2, ,...,n n nu  
. If there 

are 3 vehicles and 9 demand points and the food source is 
023601789045y 

, it means that the first vehicle starts from 
the distribution center and returns to the distribution center 
after reaching demand points 2, 3 and 6. The second vehicle 
starts from the distribution center and returns to the distribution 
center after reaching demand points 1, 7, 8 and 9, and the third 
vehicle starts from the distribution center and returns to the 
distribution center after reaching demand points 4 and 5. 

0
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6
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8
9
0

0
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4
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5
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7
8
9
0

Exchange point

Exchange point

 

Fig. 2. Food sources before and after exchange. 

Since a new food source coding method is adopted in the 
artificial bee colony, the update of the candidate food source 
location (transportation path of fresh agricultural products) 
cannot adopt the mode of equation (15). In this study, by 
exchanging two neighborhood points in the food source (fresh 
agricultural product transportation path) are randomly 
exchanged to obtain the candidate food source. It is illustrated 
by 9 demand points and 3 vehicles. Fig. 2 shows the food 
sources before and after the exchange. It can be seen that the 
candidate food sources can be obtained by exchanging the third 
and sixth points. The change of food source before and after 
exchange is small, so many excellent characteristics of food 
source before change can be maintained; At the same time, the 

random location exchange increases the diversity of food 
source selection and avoids falling into local optimization and 
failing to obtain the global optimal solution of the 
transportation path of fresh agricultural products [17]. 

The fitness function is obtained by transforming the 
objective function of the established transportation route 
selection model of fresh agricultural products. Since the 
objective function pursues the minimization of cost and the 
maximization of customer satisfaction, its reciprocal is taken 
and transformed into the fitness function of artificial bee 
colony algorithm: 

    
0 0 1 1 1 1 1

1/ minW 1/ * * * max ,0 ,0
q qm mk k n n k

ji q jiqp qp qp j j j j j

j i q p q p j

MinW e f a o r d o r s s t t t t DBH    
      

 
         

  
  

 

    
0 0 1 1 1 1 1

1/ minW 1/ * * * max ,0 ,0
q qm mk k n n k

ji q jiqp qp qp j j j j j

j i q p q p j

MinW e f a o r d o r s s t t t t DBH    
      

 
         

  
  

 (16) 

The specific steps of using artificial bee colony algorithm 
to solve the optimization of cold chain logistics distribution 
route of fresh agricultural products are as follows: 

1) Generate a certain number of food sources, that is, the 

initial solution of the transportation path of fresh agricultural 

products. The initial solution is allocated to each leading bee, 

and the fitness of the transportation path of each fresh 

agricultural product is calculated; 

2) Set the maximum number of iterations, cycles and the 

cycles of each solution; 

3) Leading bees search the neighborhood of the 

transportation path of fresh agricultural products, generate new 

solutions of the same scale, and compare the fitness of the old 

and new solutions. If the fitness of the optimized new solution 

for the transportation path of fresh agricultural products is 

greater than that of the old solution, the new solution will 

replace the old solution, otherwise the old solution of the 

transportation path of fresh agricultural products will remain 

unchanged [18]. 

4) Following bees choose the transportation path of fresh 

agricultural products with probability j , and conduct the 

neighborhood search to generate a new solution and calculate 

its fitness. Select the maximum fitness value of the new 

solution and compare it with the fitness value of the old 

solution. If the fitness of the new solution is greater than that of 

the old solution, the new solution will replace the old solution, 

otherwise the old solution will remain unchanged [19]. 

5) Judge whether the number of iterations reaches the 

maximum value [20-21]. If it is the maximum value, the 

optimal solution of the transportation path of fresh agricultural 

products will be output, that is, the distribution route of fresh 

agricultural products with the lowest distribution cost and the 

highest customer satisfaction will be obtained. If not, skip to 

step (3) and continue the iteration [22]. So far, the 

transportation route optimization model for fresh agricultural 

products has been built, and the steps for calculating the 

transportation route are shown in Fig. 3. 
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Fig. 3. Flow chart of transportation route optimization model for fresh 

agricultural products. 

V. RESULTS AND ANALYSIS 

In order to test the effectiveness of the model established 
above, aiming at the model, this paper will take 18 order 
information about the distribution process of fresh agricultural 
products in a city’s fresh agricultural products distribution 
center on a certain day as the research object for analysis and 
comparison [23-24]. The total transportation cost is 644.1 yuan 
[25]. Get the optimal transportation route scheme by inputting 
the data into the program written in Python language. 

The basic information of each distribution node is shown in 
Table I. 

TABLE I. COORDINATE NODES OF DISTRIBUTION POINTS 

Distribution node code Abscissa/m Ordinate /m 

1 19 16 

2 17 10 

3 21 11 

4 20 14 

5 26 15 

6 23 11 

7 26 18 

8 16 16 

9 17 13 

10 15 19 

11 18 18 

12 24 14 

13 20 19 

14 23 13 

15 12 12 

Relevant parameter settings are shown in Table II. 

TABLE II. RELATED PARAMETER SETTINGS 

Parameter name Parameter value 

Vehicle transportation cost (yuan / vehicle / time) 2.2 

Vehicle running speed (km / h) 70 

Normal salary of driver (yuan / hour) 17 

Overtime pays for drivers (yuan / hour) 30 

Vehicle waiting cost (yuan / hour) 20 

Customer delay fee (yuan / hour) 110 

Under the condition of smooth traffic, the path results 
optimized by the model in this paper are shown in Fig. 3. 
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Fig. 4. Path results of 10 vehicles. 

The calculation results show that under the use of 10 
vehicles, the optimal feasible solution obtained after operation 
is 1-10-9-1-7-1-8-11-1-12-1-13-1-2-1-14-5-1-15-1-4-6-1-3-1. 
The transportation time of each vehicle is relatively average, 
which does not cause excessive use of some vehicles, and the 
transportation time of each vehicle is not long, which is 
basically about 12 hours, which can maintain the freshness of 
fresh agricultural products. From the above results, it can be 
seen that the model constructed in this paper can effectively 
reduce the distribution cost and meet the customer satisfaction 
needs. Table III shows the specific results. 

TABLE III. ROUTE DELIVERY RESULTS OF 10 VEHICLES 

Vehicle 

code 
Route 

Journey 

time/h 

Delay 

waiting/min 

Transportation 

cost / yuan 

1 1-10-9-1 12 0 33 

2 1-7-1 12 0 23 

3 1-8-11-1 11 0 34 

4 1-12-1 11 0 35 

5 1-13-1 9 0 44 

6 1-2-1 10 0 32 

7 1-14-5-1 12 0 21 

8 1-15-1 11 0 54 

9 1-4-6-1 12 0 22 

10 1-3-1 12 0 11 
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As shown in Table III, after the model in this paper is used 
and fresh agricultural products are transported, the delayed 
waiting time of the distribution target is 0, and the total 
transportation cost is 309 yuan, saving 335.1 yuan. 

In the case of traffic congestion, after the model in this 
paper is used, the time-sharing diagram of path optimization is 
shown in Fig. 4. Among them, the straight line represents the 
current solution and the wavy line represents the optimal 
solution. It can be concluded from Fig. 4 that the distribution 
cost is optimized from 644.1 yuan to about 350 yuan. 
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Fig. 5. Time sharing diagram of route optimization in this model under 

traffic congestion conditions. 

In the two working conditions, the test results of customer 
satisfaction rate are shown in Fig. 5. 
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Fig. 6. Test results of customer satisfaction rate under two working 

conditions. 

As shown in Fig. 6, in the two working conditions of 
smooth traffic and traffic congestion, after the use of the model 
in this paper, the customer satisfaction is greater than 95%, and 
the satisfaction is high. 

VI. DISCUSSION 

Combined with the research content of this paper, the 
suggestions to improve the matching effect of fresh agricultural 
products are as follows: 

A. Accelerate the Construction of Agricultural Products 

Logistics Infrastructure 

The rapid development of agricultural products logistics is 
inseparable from infrastructure construction. All regions make 
reasonable planning and purposeful construction according to 
the actual situation. The following suggestions are mainly put 
forward: 

1) Cold storage construction: The temperature in the cold 

storage is mainly adjusted according to the different types of 

agricultural products. The construction of cold storage in cities 

is closely related to the distribution of agricultural products. 

The characteristics of fresh agricultural products determine that 

the cold storage in cities must reach a certain scale in order to 

ensure that agricultural products are not damaged. Only by 

investigating the output, types and distribution of urban 

agricultural products, planning the layout and optimizing the 

location can we promote the development of agricultural 

products logistics. 

2) Construction of distribution center: The main purpose 

of distribution center is to distribute to customers at various 

points, which plays a vital role in the impact of distribution. 

The distribution cost is directly related to the number of urban 

distribution centers. There are few distribution centers, 

resulting in high distribution cost and long distribution 

distance, and the decay rate of fresh agricultural products is 

high. Reasonable planning and uniform distribution of 

distribution centers is an effective measure to effectively 

reduce the loss in distribution. 

3) Transformation and upgrading of cold chain transport 

vehicle: The cold chain transport vehicle is mainly used for the 

distribution of agricultural products. Whether the cold chain 

equipment on the vehicle is advanced or not will also affect the 

cost. At present, many cold chains transport vehicles in China 

are refitted through ordinary vehicles. The technical level is 

relatively backward and the distribution cost is high, which 

cannot be compared with developed countries. Therefore, it is 

necessary to introduce advanced cold chain transportation 

technology from developed countries and upgrade cold chain 

transportation vehicles. 

B. Expand the Scope of Green Channel 

At present, the transport channel of fresh agricultural 
products has been expanded to all parts of the country, and the 
varieties that meet the requirements are given free passage. 
However, in order to increase taxes, some local governments 
have not strictly implemented the government documents, 
which has caused some obstacles to the circulation of fresh 
agricultural products. In view of the green channel of 
agricultural products, we should still strive to do a good job in 
the following aspects. 

1) We will continue to implement the policy of exemption 

and reduction for fresh agricultural products that meet the 

requirements, and expand this scope to every region and every 

toll road. 
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2) Due to the large number of social vehicles, when the 

agricultural product transport vehicle passes through the toll 

station, it needs to stop and accept the inspection of the security 

personnel. It can be released only if there is no problem, 

resulting in longer transportation time and higher loss rate of 

agricultural products. Therefore, it is necessary to build a set of 

security inspection system, which can automatically check 

whether the products loaded in the vehicle meet the 

transportation requirements of agricultural products, shorten 

the vehicle transportation time and effectively ensure the 

quality of agricultural products. 

3) Individuals take advantage of the preferential policy of 

agricultural product transportation and borrow the green 

channel to cause some obstacles to the implementation of 

security inspection personnel. It needs to build a set of credit 

system and integrate such people into the integrity system, so 

as to ensure the smooth transportation of agricultural products. 

C. Make Full use of Information Technology to Build a 

Network Information Platform for Cold Chain Distribution 

The particularity of fresh agricultural products determines 
the importance of its distribution link. The optimization of the 
distribution route of cold chain logistics for fresh agricultural 
products is to effectively avoid the deterioration and decay of 
agricultural products and reduce economic losses. Logistics 
distribution is an important part of the cold chain system, 
which has high requirements for the timeliness and 
fresh-keeping function of distribution. In the information age, 
in order to optimize the cold chain logistics transportation 
system, we need to make full use of advanced information 
technology, effectively connect all links of logistics 
distribution, monitor the status of logistics distribution in real 
time, and realize the intelligent management of logistics 
distribution. Through the construction of corresponding 
network information platform, the collection, sorting and 
feedback of logistics information are managed in an integrated 
way, so as to grasp the transport status of fresh agricultural 
products in real time and improve the safety and freshness of 
fresh agricultural products. In the implementation of 
distribution management, big data and other technologies are 
used to automatically manage logistics transportation and 
improve the level of distribution management. The one-stop 
cold chain logistics distribution includes the whole process 
from production to sales of agricultural products. The 
intelligent management of the whole service process through 
the application of information technology can avoid the 
disadvantages of traditional logistics distribution and meet the 
optimization requirements of the cold chain logistics 
distribution route of fresh agricultural products. 

VII. CONCLUSION 

In recent years, with the continuous development of 
logistics industry and the increasing variety and output of fresh 
agricultural products, higher requirements are put forward for 
cold chain logistics distribution. In the cold chain logistics 
system, distribution is a very key link, which has high 
requirements for transportation technology and transportation 
environment. However, compared with developed countries, 
China’s cold chain logistics started late, the technology is not 

mature, the cost of fresh produce distribution is still high, and 
the corresponding preservation equipment is not perfect. Once 
the food goes bad or rots, it will seriously affect the 
surrounding environment. People’s income is increasing, and 
the demand and quality requirements for fresh agricultural 
products are increasing. In order to better meet people’s needs, 
we must take effective strategies to optimize the distribution 
route of cold chain logistics of fresh agricultural products. 
When optimizing the distribution route, we can make full use 
of information technology to build a network information 
platform for cold chain distribution; strengthen the 
implementation of relevant policies to provide a good 
environment for the development of cold chain logistics; 
optimize the supply chain of fresh agricultural products and 
build a large distribution center; strengthen alliances of fresh 
produce-related organizations to promote the long-term stable 
development of China's cold chain logistics industry. In this 
context, this paper constructs the optimal route selection model 
of fresh agricultural products transportation based on bee 
colony algorithm, and verifies its application value in 
experiments. However, due to the limitation of personal energy, 
this study failed to select more data to verify the model 
performance of the design, which is also the key point to be 
noted in the follow-up study. 
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Abstract—A computer application that can detect, track, 

identify or verify human faces as of an image or video capture 

utilizing a digital camera is Face Recognition (FR). Few 

challenges like low-resolution images, aging, uncontrolled pose, 

illumination changes, and poor lighting conditions are not 

tackled even though huge advancement has been created in the 

Face Detection and Recognition (FDR) domain. Utilizing the 

Modified Tiny Face Detection (MTFD) and Fuzzy Interference 

System - Convolutional Deep Neural Network (FIS-CDNN) 

classifier, a Face Recognition System (FRS) was proposed here to 

tackle all complications. Primarily, Gamma correction - Based 

Histogram Equalization (GBHE) technique is utilized to augment 

the image’s input in the pre-processing phase. The MTFD was 

employed to detect the face. Following that, the features are 

extracted. The Improved Chehra (IC) landmark extraction 

method was employed to retrieve the landmark features. And 

finally, the Geometric Features (GFs) are extracted. Later, the 

Gaussian - centered Spider Monkey Optimization (GSMO) 

Algorithm was employed to choose the vital features.  To 

recognizing the face, the chosen features are fed into the FIS-

CDNN classifier. When analogized to the prevailing models, it is 

concluded via the experiential outcomes that higher accuracy was 

attained by the proposed method. 

Keywords—Gamma correction - based histogram equalization 

(GBHE) technique; modified tiny face detection method (MTFD); 

Improved Chehra (IC) landmark extraction method; Gaussian-

based Spider Monkey Optimization (GSMO) Algorithm; fuzzy 

interference system-convolutional deep neural network (FIS-

CDNN) classifier 

I. INTRODUCTION 

Since the face contains numerous important details, it is a 
vital part of the human body for recognizing each individual 
[1]. This is what led to Human FR being a significant subject in 
the artificial intelligence field. Owing to their respective pixel 
data computation, the query face image is harmonized with the 
template face image in the facial database for the FR, which is 
the process of recognizing persons [2]. Without using any 
further equipment, humans have the natural ability to recognize 
faces in a scene [3]. Additionally, a complex computer vision 
problem with a variety of aspects is the automatic FR [4]. In 
every practical aspect of our lives, it has been recognized as a 
developing field owing to the wide utilization of this 
technology. The areas where various applications correlated to 
this field are currently used widely such as defense, 
surveillance, banking, media field, social media platforms, 
fraud identification, e-commerce, trade, diagnostics, space 

science, research, genomics, bioinformatics, cyber security, 
internet of things and education [5]. Face Detection, face 
alignment, face matching and face representation are the four 
main steps of FRS. Face matching seeks to create a classifier to 
recognize distinct faces while extracting useful features to 
differentiate face images as of distinct people is the aim of face 
representation. The facial landmarks are obtained by the face 
alignment. Face Detection aims to return the face‟s position, if 
they exist. 

Some specific conditions still make extremely accurate 
identification results impossible despite recent advancements 
in FR. This is typically the case when there is a lack of high-
quality data, such as when face images are taken in 
uncontrolled environments (FR in the wild), where there are 
numerous variations that can affect facial images, including 
resolution, background, expression, pose, illumination and 
occlusions [6].  A critical issue viewed here is the feature‟s 
robustness retrieved from face appearance descriptors to tackle 
these problems. In recent years, a lot of attention was received 
by deep learning approaches to FR. A turning point was 
reached when neural networks for facial Feature Extraction 
(FE) were introduced [7]. 

Numerous prominent techniques for FE have been 
developed up to this point, like Scale Invariant Feature 
Transform (SIFT), Histogram of Oriented Gradients (HOG), 
Local Binary Pattern (LBP) etc. [8]. When these features are 
compared to the tested photographs, the person can be 
recognized or not. Unfortunately, as there are so many difficult 
and variable parameters in FD and identification as well as 
poor evaluation techniques, choosing the optimal facial 
recognition algorithm is a very difficult procedure [9]. 
Additionally, redundant features were engendered and 
struggled to handle high dimensions [10]. 

A. Problem Definition 

Numerous approaches to resolving the FRS issue can be 
found in prevailing research procedures. Still, there is space for 
improvement. The following list includes the issues with the 
prevailing approaches: 

 The prevailing approach focuses solely on brightening 
the images with the issue of locating a face in a hazy 
image. Thus, it has an impact on the recognition rate. 
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 Another difficulty for the FR system is the ageing 
process, which reflects the modifications in the face 
appearance / texture over a time. 

 All the issues like age, expression, illumination, 
position and occlusion invariants were not addressed by 
most prevailing works. High recognition performance 
was attained by the prevailing presented pose invariant 
FR. However, when age, light, resolution and occlusion 
were all constant, it was unable to identify faces. 

B. Limitations of Existing Works 

Mohd Najib Mohd Salleh, Noureen Talpur and Kashif 
Hussain [27] exhibited Adaptive Neuro-Fuzzy Inference 
System (ANFIS) is an efficient estimation model not only 
among neuro-fuzzy systems but also various other machine 
learning techniques. ANFIS suffers from limitations that halt 
applications in problems with large inputs; such as, curse of 
dimensionality and computational expense. Different 
limitations such as curse of dimensionality, interpretability of 
rules, and parameter training are the major hurdles that need to 
be overcome for the implementation in problems with larger 
number of inputs. This is the reason, ANFIS is often integrated 
with additional techniques for input selection, rule reduction 
and parameter tuning, which again increases the complexity of 
the designed model. Various structural and parameters 
optimization techniques have been proposed in literature; 
however, there is enough room of improvement in ANFIS 
architecture so that applications in larger problems can be 
achieved easily. 

A novel method of FR was proposed in this paper to tackle 
all the above-mentioned issues. The paper is framed as: the 
associated work regarding the proposed FR is analyzed in 
Section II. The concise discussion about FR is displayed in 
Section III. The proposed system‟s performance is analyzed in 
Section IV. The paper is concluded in Section V. 

II. LITERATURE SURVEY 

Shokoufeh Mousavi et al.[11] presented a Distinctive 
Landmark - centered FR (DLFR) system to diminish the issues. 
Grounded on the number of key points acquired as of a 
modified SIFT together with the most idiosyncratic face‟s 
landmark region, novel features were generated. The weights 
for the features were optimized by a slightly altered genetic 
algorithm. A Support Vector Machine (SVM) classifier was 
utilized to classify the weighted features. The experiential 
outcomes exhibited higher efficacy than the prevailing papers. 
However, for SVM, a large number of data was not 
appropriate. 

Xue Lv et al. [12] introduced a deep learning algorithm for 
the application of an FR model. For the face image‟s 
stimulation transformation along with crop pre-processing, an 
Optimized Multi-task Cascaded Convolutional Network 
(OMTCNN) algorithm was utilized. To diminish the FR‟s 
computational complexity in the embedded system, a 
lightweight FR algorithm grounded on Convolutional Neural 
Network (CNN) was developed, which was denoted as 
Lightweight CNN (LCNN). Finally, to build the multi-core 
embedded FRS, OMTCNN and LCNN were combined. The 
outcomes demonstrated that better performance was exhibited 

by OMTCNN in determining face identity. However, owing to 
the utilization of diverse datasets for training and testing, the 
developed system‟s accuracy was missed slightly. 

Fanny Spagnolo et al. [13] developed a hardware 
architecture grounded on a real-time cascade classifier along 
with a resource-limited model to perform object detection. To 
accomplish the FD task along with integrating with an entire 
heterogeneous embedded system, architecture was tailored 
grounded on a Xilinx Zynq-7000 FPGA-centered System-on-
Chip. The experiential outcomes exhibit that a high frame rate 
was significantly attained by the accelerator than other 
benchmark competitors however occupied much fewer 
resources. 

Serign Modou Bah and Fang Ming [14] suggested a model 
tackling a few issues hampering FR accuracy to elevate the 
LBP codes by merging the LBP with augmented image 
processing schemes like Contrast Adjustment, Bilateral Filter, 
Histogram Equalization (HE), Image Blending and so on. 
Thereby, the overall FRS accuracy was elevated. The 
experiential outcomes exhibit that it was an accurate, reliable 
and robust model for FRS. Long histograms were engendered 
by this LBP that result in retarding the developed system‟s 
recognition speed. 

Rameswari et al.[15] developed an automated access 
control system utilizing FR. The HOG was utilized to retrieve 
the features. The output was engendered by analogizing the 
face function that contained a classifier named SVM to classify 
the face encoding. To make the system more effective, Radio 
Frequency Identification (RFID) sensor together with an Infra 
Red (IR) sensor was implemented. The authority to the campus 
management was offered by engendering a webpage. The 
prevailing models were outperformed by the experiential 
outcomes. But, the HOG computation speed was tardy. 

Bouchra Nassih et al. [16] demonstrated an efficient 3D FR 
approach named GD-FM+RF grounded on Riemannian 
geometry‟s Geodesic Distance (GD) along with Random 
Forest (RF). The GD between the points of 3D faces‟ specified 
pairs‟ was computed by employing the Fast Marching (FM) 
algorithm. To analyze the class separability, the Principal 
Component Analysis (PCA) algorithm utilized the retrieved 
features offered by the geodesic facial curves. Later, the input 
to the RF classifier was these features. Finally, the recognition 
rate was elevated along with attained most promising outcomes 
analogized to the benchmark models. However, while utilizing 
PCA, the information might be lost. 

Yassin Kortli et al. [17] exhibited an implementation 
grounded on the Advanced RISC Machines Cortex-A9 
processor utilizing the OpenCV library. Grounded on a hybrid 
ARM-Field Programmable Gate Array (ARM-FPGA) 
platform, a co-design was developed. Here, the FPGA 
processed the traditional hardware Visible Light 
communication (VLC) architecture. Optimized hardware VLC 
architecture was engendered to respect the real-time 
constraints. It was processed subsequently to comprehend the 
second Hardware / Software (Hw/Sw) co-design. The 
experiential outcome exhibited that a high speed was provided 
by the optimized hardware VLC architecture when analogized 
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to the conventional non-optimized framework. The developed 
system‟s architecture was more complex. 

Masoud Muhammed Hassan et al. [18] exhibited an FR 
approach grounded on the fusion of Gabor-centered FE, Fast 
Independent Component Analysis (FastICA) and Linear 
Discriminant Analysis (LDA). To make the uniform face 
images, it was converted to grayscale and resized. Later, the 
Gabor, FastICA and LDA methods were utilized to retrieve the 
facial features as of the aligned face. To recognize the 
individual‟s identity, the nearest distance classifier was 
utilized. Thus the developed model‟s efficacy was illustrated 
by the outcomes, especially under the Cosine distance measure. 
However, more time consumption along with the high 
computational cost was the model‟s major drawback owing to 
the utilization of „3‟ sophisticated FE schemes. 

Lizzie D‟cruz and J. Harirajkumar [19] suggested one-shot 
learning on the Siamese CNN (SCNN) for FR. Here, the 
employee attendance was entered in the My Structured Query 
Language (MySQL) database. For uploading the database, 
Acute Physiology together with Chronic Health Evaluation 
(APACHE) Web Server was the application programmable 
interface employed. Utilizing Send Mail Transfer Protocol 
(SMTP), get well soon messages were sent to absent 
employees via Gmail. Better performance was observed by the 
system with accurate FR along with testing „12‟ images 
successfully. However, more memory was requisite by the 
system to collect the data. 

Hao Yang and Xiaofeng Han [20] designed an FR 
attendance system grounded on real-time video processing. A 
control group together with an experiential group was 
comprised in this experiment. Traditional fingerprint check-in 
was utilized by the control group and real-time video 
processing was utilized in the experiential group. Two 
universities were chosen as of a province and a similar number 
of students were chosen for the experiment, which was then 
collected, counted and analyzed in the experiment, application 
space. This may develop FR's prospects along with final issues 
in the actual check-in. The video FRS‟ effective performance 
was exhibited by the experiential data. Owing to the extraction 
of redundant features, the system was still challenging to offer 
accurate recognition. 

Chaoyou Fu et al. [21] developed integrated large-scale 
visible data‟s huge identity information into the joint 
distribution. Additionally, to ensure their identity consistency, 
a pairwise identity-conserving loss was imposed on the 
engendered paired heterogeneous images. As of the noises, 
immense new distinct paired heterogeneous images with a 
similar identity could be engendered. To train the HFR 
network, identity consistency along with identity diversity 
properties permitted the engendered images via a contrastive 
learning mechanism. Thereby it yielded both domain-invariant 
as well as discriminative embedding features. The positive 
pairs and negative pairs regarded here were the engendered 
paired heterogeneous images and the images acquired as of 
diverse samplings. On „7‟ challenging databases that belong to 
five Heterogeneous FR (HFR) tasks, encompassing Sketch-
Photo, Profile-Frontal Photo, Thermal-Visible and ID-Came, 

superior performance was attained by the model. Nevertheless, 
it was more expensive. 

Alireza Sepas-Moghaddam et al. [22] presented a CNN 
grounded a deep Face Expression Recognition (FER) solution, 
named CapsField incorporated with an extra capsule network 
that employed dynamic routing to study hierarchical 
associations between capsules. The spatial features as of the 
facial images were extracted by CapsField, which learned the 
angular part-whole relations for a chosen set of 2D sub-
aperture images offered from each Light Field (LF) image. 
Owing to its capacity in learning inter-view along with intra-
view relations available in an LF image, the outcomes 
exhibited that when analogized with benchmark LF-centered 
FER, a superior performance. However, the system was 
susceptible to over fitting. 

Weipeng Hu et al. [23] introduced an algorithm to explore 
the cross-modal image‟s potential domain-invariant Neutral 
Face (NF) representations by utilizing Dual Face Alignment 
Learning (DFAL). Feature-level Face Alignment (FFA), 
Image-level Face Alignment (IFA), as well as Cross-domain 
compact Representation (CdR) were the „3‟ effective 
components included in the model. To encode features for both 
VIS NF images as well as non- NF images, Teacher-Encoder 
CNNs (TeEn-CNNs) together with Student-Encoder CNNs 
(StEn-CNNs) were designed initially. By executing the feature 
level alignment betweet non- NF and VIS NF the FFA was 
brought in to learn NF representations. To restore face images, 
StDe-CNN was engendered to decode features secondarily. By 
imposing image-level alignment, an NF image was 
reconstructed by IFA‟s design. The DFAL approach‟s 
effectiveness on „3‟ challenging Near-Infra Red and VISual 
(NIR-VIS) databases was illustrated by the experimental 
outcomes. However, the position and orientation of input were 
not decoded by CNN. 

Jae Young Choi and Bum Shik Lee [24] demonstrated a 
“Gabor Deep CNN (GDCNN) ensemble” method for FR 
applications. Distinct along with multiple Gabor face 
representations were effectively applied as inputs during the 
GDCNN‟s training and testing phases. GDCNN ensemble 
construction as well as GDCNN ensemble combination were 
the „2‟ parts comprised in the generated GDCNN ensemble. 
The experiential outcomes demonstrated that significantly a 
better FR performance was attained by the approach than the 
conventional approaches that were grounded only on grayscale 
or color face images as input illustration. However, more time 
was acquired by the system owing to the deep learning 
characteristics of Neural Networks (NN). 

Hua Yang et al. [25] designed a Weighted Feature 
Histogram (WFH) method of Multi-Scale Local Patches 
(MSLP) utilizing Multi-Bit Local Binary Descriptors 
(MBLBDs) for FR. Using an MSLP Generation (MSLPG) 
method, the local patches were extracted to attain multi-scale 
information. To extract MBLBDs, the MBLBD learning 
(MBLBDL) method was engendered to diminish the binary 
descriptors' quantization information loss. To project Pixel 
Difference Vectors (PDVs) into the MBLBDs in each local 
patch, a learning mapping matrix along with multi-bit coding 
rules were engaged in MBLBDL. To discover a set of robust 
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weights for each patch, the Robust Weight Learning (RWL) 
method was employed to incorporate the MBLBDs into the 
final face representation.  The outcomes as of experiments 
performed on face datasets exhibited that benchmark 
recognition performance was attained by WFH and a Coupled 
WFH (C-WFH). 

Harish Sharma, Garima Hazrati, Jagdish Chand Bansal 
[28], Spider monkey optimization (SMO) algorithm is a recent 
addition to the list of swarm intelligence based optimization 
algorithms. The update equations are based on Euclidean 
distances among potential solutions. The algorithm has 
extensively been applied to solve complex optimization 
problems. SMO is applied to solve optimal capacitor placement 
and sizing problem in IEEE-14, 30 and 33 test bus systems 
with the proper allocation of 3 and 5-capacitors. SMO is used 
for the synthesis of sparse linear arrays. The amplitudes of all 
the elements and the locations of elements in the extended 
sparse subarray are optimized by the SMO algorithm to reduce 
the side lobe levels of the whole array under a set of practical 
constraints. The SMO has also been used to synthesize the 
array factor of a linear antenna array and to optimally design an 
E-shaped patch antenna for wireless applications. SMO is a 
meta-heuristic technique inspired by the intelligent foraging 
behavior of spider monkeys. The foraging behavior of spider 
monkeys is based on the fission-fusion social structure. 

Features of this algorithm depend on social organization of a 
group where a female leader takes decision whether to split or 
combine. The leader of the entire group is named here as the 
global leader while the leaders of the small groups are named 
as local leaders. With reference to the SMO algorithm, the 
phenomenon of food scarcity is defined by no improvement in 
the solution. Since SMO is a swarm intelligence based 
algorithm, each small group should have a minimum number 
of monkeys. Therefore, at any time if a further fission creating 
at least one group with less than the minimum number of 
monkeys, we define it as the time for fusion. In SMO 
algorithm, a Spider Monkey (SM) represents a potential 
solution. SMO consists of six phases: Local Leader phase, 
Global Leader phase, Local Leader Learning Phase, Global 
Leader Learning phase, Local Leader Decision phase and 
Global Leader Decision phase. 

III. PROPOSED FACIAL RECOGNITION SYSTEM 

For the efficient recognition of the human face, a novel 
FIS-CDNN Classifier is proposed in this paper. The face is 
detected initially in this system together with extracting the 
features and landmarks.  Subsequently, the features are chosen. 
Finally, the face is classified utilizing the FIS-CDNN classifier. 
Fig. 1 illustrates the proposed model‟s block diagram. 

 
Fig. 1. Block diagram of the proposed methodology 
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A. Contrast Enhancement 

Since the image‟s quality is low, the face Image 
 I

 is 
taken as an input and pre-processed in the FRS. By the contrast 
enhancement technique of Gamma correction-centered Based 
Histogram Equalization (GBHE), the lower quality is elevated. 
To augment contrast, HE is a methodology for fine-tuning 
image intensities. The comparative frequency of various gray 
levels occurring in the image was represented by the histogram 
of an image. However, the histogram may bear the intensity 
saturation issue during the contrast enhancement. So, to control 
the intensity value, Gamma correction was utilized in this 
methodology to solve the intensity saturation issue. 

A nonlinear operation utilized to encode and decode 
luminance in the image is Gamma, which is expressed as: 

ZIGI   (1) 

Where, the positive constants are illustrated as Z and I , the 

gamma correction‟s output is denoted as IG
, and the gamma 

value is represented as


. Here, the input image‟s pixel is 
mapped into the associated pixel of a prepared output image. It 
is defined as Histogram, which can be expressed as: 

 
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Where, the number of occurrences of a particular pixel with 

intensity in IG
is denoted as  

ocno

Gi I
P .

, the pre-processed image is 

notated as preI
, the number of pixels is symbolized as 

 Pn
 

and the image‟s range of gray level is
]1,0[ L

. 

B. Face Detection 

The most prominent step in the proposed methodology is 
face detection. Utilizing the MTFD, the face is extracted by 

eliminating the unwanted parts from preI
. The Tiny Face 

Detector is utilized to perform facial extraction on images by 
implementing the ResNet101 algorithm. In the scale-invariant 
stage, cosine similarity is utilized rather than Euclidean 
distance. If „2‟ similar documents are far distant by the 
Euclidean distance (owing to the document‟s size), there may 
be still a probability of oriented each other as the cosine 
similarity is having benefits. This is the advantage of cosine 
similarity. 

The input image is shifted into ResNet101 initially. For 
detecting the face utilizing a pre-trained Artificial Neural 
Network (ANN), the features are extracted along with amassed 
in numpy arrays. It expressed the extracted face features as: 

},.........,,{ 321 Nn QQQQQ 
 (3) 

Where, the number of extracted features is represented as

nQ
. By image scale and resolution, the facial extraction 

process is affected. Between the input image and extracted 

feature, the similarity score A  is computed as: 

pren

pren

IQ

IQ
A




  (4) 

The extracted features for FD are valid if the score is 
identical for extracted features and the input image. The face is 

not detected otherwise. F denotes the detected face. 

C. Feature Extraction 

The informative data regarding the face is obtained with the 
aid of FE. The key features like SIFT, HOGs, Speeded-Up 
Robust Features (SURF), Binary Robust Independent 
Elementary Features (BRIEF), LBP, Gabor Feature, Shape, 

and edge are retrieved as of the face detected region F . The 

extracted features nE
 are expressed as: 

 Nn EEEEE .,.........,, 321
 (5) 

1) SURF: It is a fast along with robust algorithm 

comprising of „4‟ main parts that are Integral image 

generation, Fast-Hessian detector, Descriptor orientation 

assignment and Descriptor generation. By utilizing the integral 

image for extracting interest points, it is centered on a 

Hessian-matrix approximation. By applying an approximate 

Gaussian and derivative scale-space representation, it operates 

under the entry of integral images. 1E
implies the SURF and 

the integral image F
 can be signified as: 

),(
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 (6) 

Where, the input image after integral image representation 

is modeled as
 yxF ,

. For smoothening and space scale 
representation, a Gaussian filter is also applied. In the pyramid, 
the scale representation is implemented. For the extraction of 

the interesting point 1E
, the box filter‟s size doubled the 

sampling intervals owing to the usage. 

2) SIFT: Robustness to illumination, scale and 

transformation was shown by SIFT. Grounded on specific 

steps like extremes of scale space detection, determining the 

feature point‟s position, feature points direction along with 

engendering feature descriptors, the features are extracted. To 

smooth the images, diverse scales of the Gaussian function 

were utilized by SIFT algorithm. Stable features are chosen 

along with regarded as a candidate as of the smoothened 

image. Further, by utilizing the Harris operator, the corner 

points around the candidate are computed as: 

   yxFSSFgE ,*,, 212   (7) 

Where, the output extracted features are noted as 2E
, the 

Gaussian function is given as 
 21,, SSFg

, the Integral 
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Length Scale (ILS) is demonstrated as 1S
, the scale for the 

corner point is denoted as 2S
, the input image with pixel 

coordinates are symbolized as
 yxF ,

. If the threshold is 
lower than the corner points, the corner points are outstanding 
to represent the object. 

3) LBP: A model of retrieving textual features F as of 

the face detected image F is the LBP, which is a non-

parametric operator describing an image‟s local spatial 

structure in binary information. Classification, detection and 

reorganization are the three steps performed by this. The face 

image‟s centre pixel is observed as a threshold value along 

with analogized with the neighbouring pixels. It is denoted as 

„1‟ if the neighbouring pixel‟s value is superior to the 

threshold value. Otherwise, it is mentioned as 0. An 8-bit 

value was obtained by merging all these outcomes. Then, the 

local texture feature‟s ( 3E
) LBP value was obtained as: 
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Where, the central pixel value is represented as 3E
, the 

neighboring pixel value is proffered as FiP )( , the threshold 

function is modeled as , the number of pixels in the neighbor 

of FcP )( is notated as u  and the centre pixel is signified as

FcP )( . 

4) HOG: The gradient structure features 4E
 is captured 

by utilizing HOG. Descriptor blocks, block normalization, 

Orientation binning as well as Gradient computation are the 

„4‟ steps involved here. For each pixel, the face image‟s 

gradient is computed. The pixel value‟s magnitude and 

direction in each block are computed utilizing the gradient. As 

the image‟s few parts might show a slight vanish, block 

normalization is implemented to oversight the image‟s 

brightness. Normalization is employed in specific parts to 

diminish that. The mathematical representation is exhibited as: 

   
 

‖ ‖   
  (10) 

Where, the constant value to avert deviation is , the non-

normalized vector is signified as . Conclusively as of the 
normalization operation, the HOG features are derived along 

with obtaining the features 4E
. 

5) BRIEF: A general-purpose feature point descriptor 

amalgamated with arbitrary detectors is named BRIEF, which 

can be notated as  
  . Detection, descriptor and descriptor matching were „3‟ 

steps incorporated. By smoothing the image utilizing a 

Gaussian filter, the BRIEF commenced averting the descriptor 

from being sensitive to high frequency. Then, the random pair 

of pixels was chosen by the BRIEF around the targeted region. 

Comparisons may occur between utilizing these pixels. The 

value of 1 is assigned to the corresponding bit if the initial 

pixel is found to be brighter compared to the second pixel. Or 

else it is found 0. 














)()(0

)()(1
5

aFaF

bFaF
E

 (11) 

Where, the two selected points are notated as a and b . 

6) Shape: The face image‟s geometric properties were 

referred to by the shape feature that is utilized to describe the 

image content. Grounded on the shape boundary information 

or boundary plus interior elements where the area, parameter 

and circularity are deemed as key features, the shape features 

are extracted. It could be computed as: 


yx

yxFE
,

''

6 ),(

 (12) 

Where, the output of the face‟s shape feature is represented 

as 7E
, the input face image with the extreme pixels is notated 

as
),( '' yxF

. 

7) Edge: The input image‟s edges    is identified by the 

Canny algorithm. By utilizing noise removal, differentiation, 

non-maxima suppression, double thresholding and edge 

tracking. The edge features are acquired as of the image. 

These images are smoothened initially and gradients ensure 

the image‟s edges are taken. By computing the magnitude 

together with gradients of directions, the points which are not 

at the maximal are suppressed in the non-maxima suppression. 

By employing thresholds namely upper threshold and lower 

threshold in double thresholding, the strong along with weak 

edges are identified. The edge tracking is aided in determining 

the final edges. „2‟ thresholds namely the upper threshold  
(     )  and lower threshold  
(    ) are taken in the tracking. The edges    are classified as 

strong edge  
(     ) , weak edge  
(     )  and non-edge  
(     ) along with deciding the concerning gradients under 

three conditions that are: 



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Where, the gradient in the gradient direction is proffered as

),( vtF
. 
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D. Landmark Extraction 

Utilizing the Improved Chehra (IC) landmark Extraction 

method, the face‟s landmark is extracted as of F . By training a 
cascade of regressors, this discriminative facial deformable 
model was obtained. For extracting the Face appearance, the 
Chehra method utilized PCA in normal. A drawback here is the 
original features turn into Principal Components (PC) after 
implementing PCA on the dataset. The linear combination of 
original features is the PC. As original features, PCs are not 
readable and interpretable; also it took more time for executing 
multiclass datasets. So, LDA is employed in the Face 
appearance stage rather than this. 

For facial region extraction, 49 facial landmark points were 
computed by the Chehra model on the whole facial image. The 
face image‟s 10 regions computed following the landmark 
detection are the forehead region, right eye region, right face 
region, lower nose region, left eye region, entire eye region, lip 
region, left face region and upper nose region. For facial 
appearance, FE has been executed by utilizing LDA after 
obtaining the blocks. 

LDA is a feature diminution technique grounded on 
supervised linear transformation. It does so in a way that 

elevates the ratio between the intra-class scatter raint
and the 

inter-class scatter erint
when projecting a high-dimensional 

feature vector onto a low-dimensional space. For multiclass l , 
the scatters are determined as follows: 

  
 

 
l

i F

T

iira XXF
1

int 
 (14) 

  



l

i

T

iier F
1

int 
 (15) 

Where, the average landmark point in 
thi  class is 

represented as i , the 
th instance in 

thi  class is indicated as

X
. The best projection is then computed along with 

maximizing the ratio between the projected samples' intra-class 
scatter matrix and inter-class scatter matrix. It is defined as: 

 
XX

XX
XX

ra

T

er

T

best

int

int
maxarg






 (16) 

Where, the best projection point is denoted as
bestX , the 

sample point is denoted as X . For further process, the projects 
are taken as landmark features. 

E. Geometric Feature 

The face‟s GF is extracted as of the
bestX  in this phase. 

The utilization of the distance between the facial landmark 
points as features is allowed owing to the facial geometry‟s 
invariance to the illumination. Hence, the feature utilized here 

is the distance between landmarks. The GFs like height, width, 
length of chin, eyebrows, nose, mouth etc. are extracted. The 
extracted GF is expressed as: 

 N

best

n GGGGXG .,.........,, 321
  (17) 

Where, the number of extracted GFs is signified as nG
. 

The extracted facial together with GFs is amalgamated and the 
output can be expressed as: 

nnn EG 
 (18) 

Where, the combined features are represented as . 

F. Feature Selection 

For elevating the proposed facial detection system‟s 

learning accuracy, the features are chosen as of n utilizing the 

GSMO Algorithm after FE. A meta-heuristic method named 
SMO is motivated by the clever foraging behavior of spider 
monkeys. The Fission-Fusion Social Structure (FFSS) serves 
as the base for the foraging habits of spider monkeys. The 
group‟s social organization is in such a way that the female 
leader makes a decision on whether to split or combine the 
group. In cases of food scarcity, a female creates mutable 
smaller groups as well as typically serves as the swarm's 
Global Leader (GL). Availability of food as of a specific 
territory is the factor upon which the group sizes rely. A direct 
proportionality is identified between the size and food 
availability. The GL deemed here is the entire group‟s leader 
and the smaller group‟s heads are named the Local Leaders 
(LLs). The variation between the current position and positions 
engendered at random is averaged out to update the leader 
position. For a specific issue, a random position is engendered 
within a predetermined range. As a result, the research 
proposed the alteration to quicken convergence and boost 
reliability. The updating stage uses the Gaussian Mutation 
Technique rather than the Convergence rate. 

The number of monkeys deemed here were the extracted 
features. With the uniform distribution, each Spider Monkey 
(SM) is initialized as: 

        jjjni EEEE minmaxmin 1,0 
 

(19) 

Where, iE represents 
thi SM, the lower and upper limits in 

thj dimension are indicated as  jEmin , 
and  jEmax , the 

random number distributed uniformly in the range of  1,0 is 

signified as . 

The following „6‟ steps are followed by an algorithm for 
foraging after initialization. The steps are explained as follows, 

a) Local leader phase (LLP): Utilizing the past 

behaviours of both the LL and the local group members, the 

SM in LLP shifts its present location. Only when the new 

location‟s fitness value is greater than the prior site, the SM's 

location is updated with the new location. Using the Gaussian 
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mutation technique


ijE , the 
thi SM of the 

thd local group‟s 

location update equation is: 

 GEE ijij 

 
(20) 

Where, the 
thj dimension of 

thi SM is proffered as ijE , the 

random Gaussian number is symbolized as  G . 

b) Global leader phase (GLP): Similar to the LLP, but 

diversely, the swarm updates throughout this phase. Only one 

randomly chosen solution‟s dimension is updated here, unlike 

the LLP. Depending on its probability, which spider monkey 

will have a probability of being updated is identified. 

       ijRjijjijij EEEEE  1,11,0

 
(21) 

Where, the GL position in 
thj dimension is notated as j . 

Grounded on the probability that is derived utilizing their 
fitness, which is computed centered on the classifier's 

accuracy, the SMs location is updated. The probability of 
thi

SM   is calculated as: 

10

1

10

9
max


f

fi

 

(22) 

Where, the fitness of 
thi SM is illustrated as if , the 

maximum fitness is depicted as
maxf . The SM's fitness for the 

freshly engendered position is then analogized to the old 
position, and a better position is adopted. 

c) Global leader learning phase (GLLP): Here, an SM 

is updated as the swarm's GL whose position has the 

maximum fitness value of all the members. The global limit 

count is elevated by 1 if the position of GL is not updated, 

representing the number of iterations during which the GLs 

position was not updated. 

d) Local leader learning phase (LLLP): At this point, 

the group's greedy selection is utilized to update the LL‟s 

position. The LL‟s upgraded position is then coordinated with 

the previous one. The Local Limit Count (LLC) is then 

elevated by 1 if the LL position has not been updated. 

e) Local leader decision phase (LLDP): In this phase, 

either by random initialization or by means of collective 

information as of GLs experience utilizing the equation below, 

the position of every member in that group is updated if any 

LL does not become restructured to a specific verge known as 

LL Limit. 

       djijijjijij EEEE  1,11,0

 
(23) 

f) Global leader decision phase (GLDP): LLD and 

GLD are equivalent. The GL splits the swarm into a lower 

maximum number of groups if it does not restructure to a 

specific boundary known as the GL limit. At that point, the LL 

was chosen by commencing the LL Learning procedure. 

Additionally, the GL will unite the entire group if the maximal 

numbers of groups are engendered but the GLs position is not 

updated. Until enough food is obtained to feed every SM, the 

procedure is unremitting. Several features are chosen in this 

method of opting for leaders, which are expressed as: 

 sel

N

selselselsel

n EEEEE .,.........,, 321
 

(24) 

 
Fig. 2. Architecture of proposed FIS-CDNN 

Where, the number of selected features is denoted as
sel

nE . 

Likewise, utilizing a similar algorithm, the features nG are 

chosen. Followed by, it is utilized for choosing features nE  

along with obtaining the output
sel

nG
.
 

G. Face Recognition 

Here, for detecting the human‟s face, the chosen features
sel

nE  are fed as input to the FIS-CDNN classifier. To process 

the image‟s Red, Green and Blue elements at the same time, a 
3D NN was utilized by a Convolutional Deep Neural Network 
(CDNN). Compared to traditional feed-forward NN, the 
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number of artificial neurons requisite to process an image is 
diminished considerably. Normally, for the reason of weight 
value selection, the classifier suffers from the accuracy issue. 
The remainder layer comprising the previous training images 
behavior is deemed in this proposed methodology to solve this 
issue. The previous training weight values are amassed in the 
remaining layer. Therefore, the weight selection is very much 
aided by the remainder layer along with elevating the accuracy. 
Using the Fuzzy Interference system (FIS), the weight value is 
initialized in the proposed classifier. Fig. 2 exhibits the 
proposed system‟s architecture. 

a) Weight initialization: By utilizing the five layers, the 

weights are initialized by the FIS system. The fuzzification 

process is executed by the first layer, which contains the 

adaptive nodes. The fuzzified output 
i  is: 

 
ki  1  

(25) 

 
j2 i

 
(26) 

Where, the input nodes are notated as 1 and 2 , the 

weight value acquired as of the previous iteration is 

symbolized as k and j , the membership function is 

represented as  , which indicates how much given nodes 
satisfy the quantifier. 

The output signals acquired as of the preceding layers are 
multiplied in the second layer along with the second layer‟s 

i  output is: 

   
j21 *  

ki
 

(27) 

For normalizing the second layer‟s output, normalization is 
executed in the third layer and is expressed as: 

  2,1,
21

*



 iwherei

i





 

(28) 

Where, the normalized features are specified as  *i . The 

fuzzy rule‟s consequent part is executed by the fourth layer that 
contains the adaptive nodes. Node function has a form: 

   iiiii 











21

*


 

(29) 

Where, the linear adaptive parameters are symbolized as i

, i and i , defuzzification is proffered as 












i .  

Finally, the proposed system‟s total weight value W  is 

computed in the final layer as: 

     iiiiW 21

*


 
(30) 

b) Convolution layer: A specialized sort of linear 

operation employed for FE is convolution. Here, a kernel is a 

small array of numbers applied across the input. At each 

tensor‟s location, an element-wise product between kernel‟s 

each element and the input array is computed. It is again 

summed to acquire the output value in the output array‟s 

corresponding position. By applying multiple kernels, this 

procedure is recurring to generate an arbitrary number of 

feature maps representing the input array‟s diverse 

characteristics. The given input data‟s convolution is 

mathematically expressed as: 

  ),(),( ddWddEc sel

n
dd

 
 

(31) 

Where, the convolution operation‟s output is signified as c
, the weight value in the dimension size dd   is represented 

as ),( ddw , the input matrix‟s dimension size is  and  . 

Each convolution layer is specifically pursued by a non-linear 
Activation Function (AF) implemented element-wise to the 
preceding layer‟s output to permit the network to learn non-
linear decision boundaries. ReLu is the activation function 
utilized in this work. The activation function is mathematically 
expressed as: 

 cR ,0max
 
(32) 

Where, the ReLu activation function‟s output is signified as

R . 

c) Pooling layer: By passing via the AF, the output is 

obtained, which is again passed to the pooling layer to 

aggregate the information along with diminishing the 

representation. The pooling operation‟s ( ) result is: 

1



S

Wc

 

(33) 

Where, the kernel‟s strides are notated as S . 

d) Fully connected layer (FCL): The final convolution 

or pooling layer‟s output feature maps are transferred into a 

single-dimensional array of numbers, which means typically 

flattened. By a learnable weight, each input is allied to every 

output in this layer. The amount of output nodes contained in 

the final FCL is typically similar to the number of classes. 

Then, the flattened output is computed as: 

  1 ddW
  

(34) 

Where, the FCLs output is indicated as . 

e) Softmax layer: To the softmax activation function, 

the FCL‟s output is fed directly into this layer. In the output 

layer, the activation function is utilized along with 

normalizing the output real values in the range of  1,0  as of 

the last FCL to target class probabilities. The softmax function 

soft is given as: 
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(35) 

Where, the FCL output at 
th  node is notated as   , the 

total number of output nodes is represented as h . With higher 

accuracy, the faces are recognized by this process. The 
proposed FIS-CDNN‟s pseudo code is:  

Input: selected features 
sel

nE  

Output: Recognized face I  

 

Begin 

Initialize parameters c , R ,  ,layer b  

Compute weight value 

     iiiiW 21

*
  

For ntob 1  

while 1b ( first round of convolution and pooling layer) 

Compute convolution operation c  

Evaluate activation function 

 cR ,0max
 

Compute pooling operation  

End while 

End for  

Flattening all the layers 

Evaluate softmax activation function soft  

End begin 

Return I  

IV. RESULTS AND DISCUSSION 

The proposed facial recognition system‟s performance with 
FIS-CDNN is analyzed in this section. MATLAB (MATrix 
LABoratory) is the working platform in which the model is 
implemented. It is a 4th generation programming language 
with a multi-paradigm numerical computing environment. For 
rapid along with simple scientific computations and I/O, it is 
designed particularly. 

A. Database Description 

FG-NET, collected from a publically available source, is 
the dataset used in the proposed framework. The dataset for 
age assessment along with FR across ages is FG-NET. A total 
of 1,002 images obtained as of 82 people with an age ranging 
between 0 to 69 and an age gap of up to 45 years were 
composed in the dataset. 

B. Performance Analysis of Classification Method 

Grounded on a few quality measures along with prevailing 
models like Z- Normalization and Moore Penrose-based Deep 
CNN (ZMP-DCNN) [26], NN, CNN and Adaptive Neuro-
Fuzzy Inference System (ANFIS), the proposed FIS-CDNN 
method‟s effectiveness is examined here. 

TABLE I.  A COMPARATIVE ANALYSIS OF THE PROPOSED MODEL AND 

EXISTING MODEL WITH RESPECT TO TP, TN, FP AND FN 

Classifier TP TN FP FN 

FIS-CDNN 1.853659 161.8537 0.146341 0.146341 

ZMP-DCNN 1.52439 161.5244 0.47561 0.47561 

CNN 1.487805 161.4878 0.512195 0.512195 

NN 1.317073 161.3171 0.682927 0.682927 

ANFIS 1.402439 161.4024 0.597561 0.597561 

Table I summarises the performance analysis of the 
proposed FIS-CDNN and the prevailing models Regarding 
True Positive (TP), True Negative (TN), False Positive (FP) 
and False Negative (FN). The proposed model accurately 
recognized the face in the outcome named TP. The mismatched 
face is predicted by the proposed model in the outcome TN. 
Hence, the proposed model‟s TP is 1.853659, which is higher 
than the prevailing techniques. Similarly, 161.8537 is the 
proposed FIS-CDNN‟s TN. The face is recognized incorrectly 
by the model in an outcome named FP. Here, the proposed 
model‟s FP and FN are similar at 0.146341. The face is 
classified more effectively by the proposed model than the 
prevailing models, which is obtained as of the entire analysis. 

 
Fig. 3. The performance of FIS-CDNN with the existing methods 

The proposed FIS-CDNN and prevailing method‟s 
performance analysis are illustrated in Fig. 3, grounded on the 
Accuracy, Precision, Recall along with F-Measure which is 
defined as the amalgamation of precision as well as recall. The 
proposed system‟s higher performance was exhibited by the 
proposed method‟s higher value in every metric. The face was 
recognized by the proposed method with 99.82% Accuracy. It 
is higher than the prevailing methods and provided better 
performance. Likewise, 92.68% is the proposed FIS-CDNN‟s 
Precision and Recall value. An F-Measure of 16.47% higher 
than the existing ZMP-DCNN was exhibited by the proposed 
one. 
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Fig. 4. The performance of FIS-CDNN with the existing methods 

The proposed FIS-CDNN and the prevailing method‟s 
performance analysis are depicted in Fig. 4, grounded on 
Sensitivity and Specificity. The degree of similarity between 
views of an object that evokes an exact recognition response as 
of a given subject is Specificity. The capability to classify a test 
between the True and False positive performance correctly is 
named Sensitivity. While the ZMP-DCNN attains 99.7%, and 
CNN attains 99.6%, the proposed model‟s Specificity is 
99.9%, which is superior to the prevailing models. 
Correspondingly, a higher sensitivity of 18.29% was attained 
by the proposed scheme than the prevailing CNN. 

 
Fig. 5. The performance of FIS-CDNN in terms of NPV and MCC 

The proposed model‟s performance is demonstrated in 
Fig. 5, on the basis of Negative Predictive Value (NPV) 
together with Matthew‟s Correlation Coefficient (MCC). The 
proposed model‟s better performance is proved by higher NPV 
and MCC. 99.9% is the proposed model‟s NPV, which is 
superior to the ZMP-DCNN and all other prevailing models. 
Likewise, 92.59% is the proposed scheme‟s MCC. 

TABLE II.  THE PERFORMANCE OF FIS-CDNN IN TERMS OF FPR, FNR, 
FRR, FDR 

Classifier FPR FNR FRR FDR 

FIS-CDNN 0.000903 0.073171 0.073171 0.073171 

ZMP-DCNN 0.002936 0.237805 0.237805 0.237805 

CNN 0.003162 0.256098 0.256098 0.256098 

NN 0.004216 0.341463 0.341463 0.341463 

ANFIS 0.003689 0.29878 0.29878 0.29878 

Table II summarizes the proposed FIS-CDNN and the 
prevailing model‟s performance analysis, Concerning False 
Positive Rate (FPR), False Negative Rate (FNR), FRR and 
FDR. The proposed scheme‟s higher performance was 
exhibited by lower values of FPR, FNR and FRR. The 
proposed model‟s FPR is 0.002033 and 0.002259 lower than 
ZMP-DCNN and NN respectively. But, it is 0.002786 higher 
than ANFIS. Similarly, the proposed methodology‟s FNR, 
FRR and FDR are identical along with exhibiting an 
augmentation by 0.073171. This exposed that it is lower than 
the prevailing CNN along with other prevailing models. So, it 
is concluded from the metrics that better performance was 
exhibited by the proposed model for facial recognition. 

 
Fig. 6. ROC curve of proposed FIS-CDNN and existing model 

Fig. 6 exhibits the FIS-CDNN and the existing model‟s 
ROC curve analysis. The facial recognition‟s performance or 
quality was evaluated by an effective model named ROC. The 
True Positive Rate (TPR) is plotted against the False Positive 
Rate (FPR) to engender a ROC curve. The ROC curve 
illustrates that higher sensitivity together with specificity than 
the prevailing models like ZMP-DCNN, CNN, NN and ANFIS 
was exhibited by the proposed model. 

V. CONCLUSION 

A novel FIS-CDNN classifier was proposed in this work 
for facial recognition. Pre-processing, FD, facial FE, face 
landmark, geometric FE, feature selection and classification are 
all processes involved in the proposed technique. The 
experimental analysis is performed after all the steps have been 
completed, and regarding some quality criteria, the proposed 
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FIS-CDNN‟s performance is analogized with that of the 
prevailing approaches. The final outcomes exposed that a 
99.82% accuracy rate was attained by the proposed model. 
Similar outcomes are obtained for all other metrics, including 
sensitivity, specificity, recall, precision, recall, recall, f-
measure, NPV, MCC, FDR, FPR, FNR and FRR by the 
proposed scheme. The proposed model is therefore found to be 
significantly more effective than the prevailing approaches for 
classifying faces grounded on the findings of all metrics. This 
work will be extended in the future by extracting features as of 
various head poses employing utilizing advanced models. 
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Abstract—This paper proposes an Intrusion Detection System 

(IDS) against Sinkhole attacks in Mobile Adhoc Networks 

(MANET) with mobile sinks. A sinkhole attack is where a hacked 

node advertises a false routing update to draw network traffic. 

One effect of a sinkhole attack is that it may be used to launch 

further attacks, such as drops or changed routing information. 

Sinkhole nodes attempt to forge the source–destination routes to 

attract the surrounding network traffic. For this purpose, they 

modify routing control packets to publish fake routing 

information that makes sinkhole nodes appear as the best path to 

some destinations. Several machine learning techniques, 

including Decision Tree (DT), K-Nearest Neighbor (KNN), 

Convolution neural network (CNN), and Support Vector 

Machine (SVM), are used to do the categorization. Furthermore, 

the MANET’s node’s characteristics, particularly speed, are used 

for feature extraction. Totally 3997 unique samples, including 

256 malicious samples and 3604 normal samples are collected. 

The categorization results demonstrate the accuracy of DT, 

KNN, CNN, and SVM at 98.4%, 96.7%, 98.6%, and 97.8%, 

respectively. The CNN approach is more accurate than other 

methods, at 98.6%, based on the data. After that, Priority, SVM, 

KNN, and CNN, in that order, each denotes excellent accuracy. 

Keywords—Sinkhole; machine learning; MANET; intrusion 

detection 

I. INTRODUCTION 

A collection of autonomously placed, wirelessly linked 
nodes makes up a MANET (Mobile Adhoc Network). Each 
MANET node acts as a router to send the packet from the 
source node to the destination node. Massive and frequently 
used networks are remote ad hoc networks. MANET has no 
centralized management node; each moveable node is 
autonomous. The moveable system is allowed to go anywhere 
they are needed. 

It allows the nodes to rapidly enter or go away the network 
[1]. Nodes are not limited in their ability to communicate with 
one another. Data loss may occur if the association is created. 
MANET is often utilized in various industries, including 
scientific, military, search and rescue, etc. Due to increased 
network connectivity, cyber-attacks are also rising [2]. Ad-hoc 
WMN (Wireless Mobile Network) is vulnerable to several 
attacks because of sharing of the channel, an unstable 
operating location, constrained mobility of resources, 
frequently changing device topology, and source limitations 

[3]. The detection of anomalies accepts interference from 
routine system operations. Due to the intermittent nature of 
system activity, counting standard system output is difficult 
[4]. The abnormal process detects recent assaults or 
unexplained with a high rate of false positives. As an attack 
detection technique, sign-based IDS is defined by looking for 
distinctive features in network data, such as a sequence of 
bytes [5]. It only acknowledges known attacks and misses 
brand-new assaults for which there is no trend. Safe 
connectivity in MANET is a difficult problem because of the 
absence of established infrastructure and complicated 
topology, among other factors. The idea of intrusion detection 
keeps the balance by using access control and cryptographic 
techniques. As an automated detection and source of warning, 
it is presented to stop an attack that has already occurred or is 
currently ongoing. IDS only find intrusion that sets off an alert 
since they are passive and do not take any preventive 
measures [6]. 

Marti et al., used Watchdog approaches to reduce routing 
errors and sinkhole nodes in MANET. The scheme was 
created by the authors using the DSR protocol. The node 
delivering the traffic watches promiscuously the transmission 
of the nearby node and route to detect any malicious conduct 
on the part of that node. The neighboring node will be 
regarded as acting inappropriately if it disrupts the data flow. 
The offending node won’t be permitted to participate in the 
next transaction. The watchdog keeps a copy of recently 
delivered packets, examines each packet it has received and 
overhears them for similarities [7]. ML was one aspect of AI 
that was created in the late 1950s. It has grown and changed 
through time into algorithms that might be machine based and 
effective sufficient in engineering, medicine, and computer 
science to address various issues, including sorting, grouping, 
regression, and optimization. One of today’s most popular 
technologies is machine learning. ML enables workstations to 
study without personal involvement and respond consequently 
dynamically. It automatically, appropriately, and efficiently 
manipulates complicated data to create a model. ML may 
profit from a generic framework to have a broad approach to 
enhancing device performance. It has several scientific uses, 
including data cleansing, noise reduction, picture 
identification, automatic spam detection, medical diagnostics, 
and manual data input [8],[9]. According to the most recent 
research, ML has been used in WSNs to solve several issues. 
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By incorporating ML into WSNs, complicated issues like 
reprogramming, manually navigating through enormous 
amounts of data, and valuable mining information from the 
facts are avoided. ML approaches are frequently useful in 
acquiring enormous amounts of data and providing useable 
data [10]. This thesis’ main goal is to provide a strategy for 
identifying Sinkhole threats using machine learning 
techniques. 

The lack of a reliable security solution that can shield 
MANETs from routing assaults is their major problem. The 
required design solutions are not anticipated to lead to 
resource limitations like battery life and bandwidth. 
MANETs’ ability to ―self-organize‖ can be both a strength 
and a weakness in terms of security because it leaves 
opportunities for both passive and active attacks. MANETs 
have many weaknesses, and some are brought on by their 
changeable architecture, constrained power source, bandwidth, 
and scalability. 

Because of the weaknesses mentioned above, existing 
architectures adapted from wired broadband cannot be used 
directly for MANETs; as a result, a strong security framework 
must be designed and deployed exclusively on MANETs. Any 
future QoS-aware security system must work toward 
achieving availability, integrity, anonymity, identification, and 
secrecy as security objectives. Individually created security 
procedures must be used to produce a safe and QoS-aware 
network [4]. The issue with MANETs is that they are not 
widely known for providing combined answers to security or 
QoS-based issues due to their dynamic nature. This research 
focuses on sinkhole threats through protocol modification to 
obtain strong security detail without lowering the quality of 
service in real time. 

II. LITERATURE REVIEW 

Wireless networks are extremely susceptible to attacks, 
and hackers can access communication channels. In 
MANETs, Programme modules that automatically track 
harmful network activity might be used to keep an eye on 
attackers. When creating an intruder identification mechanism 
for MANETs, we must keep certain things in mind [11]. In 
[9], a geometric-based black hole and grey hole attack scheme 
detection is examined. According to [10], a secure data 
fragment is created to detect and prevent a hole in the ground 
and Sybil attacks on deployed fixed and dynamic nodes, 
producing high detection and low false-positive rates. Future 
directions versus DDoS assaults are provided in [11], along 
with concerns and taxonomy. [12] provides a summary of 
Sybil’s protection methods utilized in online social webs. The 
intrusion detection systems for MANETs will operate 
independently of their wired counterparts. The creation of 
intruder detection systems for MANETs presents various 
challenges. Non-collaborative intruder monitoring systems use 
node-level agents to detect and record any unexpected activity 
[12]. The biggest obstacle is figuring out where the agents are 
while the nodes move. 

Similarly, the nodes housing the intrusion-detecting agents 
need more processing power, bandwidth, and battery life. 
However, those services are constrained in MANETs [13]. 
Several authors have proposed methods to offer the most 

suitable answers to an NP-complete problem that involves 
raising the intruder detection performance with the least 
amount of resources. There are several intrusion detection 
architectures available for MANETS [14]. A wide range of 
assaults is possible, some of which are more devastating in 
MANETs than in wired networks. The characteristics of these 
networks prevent the use of conventional methods for 
identifying attack traffic. Although intrusion detection systems 
(IDSs) use many different detection methods, anomaly 
detection is among the most crucial. 

Additionally, IDSs based on past attack patterns are less 
effective if such IDSs are centralized. According to Peterson 
et al. [15], the detection engine was modified to include a 
modern Machine Learning approach that recognizes attack 
traffic live (not to be analyzed and assessed later)[15]. This 
allowed the IDS rules to be changed instantly. Amouri et al. 
provide a two-level monitoring approach for spotting rogue 
nodes in MANETs. The first stage involves the installation of 
specialized sniffers that operate in promiscuous mode. 

Every sniffer uses a decision-tree-based classifier, which 
generates numbers we apply to every occurrence successfully 
classified throughout reporting time. The second stage 
involved sending the categorized instances to the super node 
that was run on algorithms. Each node being examined 
establishes the quantities connected to the cumulative 
fluctuation value of the acquired categorized instances. A 
workable IDS strategy for wireless sensor networks is the 
result approach, which has also been expanded [16]. Abd-El-
Azim and colleagues proposed MANET’s simplified fuzzy-
based intrusion detection approach with an automated 
mechanism using an Adaptive Neuro-Fuzzy Inference System 
that produces a fuzzy system (ANFIS). The FIS was 
configured, and this initialization framework was optimized 
using a genetic algorithm (GA). In the presence of solely 
blackhole assaults, the network grew by an average of 36% 
[17]. Soni & Sudhakar recommended the Intrusion Detection 
Device for the Jamming attack. Depending on time example, 
the jamming attacker slowly introduced the network packets, 
quickly increasing their number. The IDS is identified as the 
attacking node through its unwanted flooding activities, and 
the attacker’s malware is found. The proposed approach 
continually monitored all network activity, and the harmful 
node’s behaviors were distinct from those of other nodes and 
did not act normally [18]. Sultana et al. examined the current 
IDS output when the supposed packet-dropping nodes in a 
MANET network were present. The reputed intermediate 
nodes, also known as intermediate bottleneck nodes, lose 
packets once the number of packets exceeds their handling 
limits. The effectiveness was calculated using the NS-2 
network simulator. The results have demonstrated that the 
reputational packet-dropping nodes’ IDS algorithms’ neglect 
seriously affects network routine [19]. A strategy for 
cooperative sinkhole identification was put out by Kim et al. 
in [20]. 

The sinkhole assault is analyzed, and its characteristics are 
extracted. The algorithm for sinkhole identification was 
created to save time and money. When a mobile node receives 
a route request message with an originator ID matching the 
receiving mobile node’s, it checks the message’s sequence 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

514 | P a g e  

www.ijacsa.thesai.org 

number. The current node recognizes the presence of a 
sinkhole node. It determines that the route request message 
originated from the sinkhole node if the sequence number in 
the route request message is higher than the current sequence 
number of the mobile node. Therefore, it may be said that the 
sinkhole node is present in the route path of the request 
message. On routing protocols like, DSR and AODV, 
Gagandeep. G et al., [21] concentrated on sinkhole attacks and 
suggested a Security-aware routing (SAR) method to lessen 
the effects of a sinkhole assault. SAR executes the message 
routing security and routing update security processes. 
Presented by Shafiei et al., [22] is a distributed method of 
sinkhole attack detection. The MANET’s nodes are regarded 
as reliable nodes. These dependable nodes serve as watchdogs 
nodes. Each monitoring node includes the local knowledge of 
the network. Furthermore, A base station is necessary for the 
detecting operation. Depending on the method of assault, 
MANET attacks can roughly be divided into two categories: 
passive attacks and active attacks. [28] [29]. An active assault 
involves disrupting information, modification, or 
manufacturing, which impairs the MANET’s regular 
operations [34]. A passive attack exchanges data over the 
network without interfering with communication. The main 
taxonomy of MANET security exploits is shown in Table I. 
Passive assaults include eavesdropping, packet analysis, and 
traffic monitoring. According to the assaults’ domain, the 
assaults can also be divided into external and internal attacks. 
Nodes are not a member of a network’s domain launch 
external attacks. 

III. PROPOSED WORK 

In MANETS, both passive and active assaults are 
available. The attacker aims to disrupt the network by 
modifying, injecting, forging, inventing, manipulating, and 
discarding data packets during an active attack. These assaults 
qualify as serious assaults. Active assaults include packet 
dropping and denial of service (DOS) attacks [32]. It may be 
divided into two categories: internal attacks and external 
attacks. Compared to external attacks, internal attacks are 
harder to find. Assaults that are focused, such as malicious 
packet dropping, routing, sleep deprivation, black hole, gray 
hole, and rushing attacks. Sinkhole attacks are a novel type of 
assault that require special attention in MANET [33]. 

A. Sinkhole Attack 

Attacks involving sinkholes are challenging to locate for 
the reasons listed below. When MANET’s regular 
communication occurs, the sinking node makes numerous 
attempts to draw in the nearby nodes. With the AODV 
protocol, data packets are either changed or quietly dropped 
[23][30]. How the rogue node grows and its sequence number 
is a mystery. As was already mentioned, the AODV sequence 
number is utilized to indicate how recent a route is. The 
malicious node listens on the communication channel and 
keeps track of each node’s sequence number. Following that, 
it assigns itself the highest sequence number among all nodes 
in the route and suddenly invades the channel, dropping 
packets [24][31]. For instance, have a look at Fig. 1. The 
source node is node 1, while the destination is node 5. 

 

Fig. 1. Sinkhole attack. 

B. Support Vector Machine (SVM) 

SVM uses a hyperplane, a subset of supervised machine 
learning, to determine the best classification for each 
observation in a given data set. SVM is more effective with 
big datasets and can handle linear and non-linear problems 
[25]. SVM is incorporated into WSNs to handle various 
challenges, including congestion control, fault detection, 
routing, communication, and localization concerns. 

Wireless Sensor Networks (WSNs) are susceptible to 
various software, hardware, and communication-related errors. 
Given the diversity of deployment scenarios and the limited 
sensor resources, fault detection in WSNs is difficult [35]. 
Additionally, the detection must be exact to prevent false 
alarms and quick to prevent loss. One of the easiest ways to 
find failure in WSNs appears to be to employ machine 
learning. Support vector machines (SVMs), a classification 
technique, are employed in this research to achieve this. SVM 
is used in our situation to define a decision hu function based 
on statistical learning theory [27]. This decision function can 
be used at cluster heads to find sensors because it is a low-
resource procedure. 

C. K- Nearest Neighbor (K-NN) 

K-Nearest Neighbor is the most well-liked example-based 
method for regressing and classifying issues (k-NN). K-NN is 
primarily responsible for defining the distance between the 
sample being measured and the samples being provided. The 
many distances, including the Chebyshev distance 
function, Manhattan distance, Euclidean distance, and 
Hamming distance, are known in k-NN.  The measurements 
are lowered due to the method’s ability to identify the absent 
samples from the highlighted room. K-NN was first developed 
by using anomaly detection and data aggregation in WSN 
applications. An effective defensive mechanism for the WSN 
is provided by an intrusion detection system (IDS), a proactive 
network proper security solution. In this paper, we propose a 
carefully planned edge that needs to perform penetration 
testing when the WSN confronts a DoS attack [26]. To 
achieve this, we introduce the kNN in computer vision and the 
arithmetic optimization technique (AOA) in evolutionary 
computation. We employ a parallel method to improve the 
interaction between the population and the Lévy flying 
strategy to modify the optimization to increase the model’s 
accuracy. 
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D. Deep Learning with Naïve Bayesian Learning 

In WSNs, DL addresses various issues, including anomaly 
and defect finding, energy harvest, calculating data efficiency, 
and routing. Deep learning models’ security applications, 
including spam filtering, IDS and malware detection have 
grown in significance in the design of information safety, 
categorization, and prediction activities. These numerous 
operations are designed to build a paradigm that typically 
distinguishes between ―regular‖ and ―malicious‖ samples, 
such as assaults and typical packets, based on intelligence. 
The exponential rise in Deep Learning Model usage 
compounds the complexity of attack plan tools. The 
mathematical learning method known as Bayesian learning 
looks for relationships between the datasets by learning 
separability using various statistical methodologies. Bayesian 
learning uses a variety of prior probability distributions and 
fresh information to assess 8 posterior likelihoods. The 
probability of p() must be increased if Y1, Y2, Y3,..., Yn 
represent a sequence of input and returns a mark. Numerous 
issues with WSNs have been handled using Bayesian learning 
techniques, such as routing, connection issues, fault 
prediction, data localization, and aggregation. 

E. Convolution Neural Network and Decision Trees 

The collections of if but then other rules are used by 
supervised learning machine learning algorithms, such as DT, 
to increase readability. DT anticipates a class or objective 
based on the judging criteria and creates a training model 
using training data. Decision trees provide various benefits, 

including openness, reduced complexity, and thorough 
examination of decision-making. Different WSN issues, such 
as mobile devices, data aggregation, connection, etc., are 
solved using decision trees. 

CNN’s have been extensively utilized for deep learning 
(DL). Convolution layers and completely coupled layers make 
up this system. Sub-sampling layers may occur between these 
two levels. With multidimensional, locally correlated input 
data, they can acquire the greatest results from DNNs with 
properly scaled complexity. Therefore, the immediate use of 
CNN occurs in DB, where comparatively many nodes and 
attributes need to be learned. 

The identification of harmful content may be done using 
our technique. This Sinkhole mitigation is established in a 
network of normal and malicious output stream monitoring 
nodes. We first explain the total of healthy nodes and 
cancerous nodes using their processes. This approach creates a 
tunnel between the communication or packet and the 
malicious nodes. These are only sent through the tube. (see 
Fig. 2). 

At that point, receive a message that assists in data 
collecting and follows data out of each moving node. By 
defining the crucial function, the system’s operation may be 
increased. At that point, eight key characteristics were chosen 
to create a dataset tagged with the backing of an exceptional 
hub address. Consequently, six common machine learning 
classifiers separate the legitimate and harmful data from 
research samples into two groups. 

 

Fig. 2. Conceptual image for detection process. 
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IV. RESULTS AND DISCUSSION 

The device’s effectiveness is evaluated using various 
mathematical standards and contrasted with the new 
techniques. The developed standalone system for intrusion 
detection is tailored to work in the network and data link 
levels of the TCP/IP paradigm, both using the proposed 
routing mechanism. Because TCP requires ACKs from the 
destination, it employs two mechanisms to accomplish its task 
and is designed to work for UDP traffic. The watchdog 
examines every node that is close enough to a transmission. 
Before concluding that the node is acting maliciously, it 
compares the two variables (the threshold value and the 
counter). The watchdog algorithm calculates the downtime for 
the node’s delay in forwarding the message if a packet is 
withheld and compares it to the threshold value. 

A. Quality Measures 

Metrics used for evaluation include Sensitivity, Accuracy, 
and precision mentioned in equations 1 to 3. These 
measurements are measured using four different parameters: 
true negative (TN), true positive (TP), false negative (FN), and 
false positive (FP).  The percentage of properly categorized 
documents among all the data is called accuracy. Precision 
refers to the performance’s pertinent proportion. On the other 
hand, recall is the proportion of correct classifications the 
algorithm makes for total functional outcomes. Detection Rate 
(DR), called True Positive Rate, is the proportion of 
anomalous records accurately recognized as anomalies to all 
anomaly records (TPR). 

Accuracy = TN +TP / TN + FP + TP + FN  (1) 

Sensitivity = TP/ TP + FN           (2) 

Precision = TP/ FP+TP   (3) 

B. Simulation Results 

This work is modeled to detect sinkhole assaults in the 
Matlab 2019b set with limited nodes. The network protocol, 
Channel, Computer, and node are combined to create a 
network topology. In this simulation procedure, many network 
applications send and receive packets over a network. The 
simulation execution reaches the principal role and is carried 
through to the termination stage as packets are created, 
accepted, and processed. Fig. 3 depicts the nodes’ initial 
positions and the nodes with which they make contact. 48 
legitimate nodes and two malicious nodes made up the ad hoc 
network environment used for this experiment in Fig. 3, 11 
sinkhole nodes, are shown as red circles. In contrast, the 
normal nodes are shown as black circles. Additionally, blue 
lines connecting the nodes represent the initial connection. 

C. Results of Feature Extraction 

One of the fundamental ideas in machine learning which 
directly affects performance is the choice of features. 
Functions unrelated or loosely connected might negatively 
affect the device’s output. Only any data for a full node are 
included in the output file’s full node information. The 
provided application is educational. When elements that are 
not important or provide less information 

If characteristics that help with classification are left out, it 
might choose comparable features. There are several 
advantages of selecting features, including less over-fitting, 
shorter preparation times, improved precision, etc. It selected 
eight key components that enhance the functionality of the 
system. This includes a sum of distances, number of nodes, 
minimum speed, maximum speed, fastest direction, average 
speed, and distance to the destination. This proposed work 
collected 3604 samples which contain standard and wicked 
samples (normal 3348 and malicious 256). It creates data that 
is put together and given the eight selected qualities. The high-
volume dataset was produced in an ad hoc network setting to 
identify sinkhole attacks. 

 

Fig. 3. Position of initial MANET nodes.
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D. Classification Results 

Fig. 4 shows the classification outcomes using a variety of 
machine learning techniques, including Convolution Neural 
Network (CNN), Support Vector Machine (SVM), Decision 
Tree (DT), and K-Nearest Neighbor (KNN). The green arrays 
in Fig. 4’s confusion matrix represent genuine values, whereas 
the red components represent incorrect ones. The target class 
is often regarded as a positive class for binary assessment. Our 
primary goal in this article is to locate sinkhole nodes between 
conventional nodes. Sinkholes are therefore seen as a good 
class. The top cell displays the true negative, while the bottom 
one displays the genuine positive, according to the perplexing 
matrix of Fig. 4 based on true values. The upper one is a false-
negative class from red cells, whereas the bottom is a false-
positive class. Malicious and normal nodes are included in the 
two classes used for classification. 

 

 

Fig. 4. Example confusion matrix of SVM and KNN. 

The vertical grey cells show precision and negative 
predictive values, while the horizontal grey cells show 
sensitivity. For instance, 192 (or 75.1 percent) of the 256 
sinkhole nodes in the SVM approach are accurately detected. 
However, 64 (24.9%) are incorrectly identified as normal 

nodes. In other words, the SVM method’s sensitivity is 75.1 
percent. The SVM approach has a 99.6% specificity for 
identifying the normal node. This indicates that just 16 (0.4 
percent) of the 3348 normal nodes are incorrectly diagnosed. 
Additionally, 92.3% (precision) of the discovered sinkhole 
nodes in the SVM classifier are in a true condition. The SVM 
classifier, on the other hand, has an accuracy rate of 97.8%. 
The overall accuracy value that makes up SVM is the value in 
the confusion matrix’s lower-right corner cell. Consequently, 
the findings demonstrate that the accuracy of the SVM, KNN, 
DT, and CNN techniques are 97.8%, 96.7%, 98.4%, and 
98.6%, respectively. Additionally, the classifier’s overall error 
value is highlighted in red lettering in the lower-right corner. 

The input matrix is 8 by 1. Additionally, we employed two 
convolutional layers with ten 2x2 sizes, stride [1, 1], and 
padding-free filters. Additionally, we utilized the Tanh and 
ReLU routines to trigger the layers. Then, correspondingly, 
384 and 2 cells are employed in each of the two completely 
linked layers. Probability is determined, and the final levels 
are activated using the SoftMax layer  

Next, the cross-entropy classification layer is applied while 
taking into mutually exclusive account classes. Fig. 5 shows 
the outcomes of the categorization procedure. There are 3000 
iterations in the training process. Fig. 5 shows the accuracy 
and loss value of the training process. The horizontal axis of 
the ROC curve represents the false positive rate, while the 
vertical axis represents the true positive rate. In other words, 
the ROC curve is shown, with the positive class—sinkhole 
nodes—being considered. 

 

Fig. 5. The ROC curves of different classifiers. 

TABLE I. COMPARATIVE ANALYSIS OF VARIOUS METHODS FOR 

PRECISION IN % 

ALGORITHM EXISTING  PROPOSED 

SVM 88.3 92.3 

KNN 83.4 89.5 

DT 82.4 89.7 

CNN 62.4 65.3 
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Fig. 6. Comparative analysis of different methods for precision. 

Table II compares precision values for different 
classification algorithms in the existing and proposed systems. 
The proposed system works better in terms of precision. Fig. 6 
represents the comparison between existing and proposed 
work for various algorithms concerning the precision, and the 
proposed work outperforms when compared to existing 
algorithms. 

Table II compares precision values for different 
classification algorithms in existing and proposed systems. 
The proposed system works better in terms of precision. Fig. 7 
represents the comparison between existing and proposed 
work for various algorithms concerning sensitivity, and the 
proposed work outperforms when compared to existing 
algorithms. 

The work displays the findings of the assessment of 
several machine learning techniques. The sensitivity of the DT 

technique works better than another method, according to the 
results. The method’s sensitivity shows the method’s ability to 
find sinkhole nodes in MANET. As a result, its size signifies 
the classifiers’ potential. The DT classifier has more 
sensitivity than previous approaches. The accuracy also 
demonstrates the method’s dependability or potential for 
results. 

TABLE II. COMPARATIVE ANALYSIS OF VARIOUS METHODS FOR 

SENSITIVITY IN % 

ALGORITHM EXISTING  PROPOSED 

SVM 72.3 75.1 

KNN 60.0 60.2 

DT 89.3 91.3 

CNN 78.3 80.1 

 

 

Fig. 7. Comparative analysis of different methods for sensitivity. 
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Fig. 8. Comparative analysis of different methods for accuracy. 

TABLE III. COMPARATIVE ANALYSIS OF VARIOUS METHODS FOR 

ACCURACY IN % 

ALGORITHM EXISTING  PROPOSED 

SVM 93.2 97.8 

KNN 92.3 96.7 

DT 92.1 98.4 

CNN 92.3 98.6 

Table III compares accuracy values for different 
classification algorithms in existing and proposed systems. 
The proposed system works better in terms of accuracy. Fig. 8 
represents the comparison between existing and proposed 
work for various algorithms concerning accuracy, and the 
proposed work outperforms when compared to existing 
algorithms. 

The SVM approach, for instance, has a precision rate of 
92.3%. Additionally, the specificity demonstrates how the 
classifier recognizes a typical node. The accuracy of the CNN 
approach is 98.6%, which is greater than that of other 
methods, according to the findings and it has been shown in 
Fig. 8. 

V. CONCLUSION 

A network layer assault that mimics routing protocols is 
called a sinkhole attack. A training dataset is necessary to train 
models in any training mode to identify sinkhole assaults 
using machine learning. Real-world situations or exams for 
categorization can serve as training datasets. The experimental 
data may be described as a function with a goal value and a 
descriptive function. 3604 unique samples, both benign and 
malicious, were gathered for this paper. It creates a dataset 
that is labeled and composed of eight chosen characteristics. 
Support Vector Machine (SVM), K-Nearest Neighbor (KNN), 
Decision Tree (DT), and Convolution Neural Network (CNN) 
are some of the machine learning techniques used in the 
classification. SVM, DT, and CNN denote excellent accuracy 

in the following priority. The effectiveness of our technique 
motivates us to extend this work to tackle the constraints and 
simulation mentioned in a 3D ad hoc network. 
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Abstract—Wireless Ad-hoc Network is characterized by a 

decentralized communication scheme with self-configuring nodes 

which has witnessed a wide range of practical wireless 

applications. However, this characteristic also results in various 

security threats in vulnerable wireless environment irrespective 

of presence of various routing protocols. Review of existing 

literature shows that there is very less emphasis towards securing 

Dynamic Source Routing (DSR) while majority of solutions uses 

encryption- based operation. Therefore, this manuscript 

introduces a novel non-encryption-based scheme called as 

Friendly Group Architecture which intends to identify the 

presence of selfish node followed by presenting a method to 

promote the secure cooperation of it. The complete modelling is 

analytically designed using probability-based computation and 

dynamic thresholding. The simulation outcome carried out in 

MATLAB exhibits that it outperforms existing system with 

respect to energy, overhead, and security. 

Keyword—Wireless Adhoc network; selfish node; DSR; 

reactive;   security 

I. INTRODUCTION 

A wireless adhoc network is basically a decentralized form 
of network system where the devices are connected via 
wireless medium without any dependencies of infrastructure 
[1]. The decision of routing is undertaken by all the individual 
wireless nodes carried out dynamically using a routing 
protocol [2][3]. They can be stated as a self-configuring 
network with dynamic capabilities. There is no restriction of 
mobility for such device as the links changes frequency with 
other connected devices. While doing so, the elementary 
challenge is to prepare each wireless node to manage 
information that is demanded for a proper connection [4][5]. 
This give rises to more challenges as there is a need to forward 
the data packet to almost all the nodes which comes in the 
vicinity of its transmission zone. Apart from this, another 
challenge will be to maintain a required proportion of 
overhead under control for better routing performance [6]. 
Although, each nodes is aware of its own data transmission 
performance but they have no much idea about the demands of 
others. Apart from this, the dependencies of limited channel 
capacity are another impediment towards data transmission. 
Wireless adhoc network is always under a constant threat of 
attackers owing to its spontaneously changing topology. All 
the security threats that are present in conventional network 

are also applicable in wireless ad-hoc network with respect to 
authentication, confidentiality, integrity, privacy, etc. [7]-[9]. 
Owing to such security threats, there are an increasing 
occurrences of intrusion events e.g., inferior monitoring of 
routing, denial of service attack, injection of counterfeited 
message, eavesdropping, etc. Essentially, there are two types 
of routing scheme widely deployed i.e., proactive and reactive 
protocols. It is found that proactive protocols are (e.g., 
optimized link state routing, destination sequence distance 
vector) are more prone to get compromised compared to 
reactive schemes (e.g., adhoc on-demand distance vector, 
dynamic source routing). A closer look into existing 
approaches also showcase that majority of the security scheme 
is carried out over reactive protocols and currently more 
research is also dedicated towards securing proactive 
protocols. However, there are less studies being carried out 
securing a variant of reactive protocol i.e. Dynamic Source 
Routing (DSR) to construct on-demand routes while 
forwarding request of node using source routing. The 
significant advantage of DSR is its independence from 
forwarding table update beacon periodically. The overhead is 
significantly controlled using cache information of route in 
DSR. However, majority of the security threat in DSR arises 
from its incapability to repair broken links while lack of 
updated cache information accelerates to this problem further 
more. DSR protocol is more prone to flooding attack and it 
could result in higher delay during connection set up 
compared to other proactive protocols. Apart from this, DSR 
protocols is actually meant for static environment and 
environment with low mobility to some extent [10][11]. They 
are not suitable for handling communication with higher 
degree of mobility. 

1) Motivation behind the study: With the number of 

application rising towards the usage of ubiquitous computing, 

it is necessary that such forms of application should be smart 

enough to identify threat. However, adoption of sophisticated 

mechanism may significantly assist in threat detection but at 

the cost of computational and network resources. Adoption of 

DSR protocol offers beneficial networking perspective but 

their mechanism of inherent source routing makes the nodes 

more vulnerable towards it identity. This is the prime 

motivational factor to carry out the study towards improving 

DSR protocol in order to incorporate a capability to perform 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

522 | P a g e  

www.ijacsa.thesai.org 

secure routing operation in presence of routing misbehavior 

event in wireless adhoc network. 

2) Study contribution: Apart from this, it is also seen that 

irrespective of various studies towards securing wireless 

adhoc network, there is no benchmarked model which can 

ascertain this fact. Therefore, the proposed system presents a 

novel scheme called as Friendly Group Architecture, which 

uses a simplified analytical model using probability theory 

exploits the selfish node to promote selfish node cooperation. 

The study contributes towards a novel modelling of securing 

DSR protocol by identifying selfish node as well as promotes 

cooperation of selfish nodes in presence of unknown 

malicious environment. The core idea of this framework is to 

balance the security, resource, and overhead demands to 

enhance DSR protocol in wireless adhoc network. Therefore, 

the study contribution is as follows: 

 The proposed model is developed on the basis of an 
adversarial model whose information is not predefined 
with the other normal nodes in network. 

 The model presents friendly group architecture which 
uses both normal and selfish node to participate in data 
forwarding process. 

 The proposed technique introduces a unique incentive 
allocation scheme which is allocated to all the nodes on 
the basis of their undertaken action. 

 The incentive policy is meant for promoting selfish 
node to achieve gain if they choose to forward data as a 
normal node. 

 The proposed model is capable of resisting majority of 
the routing misbehavior in wireless adhoc network 
with better data transmission performance being noted. 

The organization of this paper is as follows: Section II 
discusses about the existing literatures where different 
techniques are discussed for detection schemes used in power 
transmission lines followed by discussion of research problems 
in Section III and proposed solution in IV. Section V discusses 
about algorithm implementation followed by discussion of 
result analysis in Section VI and discussion in Section VII. 
Finally, the conclusive remarks are provided in Section VIII. 

II. RELATED WORK 

This section briefs of existing approaches towards security 
in wireless adhoc network especially emphasizing on the work 
carried out using routing protocols. The work of Almazok et 
al. [12] have presented an optimized version of DSR protocol 
using bio-inspired approach as well as time scheduling with 
main focus on routing performance. Study towards similar 
direction of improving routing performance is also carried out 
by Berri et al. [13] where a statistical modelling has been 
carried out using state of links. Study towards anomaly 
detection is carried out by Chugh et al. [14] wgere a zone-
driven data forwarding scheme has been introduces. Existing 
study has also discussed about the resistivity techniques 
against selfish node using reputation based DSR protocol 
considering the mobility aspect of it as witness in work of 

Delgado et al. [15]. Hadi et al. [16] have further presented a 
work which can enhance the detection performance of selfish 
node under mobility environment using on-demand routing 
scheme. Study of Liang et al. [17] have presented a DSR 
scheme by filtering the optimal path for routing to offer more 
reliable data delivery performance. The work of Mohan Priya 
et al. [18] have presented a secured DSR scheme in order to 
resist a specific form of attack i.e. black hole attack. Study 
towards selfish nature of vehicular network system is 
investigated by Shan et al. [19] considering static and dynamic 
nature of the node over multiple environments of 
communication. The work carried out by Shan et al. [20] has 
presented a discussion about influence of energy dissipation 
towards selfish behaviors in mobility environment. Exclusive 
study towards securing mobility environment is carried out by 
Srivastava et al. [21] where digital signature is used for 
authenticating the participating nodes. Azam et al. [22] have 
studied about various authentication scheme over vehicular 
adhoc network while work of Faisal et al. [23] have presented 
a detection of identity attack in wireless adhoc network 
considering received signal strength. Farahani [24] have used 
k-nearest method for computing reputation in order to resist 
black hole attack over mobility environment. Im and Lee [25] 
have presented a secure covert communication system over 
two hop adhoc network. Mahmood et al. [26] have studied the 
issues associated with existing security scheme over vehicular 
adhoc network and concludes that there are still many issues 
which require attention in conventional scheme. Naresh et al. 
[27] have used group key agreement for securing cluster-based 
communication in adhoc network. Usage of blockchain is 
reported in work of Ran et al. [28] where on-demand data 
transmission scheme is used considering QoS constraint. 
Siddiqui et al. [29] have presented a security approach for 
resisting wormhole and blackhole attack considering adhoc 
network integrated with an Internet-of- Security. Wu et al. 
[30] have presented a secure authentication scheme using key 
exchange protocol over vehicular adhoc network. Hence, it 
can be noticed that there are some dedicated investigations 
towards securing wireless adhoc network. The next section 
briefs about the issues associated with existing system of 
secure routing scheme in wireless adhoc network. 

1) Limitation and research gap: The prime limiting 

factors of existing security techniques are mainly associated 

with the core emphasis on adopting sophisticated technique to 

identify abnormality in routing. The techniques are either 

based on data forwarding or it‟s based on high-end resource 

dependent security technique. Another significant limiting factor 

is that the solution of problem space is more concerned about 

singular form of attack. Such methodologies make the system 

non-applicable in different attack scenario. Hence, there is 

potential research gap between rising of dynamic adversaries 

and existing problem solution, which is highly symptomatic to 

specific event. Hence, they cannot be deployed over the 

scenario which calls for presence of multi-attacker or attackers 

launching dynamic strategies of attack in wireless adhoc 

network. Apart from this, there is a still a gap between security 

solution resiliency and its dependencies towards resources. 
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III. RESEARCH PROBLEM 

The unaddressed problems explored after reviewing the 
existing system are as follows: 

 There are very few potential implementations towards 
securing DSR protocol over uncertain condition of 
intrusion in wireless adhoc network. 

 Majority of the existing security approaches are based 
on authentication on priorly known information of the 
attacker and they are highly specific for attackers. 

 The fact that attacker could exhibit dynamic behavior is 
out of scope of any existing implementation work in 
wireless adhoc network. 

 Existing security approaches doesn‟t offer much 
balance between data transmission performance and 
security performance at a same time. 

Therefore, the problem statement arrived from the above 
points is “Developing a novel secure data transmission scheme 
considering the dynamicity of attacker behaviors and 
harnessing malicious node to secure communication in 
wireless adhoc network is challenging task”. 

IV. RESEARCH METHODOLOGY 

The core target of the proposed system is to introduce 
friendly group architecture in order to secure DSR protocol in 
wireless adhoc network. The secondary objective of this 
architecture is also to ensure better resource management 
along with overhead reduction. The term „friendly‟ is stated as 
this architecture offers identification of selfish node and uses 
them in order to perform data dissemination in uncertain 
communication environment in presence of uncertain 
intruder‟s strategy. Fig. 1 highlights the proposed architecture. 

A closer look in Fig.1 shows that proposed DSR 
implementation scheme is classified into two functionalities 
i.e., identification of selfish node followed by secure 
participation of selfish node. In initial operation, all the 
response-based beacons are analyzed in order to compute 
probability of cooperation as well as intrusion. These two 
parameters are further used for computing two empirical 
forms of trust i.e., degree of conformity which is about data 
forwarding operation and degree of non- conformity which is 
about rejecting all possibilities of forwarding data (followed 
by dropping packet). Further conditions are designed to 
finalize the trust value from its third type i.e., degree of 
vagueness in trust, which is about incapability of a node to 
decide if the other node is regular or selfish node. Finally 
using dynamic thresholding, selfish node is positively 
identified. The next round of operation is to further assess the 
probability of attacker identity for the selfish node followed 
by another dynamic thresholding in order to allocate 
incentives. All selfish nodes that comply with proposed 
secured DSR protocol will be allocated a measurable incentive 
in order to promote selfish node cooperation. The proposed 
system ensures that under no circumstances, the selfish nodes 
once identified as positive attacker will be able to initiate 
attack next time. The next section discusses algorithms. 

 

Fig. 1. Proposed friendly group architecture. 

V. ALGORITHM IMPLEMENTATION 

This section discusses about the algorithm design and its 
implication towards developing friendly group architecture 
with an implicit focus on identification of a selfish node and 
ensuring participation of a selfish node securely. The novelty 
of the algorithm implementation is that it exploits the selfish 
node to participate in data forwarding process even after 
positively identifying it as a selfish node. This is completely 
different from any existing system which either isolates the 
selfish node or takes  countermeasure of its non-participation. 
However, the core idea of this algorithm is to incorporate 
security in DSR protocol using retaliation-based concept within 
the node properties. The discussion of the algorithms is as 
follows: 

A. Algorithm for Identification of Selfish Node 

This algorithm is responsible for performing positive 
identification of a selfish node assuming that it doesn‟t have 
any previously fed information about its presence. The steps of 
the algorithm are as follows: 

Algorithm for Identification of Selfish Node  

Input: n (number of nodes) 

Output: ns (identified selfish node) 

Start 

1. For i=1:n 

2. nadnt(RREP) 

3. nt computes dc and dnc 

4. If dnc>dc & dnc>T1 

5. ns=declare nad as selfish node 

6. If (pc=pa) 

7. compute dv 

8. If dv>T2 

9. ns=declare nad as selfish node 

10. End 

11. End 
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The algorithm takes an input of n (number of nodes) which 
after processing yields an outcome of ns (identified selfish 
node). Considering all the nodes n in simulation area (Line-1), 
the adjacent node nad forwards the route response beacon 
RREP to the transmitting node nt after the former receives the 
route request message from latter (Line-2). Upon receiving 
this beacon, the transmitting node nt computes degree of 
conformity in trust dc as well as degree of non-conformity of 
trust dnc (Line- 3). For a regular form of node, the frequencies 
of dnc value should reduce or stop which is not the case of 
malicious form of node. This is because the malicious node 
could have opted for initially forwarding the regular response 
in order to increase its individual trust value. In such case, it 
could become quite impossible for the transmitting node to 
decide if the adjacent node is regular node or malicious node. 
Hence, the computation of dc and dnc assist in this regard in 
the form of mathematical expression as follows: 

dc=pc/ pc+ pa 

dnc= pa/ pc+ pa   (1) 

In the above expression (1), μ1 and μ2 represents 
probability of cooperation (forwarding data) or probability of 
intrusion respectively. For any discrete value of pc and pa, it‟s 
easier to find the case of vulnerability where in such case 
dnc>>dc. However, if the attacker chooses to increase its trust 
value by cooperating than in such case, pc= pa which will 
result in dc=dnc (Line-6). This similar value of degrees will 
lead to failure of decision of nodes about the regularity and 
malicious nature. The proposed system considers a primary 
threshold T1 which is assigned by user to be compared with dnc 

(Line-4) to determine its malicious nature (Line-5). However, 
in case of Line-6, the proposed algorithm further computes 
degree of vaguess mathematically as follows: 

dv=(λ. P1)/(P2.P3)   (2) 

In the above expression, the variables λ, P1, P2, and P3 
represents network coefficient, (pc*pa), (pc+pa)2, and 
(pc+pa+1) respectively. This mathematical expression is used 
only in the condition stated in Line-6. After the dv value is 
obtained, its is further compared with secondary threshold T2 
to ensure that dv should be always within T2 limit (Line-8) 
otherwise, the monitored adjacent node is termed as malicious 
node (Line-9). It should be noted that proposed algorithm 
represents selfish node as malicious node. For regular 
environment, the value of dv should be reduced and its value 
is fixed by user based on the application it deploys. Hence, 
using a simplified probability concept, proposed system can 
easily identify selfish node ns. 

B. Algorithm for Secure Participation of Selfish Node 

This algorithm is a continuation of the previous algorithm 
which detects the selfish node. The prime basis of this 
algorithm are two folds viz. i) a selfish node will not introduce 
any form of attack in the preliminary level and will choose to 
cooperate. As selfish node will not be aware of security 
protocol running, this is the best way to get them latently 
introduced within the network, gain trust, and introduce 
attack, ii) selfish node also participate in data forwarding 
process; however, they do it with malicious intention. Hence, 
the above two properties can be harnessed to exploit the data 

forwarding capability of selfish node as a complimentary to 
regular node for seamless secure data transmission. However, 
this operation is strictly monitored on the basis of threat 
computation for such selfish node and until and unless they are 
within a permissible limit, the selfish nodes are allowed to 
propagate data. The success factor of this algorithm 
completely depends upon how positively the first algorithm 
works. Apart from this, a second level of controlling is offer, 
by allocating incentives to the nodes based on their adopted 
steps of action, the proposed algorithm offers secure 
participation of selfish nodes. The operational steps of the 
proposed algorithm are as follows: 

Algorithm for Secure Participation of Selfish Node 

Input: ns (selfish nodes) 

Output: Sp (secure participation) 

Start 

1. For i=1: ns 

2. compute paid of ns 

3. If paid>T3 

4. Allocate I1ns 

5. Else 

6. Sp=Allocate I2ns 

7. End 

8. update Sp, dv, dc, and dnc 

9. End 

This above stated algorithm takes the input of ns (selfish 
nodes) from prior algorithm which after processing ensures an 
outcome of Sp (secure participation). This algorithm considers 
all the ns (selfish nodes) (Line-1) followed by conditional 
assessment to check if the probability of attacker paid is 
greater than tertiary threshold T3 (Line-3). It should be noted 
that proposed system performs computation of paid using 
same expression as that of pa as seen in prior algorithm. If the 
paid value is found to be more than T3 than it will represent 
positive presence of many numbers of selfish node. Knowing 
that fact that a selfish node will need to comply with the 
proposed secure DSR protocol and hence, its actions will be 
controlled by allocating an incentive I1, which are computed 
based on their trust value. The incentive I1 will state 
allocating of increasing number of profits for selfish node as 
long as they assist in forwarding data. However, there is also a 
possibility that the selfish node violates proposed secure DSR 
protocol and executes its own malicious code. In such case, 
the malicious node‟s action is public-ally flagged as a 
malicious node to all other regular node and in such case; it 
fails in further data forwarding process to other non-victim 
regular node. Hence, the selfish node has no other option but 
to assists in data forwarding or else they will need to isolate 
themselves from the current network itself (Line- 4). On the 
other hand, if paid value is found to be lower than tertiary 
threshold than they are allocated an incentive of I2. It should 
be noted that I2>I1, which is strategically designed to ensure 
participation of selfish node (Line-6). All the other variables 
are further updated and this updated information is shared 
among all the neighboring nodes (Line-8). 
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It is to be noted that prime contribution of the proposed 
secured DSR protocol is basically in the formulation of the 
incentives which directly control the actions of all nodes on 
the basis of their actions viz. i) data forwarding, ii) data 
dropping, iii) raising a notification about intrusion, and 
iv) introducing intrusion. It could be seen that first two actions 
could be exhibited by both regular node and selfish node 
whereas the discrete action of third and fourth could be only 
exhibited by regular node and selfish node respectively. 
Hence, on the basis of dv value computation, observing its 
trend, and comparing with the threshold value. In this process, 
there is also a likelihood that a regular node could generate 
false alarm and hence the proposed system introduces an 
inclusion of penalty factor which is computed for every 
decision of alarm generated by the regular node. Although, 
there is a possibility of few instances of false alarm by regular 
node, but more the regular node updates its variable (Line-8), 
the occurrences of such false alarm reduces down and network 
becomes more accurate to capture the event of intrusion. Apart 
from this, a non-inclusion of conventional cryptography 
approach is one big advantage of proposed system which not 
only makes the proposed DSR protocol to offer security but 
also leverages the data transmission performance in wireless 
adhoc network. 

VI. RESULT ANALYSIS 

This section discusses about the implementation of the 
proposed system discussed in prior section using MATLAB. 
The simulation environment consists of randomly distributing 
500 nodes in 1000x1000 m2 area with 3000 simulation 
rounds. The assessment of performance is done using 4 
evaluation parameters i.e., overhead, battery usage, 
identification of selfish node, and consistency in selfish node 
cooperation. The outcome of proposed system is compared 
with current work of Delgado et al. [15] termed as DRSR and 
conventional DSR protocol. 

Fig. 2 highlights the traffic overhead reduction which is 
computed as proportion of control message that lacks 
application contents. Owing to possession of stale route 
information, DSR protocols exhibits higher traffic overhead in 
case of unnecessary cooperation by selfish node, which is 
avoided to a large scale in DRSR scheme which uses 
allocation of reputation value for establishing communication. 
However, DRSR considers static nodes which further doesn‟t 
scale up when the iteration is incremented. Proposed system, 
on the other hand, ensures all its routing decision on the basis 
of computed probabilities of trust. This ensures higher 
generation of reliable links causing higher reduction of traffic 
overhead. 

Fig. 3 highlights the battery saving where proposed system 
excels better energy saving compared to proposed system. 
Both existing system of DSR and DRSR make use of highly 
iterative mechanism to find the routes with more emphasis 
over the destination node proximity and not much into 
ascertaining the reliability of neighboring node. This is the 
reason that both the existing schemes doesn‟t have much 
significantly different outcomes of battery saving. On the 
other hand, proposed system has highly structured 
computation of links, where thresholding, updating operation, 

and computation of threat probability are spontaneous causing 
efficient and secure route. This leads to significant energy 
saving. 

 

Fig. 2. Analysis of traffic overhead reduction. 

 

Fig. 3. Analysis of battery saving. 

 

Fig. 4. Analysis of identification of selfish node identity. 
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Fig. 4 highlights the positive identification of selfish node. 
It should be noted that proposed system uses three different 
forms of thresholds in order to confirm the identity of selfish 
node and therefore, although the trendline of proposed system 
is lower than existing system, but still the outcome is reliable 
to consider in presence of uncertain and dynamic 
environment. This is because, existing DSR and DRSR system 
showcase higher identification rate as its attackers are well 
defined in its environment and hence this outcome is not 
applicable for uncertain intrusion environment. 

 

Fig. 5. Analysis of consistency of selfish node cooperation. 

Fig. 5 highlights the consistency of the selfish node 
cooperation. In this case, it is proved that existing system 
doesn‟t support selfish node cooperation, where amending the 
conventional DSR in proposed system logic entails that selfish 
node has no other choice but to participate in data forwarding 
process in proposed friendly group architecture. A closer look 
into the graphical trend shows that proposed system has 
superior consistency with an increase of iteration. This is 
because of the fact that proposed algorithm performs 
spontaneous updates which not only reduces the effort to 
compute degree of vagueness in trust but it also increases 
degree of conformity of trust resulting. Allocation of dual 
form of incentives either forces the selfish nodes to participate 
till it drains its energy or it isolates the selfish node if the 
probability of attacker identity is found to be highly 
significant. Although, this may cause selfish node slightly 
bypassing the security in preliminary level (0-less than 5 
round), however, it soon obtains its consistency and hence 
proposed system offers more reliable outcomes with respect to 
selfish node cooperation. 

VII. DISCUSSION 

From the previous section, it is quite evident that proposed 
scheme offers better performance in contrast to existing 
routing schemes. There are multiple points to be highlighted 
for this perspective of outcomes which are as follows: 

 Overhead control is one of the potential contributions 
of proposed scheme. A closer look into the friendly 

architecture in joint collaboration with incentive policy 
states that proposed system carry out its operation on 
the basis of three different forms of trust scores. This 
computation is carried for each group in friendly 
architecture using probability-based conditional logic. 
Hence, there is much less effort implied by proposed 
scheme towards trust computation whereas existing 
DRSR scheme is required to iteratively compute trust 
score. This fact doesn‟t suit well in presence of 
dynamic environment leading to higher traffic 
overhead in DRSR. At the same time, the higher score 
of traffic overhead in DSR is accounted for its 
increasing memory allocation to retain source 
information. 

 From the resource consumption viewpoint, the only 
operation proposed scheme does are dual fold viz. 
i) trust computation by neighborhood monitoring and 
ii) allocation of incentives using conditional logic. The 
complete operation requires lesser memory, is faster, 
and is always updated causing better resource retention 
performance of proposed system with increasing 
iteration. This is not the case with DSR or DRSR or 
any other existing scheme briefed in Section II. 

 From the security perspective, the proposed scheme 
emphasized on identification of selfish node on the 
basis of presented trust computation. The granularity in 
the trust computation is further ensured by progressive 
assessment of conditional logic based on dynamic 
thresholding. This causes uniform performance of 
selfish node identification over increasing iteration. 
However, existing scheme e.g. [12]-[25] considers 
highly sophisticated computation while scheme [26]-
[30] offers highly iterative scheme that captures 
attacker only if attack definition is well defined. Hence, 
the inconsistency arises in selfish node identification 
with increasing iteration witnessed with dynamic 
topology. 

 One of the major contributions of the proposed scheme 
is its prevention technique where the positively 
identified selfish node is forced to cooperate in 
network. It is also quite fair enough to ascertain that at 
certain point of time, such selfish node could violate 
too. However, there are very less chances for this as if 
the selfish node chooses to violate, its information have 
already been updated in hop table of all its neighboring 
nodes. In such case, selfish node will fail to initiate a 
new attack in different group. Apart from this, the 
neighborhood monitoring is a continuous process 
which is also responsible of capturing any form of 
anomaly in behaviour of selfish node causing routing 
misbehaviour. 

VIII. CONCLUSION 

The presence of intruder in wireless adhoc network is quite 
challenging to be explored even by the most potential 
intrusion detection system. Existing studies carried out 
considers the predefined information about the attacker 
doesn‟t find its applicability over dynamic form of network. 
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Apart from this, there was so significant security work being 
carried out considering DSR protocol. These challenges are 
addressed in current study with following contributions: i) a 
novel analytical framework of Friendly Group Architecture 
which promotes the regular node to perform seamless data 
transmission as well as promotes selfish node for secure 
cooperation, ii) every actions of selfish nodes are 
preemptively computed in order to find out its next step of 
actions and accordingly allocation of incentives are carried 
out, iii) the proposed model is completely independent of any 
apriori information of an attacker and hence it can be widely 
applicable for resisting majority of attacks, iv) the proposed 
model offers a well-balance between traffic overhead, energy 
consumption, and security. 
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Abstract—Skin diseases are a group of diseases affecting 

people of all ages, commonly caused by fungi, bacteria, parasites, 

viruses, and infections. The disease's main symptoms are usually 

itching all over the skin. Many patients are often underestimated 

and embarrassed to consult directly with doctors, which in the 

end, ignores the symptoms of skin diseases. Since they usually 

have imprecision symptoms, examining skin diseases is complex 

and challenging. Recently, many efforts have been made to utilize 

artificial intelligence approaches for diagnosing various diseases 

based on the patient's condition. This paper aims to develop a 

novel fuzzy-based medical expert system based on unprecise 

existing symptoms. The system uses the specialist Doctor's 

knowledge (dermatologist) to diagnose and provide the patient's 

severity level for the disease. We have done numerical 

experiments using 100 (one hundred) test problems to evaluate 

the performance of the developed system by comparing the result 

with the recommendations of doctors (dermatologists). It shows 

that this system succeeds in all tests with an accuracy value of 

95.6%. Thus, this system is very beneficial to support doctors in 

the assessment of skin diseases. 

Keywords—Artificial intelligence; expert system; fuzzy logic; 

skin disease 

I. INTRODUCTION 

The skin is the human body's largest organ [1]. Bacteria, 
viruses, or fungi have usually caused several types of diseases. 
The statistics indicate that skin diseases are common in half 
the adult population [2]. In Indonesia, patients with skin 
diseases are 62.8% men and 37.2% women. With details of 
the age group 11-20 years 31.4%, in the age group 21-30 years 
19.3%, in the age group 31-40 years 14.6% with 76 cases, in 
the age group 41 -50 years 11.3%, in the age group 51-60 
years 7.5%, and the age group > 60 years 3.1%, and the last 
one in the age group < 10 years 12,8% [3]. Treating skin 
disease reduces the most negligible effect of disrupting a 
patient's life quality. Doctors and paramedics often see 
patients with severe skin diseases without proper treatment. 
Many patients are often underestimated and embarrassed to 
consult directly with doctors, which in the end, ignores the 
symptoms of skin diseases. 

Correctly diagnosing a skin disease is essential to patient-
centered care. It requires knowledge and thoroughness from 
expert doctors, but doctors have limitations in consulting with 
patients because of the tight schedule and many patients. In 
addition, patients are sometimes embarrassed to consult 
directly with the Doctor. Many patients underestimate this 
skin disease, which in the end ignores the symptoms of skin 

disease. 

The treatment therapy given to patients is usually done by 
giving medicine. Providing the appropriate drugs and the 
proper dosage is critical for skin disease medication and 
requires the standard knowledge of pharmacology. 
Inappropriate or improper dosage would become health 
problems, such as increased side effects, treatment failure, and 
resistance [4]. 

Recently, as computers have become popular, many 
researchers have developed technology in the form of artificial 
intelligence that imitates an expert's ability (based on expert 
knowledge) to make decisions. Expert systems use an expert's 
knowledge to solve some of our real-life activities, including 
Interpretation, Prediction, Diagnosis, Design, Planning, 
Monitoring, and so on [5]-[6]. In medical science, expert 
systems have been adopted to help doctors and specialists 
diagnose and get appropriate advice on several medical 
problems, such as Teeth and Gums, Shortness of Breath in 
Infants and Children, Eye Diseases, breast cancer, neck pain, 
and Anemia Diseases. With this expert system, even ordinary 
people can solve complex issues that usually can only be 
solved with the help of experts [7]. 

Each year we see almost ten billion Google Searches 
related to skin, nail, and hair issues. Two billion people 
worldwide suffer from dermatologic issues, but there's a 
global shortage of specialists. While many people's first step 
involves going to a Google Search bar, it can be challenging to 
describe what you see on your skin through words alone. 
Patients consider skin disease a common disease because there 
is no information about the causes and indications of the 
disease known to the patient [8]. Many patients experience the 
adverse effects of skin disease without realizing it, so experts 
in diagnosing kidney disease are needed. However, because 
the time specialists have is very limited and the number of 
patients is large, it is difficult for patients to consult a 
specialist. It causes patients and specialists to have difficulty 
conveying information about skin diseases. Therefore, people 
need an expert system that helps to analyze skin diseases [5]. 

Another essential issue in diagnosing skin diseases is 
vague symptoms. Examining skin diseases becomes complex 
and challenging. Since Zadeh introduced it in 1965, fuzzy 
logic has been successfully applied for various applications, 
mainly in control. This 'fuzzy' boom has generated strong 
interest from researchers in developing new fuzzy-based 
technology for various applications. Prior to the theory of 
fuzzy logic, we know as crisp logic, which has a value of true 

*Corresponding Author. 
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and false explicitly [9]. Otherwise, Fuzzy logic is logic that 
has a value of vagueness or ambiguity (fuzziness) between 
true and false. In fuzzy logic theory, a value could be true and 
false simultaneously. People unfamiliar with fuzzy logic 
would have thought that fuzzy logic is very complicated and 
unpleasant. However, once people know it, they will be 
interested and newcomers to studying fuzzy logic [10]. 

This research aims to develop a novel fuzzy-based medical 
expert system for diagnosing skin diseases. Based on the 
imprecise patient's symptoms, the system can produce output 
depending on the fuzzy inference system's situation. This 
fuzzy logic-powered system would be an application tool that 
makes it easier to figure out what might be going on with your 
skin. By answering your symptoms, the system gives the skin 
disease diagnosis with a certain confidence level. The AI 
model analyzes this information and draws from its 
knowledge to provide you with possible matching diseases. 
Moreover, it will also show you the severity level and give 
answers to common questions. The tool is not intended to 
provide a diagnosis nor be a substitute for medical doctors. 

In this study, we used Matlab to develop the system 
because it is easy to run, performs information retrieval, and 
assists in calculations. The fuzzy approach is adopted to 

calculate drug compatibility and types' value. Paramedics and 
doctors can also use the system to recommend medicine. 
Numerical experiments using 100 (one hundred) datasets have 
been conducted to evaluate the effectiveness of the systems. 
The results are compared with those of the expected results by 
experts (doctors). It is shown that the system is effective and 
helps doctors diagnose skin diseases. 

We organize this paper into five sections. The literature 
review of the medical expert system is given in the next 
section. The third presents a straightforward design of the 
proposed approach. The numerical experiments and the 
comparative results are described in the fourth section. 
Finally, conclusions are drawn in the last session. 

II. LITERATURE REVIEW 

Several researchers have reported the uses of various 
Artificial Approaches for medical problems. In the following 
Table I, several recent AI approaches for various skin diseases 
are presented. 

Based on the above information, it can be seen that most of 
the previous approaches used a deterministic process. In this 
research, a novel technique called the fuzzy expert system is 
developed to diagnose skin disease. 

TABLE I. PREVIOUS AI APPROACHES FOR SKIN DISEASES 

Id Authors Title Algorithm 

1 Hameed et al., 2020 [11] 
Multi-Class Multi-Level Classification Algorithm for Skin Lesions 

Classification using Machine Learning Techniques 
Machine Learning 

2 Dhiaksa, 2020 [12] 
Expert System for Diagnosing Skin Diseases Using the Forward 

Chaining Method 
Forward Chaining 

3 Lumini et al., 2020 [13] 
A fair comparison of skin detection approaches on publicly available 

datasets 

Convolutional Neural Network 

(CNN) 

4 Yogi & Udjaja, 2018 [14] 
Android Application for Detection Of Skin Cancer Using Expert 

System 
Backward Chaining 

5 Ma et al., 2017 [15] Effective Features to Classify Skin Lesions in Dermoscopic images Support Vector Machine 

6 
(Waruwu & Simangunsong, 2014 

[5] 

Application of Certainty Factor Method for Diagnosis Expert System 

Skin Diseases In Humans 
Certainty Factor 

7 Sun et al. [16] 
A Benchmark for Automatic Visual 

Classification of Clinical Skin Disease Images 

Convo- Lutional Neural Networks 

(CNN) 

8 Alkolifi Alenezi, 2019 [17] 
A Method of Skin Disease Detection Using Image Processing and 

Machine Learning 
Machine Learning 

9 Rinivasu et al., 2021 [18] 
Classification of Skin Disease Using Deep Learning Neural Networks 

with MobileNet V2 and LSTM 
Deep Learning Neural Networks 

10 Srinivasu et al., 2021 [18] 
Classification of Skin Disease using Ensemble Data Mining 

Techniques 
Ensemble Data Mining 

11 Martiano et al.,2019 [19] 

Detection of Potential Skin Cancer Lentigo Maligna Melanoma and 

Nodular Melanoma with Expert System Using Variable-Centered 

Intelligent Rule System (VCIRS) Method 

Variable-Centered Intelligent Rule 

System (VCIRS) 

12 Pour & Seker, 2019 [20] 
Transform domain representation-driven convolutional neural 

networks for skin lesion segmentation 
convolutional neural networks 

13 This research Implementation of Fuzzy Expert System on Skin Diseases Fuzzy 
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III. MATERIALS AND METHODS 

This research has several stages of designing an expert 
system for skin diseases. The process starts with collecting 
literature studies. Then the second stage is identifying system 
requirements. The third stage is developing knowledge-based 
and compiling a membership function to determine the 
maximum and minimum value of the weight value of each 
symptom. Next is the development of the system stage. 
Finally, experiments are done to evaluate the functional 
system and compare the results with those of experts. The 
design of the system process in this study is illustrated in the 
following Fig. 1. 

 
Fig. 1. The design of the system. 

A. Symptom and Disease Datasets  

This study used 10 (ten) types of skin diseases and 23 
(twenty-three) symptoms. The data are given by an expert who 
is a skin doctor. The types of conditions and the symptoms are 
presented in Tables II and III. Each sign of the disease will 
have a weight value. We summarize the weight symptom 
value of the disease in Table IV. 

TABLE II. SKIN DISEASE DATA 

Code Skin Disease 

D01 Crustose Impetigo 

D02 Bullous Impetigo 

D03 Neurodermatitis 

D04 Cellulitis 

D05 Scabies 

D06 Candida Cutis 

D07 Herpes Zoster 

D08 Furuncle 

D09 Tinea Versicolor 

D10 Tinea Cruris 

TABLE III. SKIN DISEASE SYMPTOM DATA 

S1 S2 S3 

Spots appear in the 

groin area and anus 

A rash appears on the 

facial area 

A red rash in the groin 

area, underarm skin, 

and breast folds 

S4 S5 S6 

Swelling of the skin in 

the lymph area 

Reddish skin blisters 

on the lower legs, 

arms, abdomen, or face 

Red spots or whitish 

lesions 

S7 S8 S9 

Itchy patches on the 

wrists, arms, ankles to 

the genitals or anus 

There is a lump 
There is a bull that can 

make wounds 

S10 S11 S12 

Have sores that itch There are red spots Feeling itchy 

S13 S14 S15 

Very itchy, like burning 
At night itchy 

 

Feel itchy when 

sweating 

 

S16 S17 S18 

On one side of the body 

appears blisters 

There is a brownish-

yellow scab around the 

wound as a result of an 

irritated wound 

Skin feels dry, thick, 

and scaly 

S19 S20 S21 

Smooth scaly skin 

 
Fever 

Headache or Feeling 

Dizzy 

S22 S23  

Pain in the spine 
Rash spots on the 

surface of the skin 
 

TABLE IV. SYMPTOM WEIGHT VALUES FOR THE DISEASES 

Diseases Symptoms Weight Value (Percent) 

Crustose Impetigo 

(D01) 

S02 30% 

S04 10% 

S17 50% 

S20 10% 

Bullous Impetigo (D02) 

S02 20% 

S04 10% 

S05 25% 

S09 25% 

S16 10% 

S20 10% 

Neurodermatitis (D03) 

S10 20% 

S12 20% 

S14 30% 

S15 20% 

S18 10% 

Cellulitis (D04) 

S01 12,50% 

S02 12,50% 

S03 12,50% 

S04 12,50% 

S05 12,50% 

S09 12,50% 

S16 12,50% 

S20 12,50% 

Scabies (D05) 

S01 10% 

S03 10% 

S04 5% 

S07 15% 
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Diseases Symptoms Weight Value (Percent) 

S10 10% 

S11 10% 

S12 10% 

S14 15% 

S20 5% 

S24 10% 

Candida Cutis (D06) 

S01 20% 

S02 10% 

S03 20% 

S10 10% 

S11 20% 

S12 20% 

Herpes Zoster (D07) 

S01 5% 

S02 7,5% 

S03 5% 

S04 10% 

S05 7,5% 

S09 5% 

S13 15% 

S16 15% 

S20 10% 

S21 10% 

S23 10% 

Furuncle (D08) 

S04 20% 

S08 70% 

S20 10% 

Tinea Versicolor (D09) 

S02 5% 

S03 15% 

S06 5% 

S12 35% 

S15 5% 

S19 35% 

Tinea Cruris (D10) 

S01 25% 

S03 25% 

S10 10% 

S12 20% 

S15 20% 

B. Fuzzy Rules 

To map the inputs to output, we define several fuzzy rules 
based on the information given by experts. The fuzzy rules are 
usually in the form of IF-THEN, made by experts or doctors. 
The defuzzification process converts the fuzzy output from the 
system inference engine into a definite value to determine the 
diagnostic results) [9]. An overview of tree- structure of the 
expert system on skin diseases is given in the following Fig. 2. 

 
Fig. 2. The tree structure of the system. 

C. Fuzzy Logic Controller 

The concept of fuzzy logic was then successfully applied 
to a controller by Zadeh. Recently, it has been used for many 
applications in our daily life. Thousands of electronic products 
in the market have adopted the concept of fuzzy logic, ranging 
from washing machines to high-speed trains. It has been 
reported  that the advantages of fuzzy logic in the sense of 
performance, simplicity, low cost, and productivity [21] 

There are three steps passed before obtaining the crisp 
value. The processes of fuzzy are as follows: 

 Fuzzification is the process of transforming crisp input 
values into linguistic values, which are usually 
presented in the form of fuzzy associations with a 
membership function respectively. 

 An interference System is a reference for explaining 
the relationship between the variables of input and 
output variables that are processed and the resulting 
shaped fuzzy. To illustrate the relationship between 
inputs and outputs, the "IF-THEN" is used. 

 Defuzzification is a process of changing the form of 
fuzzy variables into the data bound (crisp) that can be 
transmitted to the control equipment. 

The step-by-step fuzzy logic process is shown in Fig. 3. 
The raw input is crisp. The Fuzzification process produces the 
fuzzy value, which is then calculated by the membership 
function. Later, the defuzzification process converts it back to 
the crisp value, as shown in Fig. 3. 
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Fig. 3. Step-by-step fuzzy logic approach. 

1) Fuzzy membership function: Unlike traditional Crisp 

Logic, such as Binary Logic, where variables may only take 

on true and false values represented by 1 or 0, the variables in 

fuzzy logic may have a truth value in the range of 0 and 1 

[22]. The value called membership value explains the degree 

of truth. Here, the fuzzification process transforms the 

symptom density value into a linguistic variable using a 

membership function. The function represents the membership 

degree of the input variable, denoted by the symbol μ (x), in 

the interval between 0  on the information given by experts. 

For this research, we used fuzzy symptoms membership 

functions, as shown in Table V. We also used criteria and 

density values for each symptom criterion in this research. The 

data was obtained from a dermatologist with a practice permit, 

as shown in Table VI. 

TABLE V. MEMBERSHIP FUNCTION OF THE SYMPTOMS 

Symptom  Symptom 
 

Symptom 
 

S01 

 

S09 

 

S17 

 

S02 

 

S10 

 

S18 

 

S03 

 

S11 

 

S19 

 

S04 

 

S12 

 

S20 

 

S05 

 

S13 

 

S21 

 

S06 

 

S14 

 

S22 

 

S07 

 

S15 

 

S23 
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S08 

 

S16 

 

S24 

 

TABLE VI. THE DENSITY VALUES OF THE SYMPTOMS 

Code Symptom Criteria Density Value 

S01 Spots appear in the groin and anus area 

- Pink spots without freckles 40 

-       Pink spots with freckles 55 

- Bright red spots with freckles 70 

- Bright red patches with flaky or scaly spots 82 

- Dark red or black patches with flaky or scaly spots 90 

S02 A rash appears on the facial area 
- A red rash resembling a wound with nodules filled with clear fluid 78 

- A brownish, crusty rash with nodules filled with clear fluid 85 

S03 
A red rash in the groin area, underarm 

skin, and breast folds 

- Red rash and red, cracked, dry plaques 75 

- A red rash with pus-filled bumps and red, well-defined plaques 85 

S04 Swelling of the skin in the lymph area 
- Significant red swelling that feels rough and painful 74 

- Significant red swelling that feels rough and contains pus or blood 88 

S05 
Reddish skin blisters on the lower legs, 

arms, abdomen, or face 

- The pink skin blisters feel swollen and warm and look shiny 65 

- Red skin blisters that are swollen and inflamed (painful) 78 

- Red skin blisters with bubbles filled with fluid or pus 85 

S06 There are red spots or whitish lesions 

- Pink lesions 63 

- Red lesions 78 

- Whitish patches 85 

S07 
There are itchy patches on the wrists, arms, 

ankles, genitals, or anus 

- Itchy patches with red or darker than the surrounding skin 65 

- Itchy patches feel rough and scaly and thick 77 

- Itchy patches with open sores that can lead to infection 85 

S08 There is a lump 

- The bumps are red and not hard 50 

- Red bumps that are inflamed and hard-filled with pus 74 

- White bumps like a pile of pus, and around the lump is red 85 

S09 There is a bull that can make wounds 
- There are several bullies in certain body parts 65 

- There are many red bullies like hives that feel itchy 85 

S10 Have sores that itch 

- The wound is starting to itch 65 

- Burns that feel hot and itchy 78 

- Burns that feel hot, very itchy, and scaly 85 

S11 There are red spots 

- There are some small red nodules 60 

- There are rashes and red skin blisters filled with clear fluid 77 

- There are nodules and red, inflamed skin blisters filled with clear 

fluid 
85 

S12- Feeling itchy 

- itchy 60 

- a bit itchy 78 

- very itchy 85 

S13 Very itchy, like burning 

- itchy like burning 60 

- a bit itchy, like burning 78 

- very itchy, like burning 85 
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Code Symptom Criteria Density Value 

S14 At night itchy 

- itchy at night 60 

- a bit itchy at night 78 

- very itchy at night 85 

S15 Feel itchy when sweating 

- itchy when sweating 60 

- a bit when sweating 78 

- very itchy when sweating 85 

S16 On one side of the body appears blisters 

- Red blisters that start to become inflamed and itchy 70 

- Red blisters are painful, itchy, and filled with fluid 83 

- Red blisters that fill with fluid and break into crusts 88 

S17 
There is a brownish-yellow scab around 

the wound as a result of an irritated wound 

- Yes 85 

- No 0 

S18 Skin feels dry, thick, and scaly 

- Dry skin 60 

- Skin feels dry and flaky 78 

- Skin feels dry, thickened, and scaly 85 

S19 Smooth scaly skin 
- Yes 85 

- No 0 

S20 Fever 

- Low 35 C - 36 C 

- Normal 36,1 C - 37,5 C 

- High 37,6 C - 38 C 

S21 Headache or Feeling Dizzy 

- Feeling sick at one point 65 

- Like spinning 78 

- Feels floating or head feels heavy 85 

S22 Pain in the spine 

- Feel pain 65 

- Feel a bit of spinal pain 78 

- Feel very of spinal pain 85 

S23 Rash spots on the surface of the skin 

- Rash of pink spots 65 

- A rash of bright red spots that start to become inflamed 78 

- A rash of red, inflamed spots that feels rough 88 

IV. THE NUMERICAL EXPERIMENTS AND RESULTS 

We develop a fuzzy-based expert system for diagnosing 
kidney diseases using MATLAB R2020a and run on PC 
Processor Intel® Core™ i3-7020U. For the experiments, we 
used 100 (one hundred) test problems from the Abdoel 
Moeloek National Hospital in Lampung. We compared the 
results of the system with those given by the Doctor. 

This system first displays questions from each symptom 
according to the closest symptom. After selecting the related 
symptom, the system will show a selection of symptom 
criteria. Finally, the diagnostic results will be displayed. After 
choosing the symptoms, the system will present the results as 
illustrated in Fig. 4. 

The system's output will be the diagnostic results and its 
confidence level. We compared the results with those given by 
the expert (dermatologist) and the system in Table VII. These 
results show that the system succeeds in diagnosing the patient's 

disease for all tests. It can analyze the conditions precisely the 
same as given by experts. 

 
Fig. 4. User Interface of the system. 
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TABLE VII. COMPARATIVE RESULTS BETWEEN EXPERTS AND SYSTEM 

 Predicted by the System      

 Type of Disease D01 D02 D03 D04 D05 D06 D07 D08 D09 D10 

A
ct

u
al

 b
y

 t
h
e 

ex
p

er
t 

D01 5 0 0 0 0 0 0 0 0 0 

D02 0 12 0 0 0 0 0 0 0 0 

D03 0 0 8 0 0 0 0 0 0 0 

D04 0 0 0 13 0 0 0 0 0 0 

D05 0 0 0 0 13 0 0 0 0 0 

D06 0 0 0 0 0 13 0 0 0 0 

D07 0 0 0 0 0 0 13 0 0 0 

D08 0 0 0 0 0 0 0 2 0 0 

D09 0 0 0 0 0 0 0 0 13 0 

D10 0 0 0 0 0 0 0 0 0 8 

TABLE VIII. NUMERICAL EXPERIMENT RESULTS 

    System 

Disease Problem  Status Very Mild Mild Severe 

D01 5 

 Very Mild 0 0 0 

Expert 

Mild 0 1 0 

Severe 0 0 4 

D02 12 

Very Mild 0 0 0 

Mild 0 6 0 

Severe 0 0 6 

D03 8 

Very Mild 0 0 0 

Mild 0 2 0 

Severe 0 1 5 

D04 13 

Very Mild 0 0 0 

Mild 0 6 0 

Severe 0 0 7 

D05 13 

Very Mild 0 0 0 

Mild 0 6 0 

Severe 0 0 7 

D06 13 

Very Mild 0 0 0 

Mild 0 5 0 

Severe 0 0 8 

D07 13 

Very Mild 0 0 0 

Mild 0 6 0 

Severe 0 0 7 

D08 2 

Very Mild 0 0 0 

Mild 0 0 0 

Severe 0 0 2 

D09 13 

Very Mild 0 0 0 

Mild 1 4 1 

Severe 0 2 5 

D10 8 

Very Mild 0 0 0 

Mild 0 3 0 

Severe 0 0 5 
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Next, for each test problem, the system also provides the 
severity level for each patient. Table VIII shows the 
comparative results of experts and the developed system on 
the disease severity for the patients. Based on these results, we 
calculate the system's accuracy in determining the patients' 
disease severity, as shown in Fig. 5. 

 
Fig. 5. Expert diagnostic test chart and system. 

The above results show that the system's accuracy in 
determining the severity level of the patient's disease is 95.6%. 
It shows that this system is effective in diagnosing skin 
disease. Thus, the system is very beneficial to support doctors 
in assessing skin diseases. 

V. CONCLUSION 

The diagnosis of skin diseases is a difficult task. There is 
always some possibility of misdiagnosis that leads to miss 
treatment. This research presents a fuzzy expert system to 
examine skin diseases based on patient symptoms. The system 
gives information about the type of disease with confidence 
based on the existing symptoms and how to handle them. The 
system's output will be the type of disease and its attributes, 
namely very mild, mild, and severe. We had several 
experiments to evaluate the system's performance using 100 
test problems and compared the results with those given by the 
expert (dermatologist). The result shows that the system 
succeeds in all of the tests. Thus, this system is very beneficial 
to supporting doctors in the assessment of skin diseases. 

ACKNOWLEDGMENTS 

The authors express their deepest gratitude for using the 
facilities of the Basic Computing Laboratory, Department of 
Computer Science, and the University of Lampung to support 
this research and for the willingness of dr. Hendra Tarigan 
Sibero, Sp.KK, M. Kes. who has contributed his practical 
knowledge to this skin disease expert system. A 
"Fundamental" research Grant supported this research. 

REFERENCES 

[1] E. A. Grice and J. A. Segra, "The skin microbiome," Nat. J., vol. 588, 
no. 4, pp. 244–253, 2013, doi: 10.1038/d41586-020-03523-7. 

[2] K. Chiller, B. A. Selkin, and G. J. Murakawa, "Skin microflora and 
bacterial infections of the skin," J. Investig. Dermatology Symp. Proc., 

vol. 6, no. 3, pp. 170–174, 2001, doi: 10.1046/j.0022-
202x.2001.00043.x. 

[3] S. Grover, R. K. Ranyal, and M. K. Bedi, "A Cross Section of Skin 
Diseases in Rural Allahabad," Indian J. Dermatol., vol. 53, no. 4, pp. 
67–70, 2008, doi: 10.4103/0019-5154.44789. 

[4] R. N. & colin A. G. P.Wyatt, J., Illingworh, Oxford Handbook of 
Emergency, Fourth. New York: OXFORD University Press, 2012. 

[5] S. K. Waruwu and A. Simangunsong, "Application of Certainty Factor 
Method For Diagnosis Expert System Skin Diseases In Humans," J. 
Comput. Networks, Archit. High Perform. Comput., vol. 2, no. 2, pp. 
191–194, 2014. 

[6] Aristoteles, K. Adhianto, R. Andrian, and Y. N. Sari, "Comparative 
analysis of cow disease diagnosis expert system using Bayesian network 
and Dempster-Shafer method," Int. J. Adv. Comput. Sci. Appl., vol. 10, 
no. 4, pp. 227–235, 2019, doi: 10.14569/ijacsa.2019.0100427. 

[7] Y. Kumar and Y. Jain, "Research Aspects of Expert System," Int. J. 
Comput. Bus. Res., no. 6, p. 11, 2012. 

[8] J. Kent, "Google Unveils Artificial Intelligence Tool for Dermatology," 
Health IT Analytics, US, pp. 1–4, 2021. 

[9] P. Baranyi, T. D. Gedeon, and L. T. Koczy, "A general interpolation 
technique in fuzzy rule bases with arbitrary membership functions," 
IEEE, no. 6, pp. 510–515, 1996, doi: 10.1109/icsmc.1996.569844. 

[10] C. Wang, "A Study of Membership Functions on Mamdani-Type Fuzzy 
Inference S," Theses Diss., vol. January, pp. 20–30, 2015. 

[11] N. Hameed, A. M. Shabut, M. K. Ghosh, and M. Hossain, "Multi-Class 
Multi-Level Classification Algorithm for Skin Lesions Classification 
using Machine Learning Techniques Nazia Hameed," Expert Syst. 
Appl., vol. 141, pp. 1–33, 2020, doi: 
oi.org/10.1016/j.eswa.2019.112961. 

[12] A. Dhiaksa, "Expert System for Diagnosing Skin Diseases Using the 
Forward Chaining Method," J. Intell. Decis. Support Syst. 3, vol. 3, no. 
1, pp. 19–26, 2020, [Online]. Available: www.idss.iocspublisher.org. 

[13] A. Lumini, A. Lumini, and L. Nanni, "Fair comparison of skin detection 
approaches on publicly available datasets," Expert Syst. Appl., vol. 160, 
2020, doi: https://doi.org/10.1016/j.eswa.2020.113677. 

[14] Yogi and Udjaja, "Android Application for Detection of Skin Cancer 
using Expert," Soc. Econ. Ecol. Int. J., vol. 2, no. 1, pp. 1–8, 2018. 

[15] Z. Ma, J. Manuel, and R. S. Tavares, "Effective Features to Classify 
Skin Lesions in Dermoscopic images," Expert Syst. Appl., vol. 84, pp. 
92–101, 2017, doi: doi.org/10.1016/j.eswa.2017.05.003. 

[16] X. Sun, J. Yang, M. Sun, and K. Wang, "A Benchmark for Automatic 
Visual Classification of Clinical Skin Disease Images," Lect. Notes 
Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes 
Bioinformatics), vol. 9914 LNCS, p. V, 2016, doi: 10.1007/978-3-319-
46466-4. 

[17] N. S. Alkolifi Alenezi, “A Method of Skin Disease Detection Using 
Image Processing and Machine Learning,” Procedia Comput. Sci., vol. 
163, pp. 85–92, 2019, doi: 10.1016/j.procs.2019.12.090. 

[18] P. N. Srinivasu, J. G. Sivasai, M. F. Ijaz, A. K. Bhoi, W. Kim, and J. J. 
Kang, "Classification of Skin Disease Using Deep Learning Neural 
Networks with MobileNet V2 and LSTM," Sens. J. MDPI, vol. 21, pp. 
1–27, 2021, doi: 10.3390/s21082852. 

[19] H. F. Martiano and C. Setianingsih, "Detection of Potential Skin Cancer 
Lentigo Maligna Melanoma and Nodular Melanoma with Expert System 
Using Variable-Centered Intelligent Rule System ( VCIRS ) Method," 
2019 6th Int. Conf. Instrumentation, Control. Autom., vol. 01, no. 
August, pp. 42–46, 2019. 

[20] M. P. Pour and H. Seker, "Transform domain representation-driven 
convolutional neural networks for skin lesion segmentation," Expert 
Syst. Appl., p. 113129, 2019, doi: 10.1016/j.eswa.2019.113129. 

[21] L. A. Zadeh and S. Jose, "The Concept of a Linguistic Variable II," 
Electr. Eng., vol. 357, pp. 301–357, 1975, doi: 10.1038/s41366-018-
0105-2. 

[22] T. Sugiura, N. Sugiura, T. Kazui, and Y. Harada, "A self-tuning effect of 
membership functions in a fuzzy-logic-based cardiac pacing system," J. 
Med. Eng. Technol., vol. 22, no. 3, pp. 137–143, 1998, doi: 
10.3109/03091909809062480. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

537 | P a g e  

www.ijacsa.thesai.org 

Dual U-Net with Resnet Encoder for Segmentation of 

Medical Images 

Syed Qamrun Nisa Author
1
, Amelia Ritahani Ismail

2
* 

Department of Computer Science-Kulliyyah of Information and Communication Technology, 

International Islamic University Malaysia, P.O. Box 10, 50728, Kuala Lumpur, Malaysia 

 

 
Abstract—Segmentation of medical images has been the most 

demanding and growing area currently for analysis of medical 

images. Segmentation of polyp images is a huge challenge 

because of the variability of color depth and morphology in 

polyps throughout colonoscopy imaging. For segmentation, in 

this work, we have used a dataset of images of the 

gastrointestinal polyp. The algorithms used in this paper for 

segmentation of gastrointestinal polyp images depend on 

profound deep convolutional neural network architectures: FCN, 

Dual U-net with Resnet Encoder, U-net, and Unet_Resnet. To 

improve the performance, data augmentation is performed on 

the dataset. The efficiency of the algorithms is measured by using 

metrics such as Dice Similarity Coefficient (DSC) and 

Intersection Over Union (IOU). The algorithm Dual U-net with 

Resnet Encoder obtains a higher DSC of 0.87 and IOU of 0.80 

and beats the other algorithms U-net, FCN, and Unet_Resnet in 

segmentation of gastrointestinal polyp images. 

Keywords—Segmentation; Medical Images; Deep 

Convolutional Neural Network; FCN; U-net; Unet_Resnet; Dual 

U-net with Resnet Encoder 

I. INTRODUCTION 

Image segmentation is one of the most widely and 
effectively used techniques for image analysis. Image analysis 
is a method of extracting data from images by analyzing the 
features within an image. There are a variety of image 
processing techniques that are used for image analysis, 
including edge detection, image preprocessing, and image 
segmentation[1]. The fundamental purpose of image 
processing is to improve the image or extract relevant 
information from the images[2]. Segmentation is a crucial yet 
challenging aspect of image processing for image analysis. 
Image segmentation techniques are now evolving in a faster 
and more precise approach[3]. Segmentation is the technique 
of splitting digital images into several segments to improve 
image quality. 

Segmentation of medical images, as an emerging medical 
image processing method, has made a significant contribution 
to long-term medical treatment. For analysis of images in 
medical, segmentation is performed to locate the area of 
interest[4]. Before an illness could be diagnosed, medical 
images must go through numerous processes. Initially, images 
are gathered, then the pre-processing is performed and after 
that data must be stored in memory. That demands a significant 
memory space and a processing time. It is required to process 
images in medical applications in order to find relevant 
information[5]. 

Polyps in the gastrointestinal are abnormal growths of cells 
in the stomach and colonic mucosa. This abnormal growth 
occurs gradually and, in most instances, it does not create 
symptoms till it achieves a significant magnitude[6]. One of 
the most common causes of gastroenterology is a polyp, which 
could develop into colorectal cancer[7]. Nonetheless, cancer is 
preventable and treated, if polyps are diagnosed early[6]. 
Segmentation of gastrointestinal polyps is a challenging 
process because of the variation in color intensity and form of 
gastrointestinal polyps in colonoscopy images. Various 
techniques have been developed in order to achieve accurate 
segmentation[8]. 

In this work, we have applied Deep Convolutional Neural 
Network algorithms including Dual U-Net with Resnet 
encoder, U-Net, Unet_Resnet, and FCN to do segmentation on 
the images of gastrointestinal polyps gathered from the dataset 
of „Kvasir-SEG‟. The performances are evaluated by using the 
metrics: Dice similarity coefficient and Intersection over 
Union. Also, the comparison of these algorithms of 
segmentation is performed on the bases of metrics. 

The rest of the paper is structured as follows: Section Ⅱ 
discusses the works related to our study; Section Ⅲ gives 
overview of architecture of Dual U-Net with Resnet encoder; 
Section Ⅳ explains the design of methodology for this work; 
Section Ⅴ presents the result and discussion; Section Ⅵ gives 
conclusion and presents the future work. 

II. RELATED WORK 

Medical images are crucial and assume a fundamental part 
in monitoring and diagnosing the status of a patient‟s 
wellbeing[9]. For clinical investigation, diagnosis, and 
treatment planning, medical imaging including X-Rays, 
Computed Tomography (CT), Positron Emission Tomography 
(PET), Ultrasound, and Magnetic Resonance Imaging (MRI) 
are utilized to provide a clear depiction of the interior of the 
body[10]. The use of medical imaging techniques has 
expanded in recent years as a result of technological 
advancement[11]. Medical images have rich properties, these 
are images that include a massive amount, high resolution, and 
complicated features[12]. These medical images are utilized 
and saved for diagnostic and research purposes on a regular 
basis[13]. 

Image analysis is described as a process of extracting 
quantitative information from images by measuring objects 
within them. Image analysis has proven particularly valuable 
for industrial and scientific applications due to its capacity to 
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process digital images and objectively analyze parameters such 
as distance, size, color, number of particles, and so on without 
affecting the sample[14]. For image analysis, the major image 
processing approaches used are pre-processing, edge detection, 
compression, and segmentation. Pre-processing of images 
often entails eliminating low-frequency background noise, 
leveling the intensity of individual particle images, and erasing 
or improving data images before the computational processing. 
Image compression is a type of data compression in which the 
original image is encoded with a few number of bits The aim 
of image compression is to eliminate the image redundancy 
and store or transmit data in a more efficient manner[1]. Edge 
detection is a technique for detecting the boundaries of objects 
or regions that are closely related. The discontinuity of the 
object is identified using this technique. The edge detection 
technique is mostly used in image analysis to identify areas of 
an image where there is a large fluctuation in intensity[15]. 
Image segmentation is one of the primary phases of image 
processing where each image is partitioned into several parts, 
each of which contains some type of information[16]. 

Image segmentation is an important step in analyzing an 
image. Image segmentation is the first step in analyzing and 
extracting information from images[17]. Image segmentation is 
an image processing technique that partitions an image into 
contiguous parts[18], that is commonly used to detect objects 
and borders in images such as lines, and curves[19]. The 
various segmentation techniques for image segmentation are 
edge detection, thresholding method, region-based 
segmentation, clustering-based segmentation[20], and deep 
neural network-based segmentation[21]. Segmentation of 
medical images is an essential phase in the examination and 
evaluation process. For medical images, segmentation is 
performed to identify and extricate characteristic regions. The 
purpose of the segmentation of medical images is to identify 
the tumor location, detect the lesion and other abnormalities, 
help in treatment planning prior to radiation treatment[22], and 
help in improving the quality of medical images[4]. 

Banerjee, et al. [23], proposed an algorithm that clusters 
pixels into four sections depending on their intensity. This 
approach employs a thresholding mechanism with one global 
threshold and two local thresholds. The new aspect of this 
procedure is the automated establishment of three thresholds 
based on inherent features of the image. The global threshold is 
calculated by comparing the neighborhood of the image‟s 
localized parts. The global threshold divides pixels into two 
sets of groups, which are then used to determine the local 
thresholds. For evaluation of the efficiency of the proposed 
algorithm, the resulting images are compared to Berkeley‟s 
dataset benchmark image. The results are visually examined to 
determine the region identified by the proposed algorithm. All 
the regions mentioned in the benchmark images are 
successfully identified by the proposed algorithm. 

Cao, et al. [24], proposed an algorithm for segmentation of 
the sequence of CT images of the whole heart. They have 
developed two improved segmentation algorithms based on 
traditional region-based and edge-based segmentation 
algorithms and then the improved algorithms are implemented 

to the whole heart CT sequence images for segmentation. The 
evaluation of the proposed segmentation algorithm is based on 
three features in this study: the algorithm‟s efficiency, 
subjective evaluation of whole heart image segmentation, and 
the deviation method, in which the Jaccard and Dice 
coefficients are used to evaluate the segmentation results of the 
whole heart CT images. The results of the two improved 
segmentation algorithms are contrasted with the manual 
segmentation results, the improved algorithms of segmentation 
demonstrate superior efficiency in terms of reliability and 
accuracy of CT image segmentation of the whole heart. 

Substantial advancement has been accomplished in recent 
years in establishing more productive and precise segmentation 
algorithms for the medical image in machine learning[25]. The 
machine learning field has been overpowered with a variety of 
deep learning-based techniques. Deep learning-based 
techniques such as Recurrent Neural Networks (RNNs), 
Artificial Neural Networks (ANNs), and Convolutional Neural 
Networks (CNNs) are efficient in image segmentation[26]. 
Convolutional Neural Network (CNN) works well on medical 
image challenges, convolutional plays an important role in 
performance in CNN in image analysis techniques such as 
segmentation and classification[4]. In a deep neural network, 
Convolutional Neural Network has several architectures. 
AlexNet, VGG, FCN, SegNet, Resnet, and U-Net are some of 
the architectures of Convolutional Neural Networks[27]. 
AlexNet, VGG, and Resnet are widely regarded as the most 
prevalent architecture that successfully performs image 
classification and image recognition tasks[28]. 

A Fully Convolutional Neural Network (FCN) is a 
segmentation method that can make a prediction on the bases 
of pixel-by-pixel using the image‟s ground truth and directly 
output the label map. The objective of FCN is to extract 
significant feature maps and restore them to the labels of the 
image. The capability to identify features is the fundamental 
cause of FCN‟s effectiveness in image segmentation, object 
detection, and classification. FCN can function effectively only 
if a sufficient amount of training datasets is accessible. Data 
gathering is costly in the realm of medical imaging. 
Furthermore, there are several other aspects that affect data 
availability, such as privacy, regulation, and ethical 
concerns[29]. Without enough availability of dataset, FCN 
provides less accurate results[30] and results in inaccurate 
segmentation of small organs[31]. As a consequence, FCN has 
been enhanced to U-Net in order to conduct medical image 
segmentation, which performs effectively with a relatively 
small amount of training dataset[29]. SegNet is another 
architecture of CNN for the segmentation task of images, this 
architecture has significant features of memory and efficient 
performance[32]. However, during the training phase, U-Net 
exhibits a faster processing speed[33], and also U-Net performs 
better compared to the SegNet[34]. 

U-Net is among the most widely used architectures of deep 
Convolutional Neural Networks for segmentation tasks of 
medical images[35]. The downsampling (contracting path), and 
the upsampling (expensive path) are the primary components 
of the U-Net network[36]. The U-Net architecture is shown in 
Fig. 1. 
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Fig. 1. The architecture of U-Net [37]. 

 Fig. 1 depicts the architecture of U-Net which comprises of 
a contracting path/downsampling (left side) and an expansive 
path/upsampling (right side). The convolutional network 
design is followed throughout the downsampling path. It 
consists of two 3x3 convolutions, each of which is 
accompanied by an activation function, a rectified linear unit 
(ReLU), and a 2x2 pooling with stride 2 for downsampling. 
The number of channels gets doubled during downsampling. 
The upsampling or expansive path comprises of 2x2 
convolutional that reduces the feature channels, a 
concatenation with the correspondingly cropped feature map 
from the contracting path, and it also has two 3x3 
convolutional layers, each of which is trailed by Rectified 
Linear Unit activation function. At the final layer, a 1x1 
convolutional layer is utilized to map the features to the 
necessary number of classes[37]. The U-Net architecture has 
sparked a lot of attention in medical image segmentation, and 
various variants have been developed based on it[31]. 

In [38], the authors developed a 3D U-Net, a convolutional 
neural network technique, for whole heart segmentation. The 
proposed algorithm comprises two 3D U-Net architectures, the 
first part of architecture locates the bounding box around the 
heart and the second part of architecture is to perform the 
segmentation. This algorithm is evaluated on 20 3D CT 
images. The dataset of 20 2D CT images is partitioned into two 
sets: 15 training images and 5 validation images. Because of 
less dataset, the augmentation procedure is utilized to increase 
the amount of dataset for training to increase the performance. 
The performance of the algorithm is calculated by using the 
Dice coefficient. The mean dice score of 89% is obtained by 
the proposed model for the whole heart segmentation. 

In [39], the authors proposed a U-net segmentation 
architecture for the CT images of lungs. The dataset presented 
includes lung cancer thoracic computed tomography (CT) 
scans with depicted lesions. For the ground truth, manual 
segmentation for lung parenchyma was performed prior to the 
experiment. Cropping of images is conducted after manual 
segmentation to remove details that are not relevant for their 
analysis. The network‟s performance is evaluated by the dice 

coefficient index. They have achieved a 0.9502 dice coefficient 
for the segmentation. 

III. ARCHITECTURE OF DUAL U-NET WITH RESNET 

ENCODER 

The architecture of Dual U-Net with Resnet encoder is 
illustrated in Fig. 2. 

 
Fig. 2. Architecture of dual U-Net with resnet encoder. 

Fig. 2 depicts the architecture of Dual U-Net with Resnet 
encoder. This architecture consists of two U-net: U-NET 1 and 
U-NET 2, and an encoder Resnet_50 sub-network. In U-NET 
1, the application of Resnet_50, ASPP, and decoder block 
differentiates the Dual U-Net with Resnet encoder from U-Net. 
An element by element multiplication is carried out between 
the results of U-NET 1 with the input of the same network. In 
U-NET 2, the main distinction between U-Net and Dual U-Net 
with Resnet encoder is the use of ASPP. The first encoder in 
Dual U-Net with Resnet encoder purposes pre-trained 
Resnet_50, while the encoder in U-NET 2 was created from the 
beginning. The encoder U-NET 2 performs two 3x3 
convolution operations, each of which is followed by a batch 
normalization. An activation function Rectified Linear Unit 
(ReLU) is applied, which is accompanied by a squeeze and 
excitation block, significantly improving the integrity of the 
feature maps. Max-pooling is applied after that with a stride2 
and 2x2 window to minimize the spatial dimension of the 
feature maps. In the architecture, two decoders are used in Dual 
U-net with Resnet encoder. In the decoder, the input feature is 
subjected to a 2 × 2 bi-linear up sampling in every block, 
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which increases the dimensionality of the maps of input 
feature. The appropriate skip connections now concatenate 
feature maps from the encoder with the result feature maps. 
Only the skip connection of the encoder in U-NET 1 is utilized 
in the first decoder, while the skip connection from U-NET 1 
and U-NET 2 encoders is utilized in second decoder. After 
concatenation, two 3 × 3 convolution is performed again, each 
accompanied by batch normalization and a rectified linear unit 
activation function. A squeeze and excitation block is then 
applied. Finally, a convolutional layer is applied with a 
sigmoid function that produces the mask. 

IV. METHODOLOGY 

Fig. 3 illustrated the flowchart of the method utilized in this 
work. The methodology design for this work is divided into the 
following four stages: research design, data collection and data 
processing, experimental setup, and performance analysis. 

A. Research Design 

The first step is to measure and evaluate the previous 
research that has been investigated using the terms 
„segmentation‟, „medical images‟, „polyp image segmentation‟, 
„deep convolutional neural network‟, and „U-net‟. To identify 
the problem statement and determine the approaches that have 
been used, a literature review is required. This section gives an 
overview of the segmentation of images and identifies the 
various image segmentation approaches and algorithms, along 
with their merits and limitations, that have been presented for 
medical image segmentation using deep convolutional neural 
networks. 

B. Data Collection and Data Processing 

This section explains the process for the collection of a 
dataset. The dataset for this study is gathered from the „Kvasir-
SEG https://datasets.simula.no/kvasir-seg/‟, which contains 
Gastrointestinal Polyp images. Once the data is gathered, every 
image of gastrointestinal polyps is examined for the ground 
truth. The dataset of gastrointestinal polyps includes 1000 
images and corresponding 1000 masks. 

 
Fig. 3. Illustrates the flowchart of the methodology. 

The dataset of gastrointestinal polyp images is partitioned 
into a training set, a validation set, and a testing set. The 
training set includes 80% of a dataset which is 800 images, the 
validation set contains 10% which is 100 images, and the 
testing set contains 10%  which is 100 images. Once the 
partition of the dataset is done, augmentation of data is 
performed to the 800 images of the training set, increasing the 
total number of images in the training dataset up to 13600. For 
this work, we have used four algorithms of the deep 
convolutional neural network: Fully Convolutional Network 
(FCN), U-net, Unet_Resnet, and Dual U-net with Resnet 
encoder to illustrate the segmentation of an image dataset. 

C. Experimental Setup and Peformance Analysis 

This experiment is conducted on RTX 2060 GPU with 6 
GB of RAM, and python 3.9 software framework with Tensor 
flow 2.5. All the segmentation algorithms used in this work are 
trained for 50 epochs. 

Image segmentation algorithms such as Unet_Resnet, FCN, 
U-net, and Dual U-net with Resnet encoder will be compared 
on the basis of performance. The performance of these 
algorithms for image segmentation is measured by using the 
Intersection over Union (IOU), and Dice Similarity Coefficient 
(DSC). 

V. RESULT AND DISCUSSION 

The dataset from the „Kvasir-Seg dataset‟ of a 
Gastrointestinal Polyps includes 1000 images of polyps and 
corresponding 1000 masks. Dataset is partitioned into 80% 
(800 images) of the training set, 10% (100 images) of the 
validation set, and 10% (100 images) of the testing set. After 
the dataset partitioning, data augmentation is implemented to 
the 800 images of the training set, which increases the dataset 
of training images to 13,600 images which will help in 
improving the accuracy rate. After that, the algorithm for 
segmentation is performed on the gastrointestinal polyp 
dataset. In this work, we have implemented Unet_resnet, U-
net, FCN, and Dual U-net with Resnet encoder to conduct 
segmentation on images of gastrointestinal polyps. 

The performance of the algorithm for segmentation of the 
images on the gathered dataset is described in this work. 
Performance of the algorithm is evaluated by, Intersection 
Over Union (IOU), Dice Similarity Coefficient (DSC) Recall, 
and Precision. Jaccard index commonly referred to as 
Intersection Over Union (IOU), is utilized to quantify the 
percent of overlap between the predicted image and the mask 
image. To calculate Intersection Over Union, the formula is as 
follows 

IOU =   
  ⋂  

  ⋃  
 

=   
  ⋂  

          ⋂  
                                

Dice Similarity Coefficient quantifies the percentage of 
similarity between the predicted image and the mask image. 
The Dice similarity coefficient (DSC) is calculated by using 
the formula described below. 

DSC =     
  ⋂  

       
                         

https://datasets.simula.no/kvasir-seg/
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Precision calculates the percentage between the accurate 
prediction and the overall prediction. The following is the 
precision formula: 

Precision =   
             

                              
      ( 

The quantity of predictions that the algorithm predicted 
accurately is True Positive, and the total number of predictions 
is calculated by the formula‟s denominator. 

Recall describes the number of accurate predictions to total 
observations made by the algorithm. The following is the recall 
formula. 

Recall =   
             

                              
             

True positive is the number of accurate predictions which is 
recognized by the algorithm, the formula‟s denominator shows 
the true positive as well as the number of positives that the 
algorithm falsely predicted as negative. 

A. Results 

The deep convolutional neural network algorithms: Dual 
U-net with Resnet encoder, Unet_Resnet, U-net, and Fully 
Convolutional Network (FCN) are used in this work to do the 
segmentation of the image dataset of gastrointestinal polyps. 
The performance of these algorithms is calculated by the 
Intersection over Union (IOU), and Dice Similarity Coefficient 
(DSC) as shown in equation (1) and equation (2) respectively. 
Both the metrics, Dice Similarity Coefficient and Intersection 
Over Union, ranges from 0 to 1. Fig. 4 illustrates a few of our 
results with Unet_resnet, Dual U-net with Resnet encoder, 
FCN, and U-net. 

 
Fig. 4. Results of FCN, U-NET, Unet_Resnet, and Dual U-net with Resnet 

encoder. 

Fig. 4 depicts the results of the segmentation of 
gastrointestinal polyp images using four algorithms. Table I 
shows a comparative study of the performances of these four 
algorithms. 

Table I compares the performances of four algorithms 
based on Dice similarity coefficient (DSC) and Intersection 
over Union (IOU). As shown in the performance table FCN 
achieves less result than U-Net, while Unet_Resnet achieves a 

better result than U-Net. Dual U-net with Resnet encoder has 
achieved higher DSC and IOU than the other three algorithms. 

TABLE I. THE PERFORMANCE OF ALGORITHMS 

Algorithm 
Dice Similarity 

Coefficient (DSC) 

Intersection Over 

Union (IOU) 

FCN 0.8393 0.7243 

U-NET 0.8528 0.7458 

Unet_Resnet 0.8603 0.7570 

Dual U-net with resnet 

encoder 
0.8715 0.8042 

VI. CONCLUSION 

In this work, deep convolutional neural network 
algorithms; U-Net, FCN, Unet_Resnet, and Dual U-net with 
Resnet encoder, are proposed to do segmentation of images of 
the gastrointestinal polyp‟s dataset from the Kvasir-SEG. The 
dataset collected from Kvasir-SEG is divided into three sets 
that are training set, validation set, and test set. Augmentation 
is applied to the training dataset, which increases the number of 
images in the dataset, and helps to improve the performance. 
The performance of the four algorithms of segmentation 
proposed in this work is evaluated by using the Intersection 
Over Union (IOU) and Dice Similarity Coefficient (DSC) 
metrics. Dual U-net with Resnet Encoder achieved DSC and 
IOU of 0.8715 and 0.8042 respectively. The result of the Dual 
U-net with Resnet encoder is compared with the other three 
algorithms, FCN, U-Net, and Unet_Resnet. FCN attained a 
DSC of 0.8393 and IOU of 0.7243. U-Net obtained DSC of 
0.8528 and IOU of 0.7458 and Unet_Resnet acquired DSC of 
0.8603 and IOU of 0.7570. The comparison result clearly 
shows that Dual U-net with Resnet Encoder outperforms the 
other three segmentation algorithms for gastrointestinal polyp 
images. In addition, future work will concentrate on enhancing 
the segmentation algorithm so that more accurate results will 
be achieved, and segmentation will be performed on various 
medical image datasets. 

ACKNOWLEDGMENT 

The publication fees for this paper are funded by Kulliyyah 
of Information and Communication Technology (KICT), 
International Islamic University Malaysia. 

REFERENCES 

[1] P. Prabhu, “Digital Image Processing Techniques – A Survey,” no. May 
2016, 2017. 

[2] B. Idris, “Image Processing Techniques in Computer Vision: An 
Important Step for Product Visual Inspection,” no. November, 2021. 

[3] X. Liu, L. Song, S. Liu, and Y. Zhang, “A review of deep-learning-
based medical image segmentation methods,” Sustain., vol. 13, no. 3, 
pp. 1–29, 2021, doi: 10.3390/su13031224. 

[4] R. Merjulah and J. Chandra, “Segmentation technique for medical image 
processing: A survey,” Proc. Int. Conf. Inven. Comput. Informatics, 
ICICI 2017, no. Icici, pp. 1055–1061, 2018, doi: 
10.1109/ICICI.2017.8365301. 

[5] M. Vardhana, N. Arunkumar, S. Lasrado, E. Abdulhay, and G. Ramirez-
Gonzalez, “Convolutional neural network for bio-medical image 
segmentation with hardware acceleration,” Cogn. Syst. Res., vol. 50, pp. 
10–14, 2018, doi: 10.1016/j.cogsys.2018.03.005. 

[6] M. Billah, S. Waheed, and M. M. Rahman, “An Automatic 
Gastrointestinal Polyp Detection System in Video Endoscopy Using 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

542 | P a g e  

www.ijacsa.thesai.org 

Fusion of Color Wavelet and Convolutional Neural Network Features,” 
Int. J. Biomed. Imaging, vol. 2017, pp. 1–10, 2017, doi: 
10.1155/2017/9545920. 

[7] H. M. Afify, K. K. Mohammed, and A. E. Hassanien, “An improved 
framework for polyp image segmentation based on SegNet 
architecture,” Int. J. Imaging Syst. Technol., vol. 31, no. 3, pp. 1741–
1751, 2021, doi: 10.1002/ima.22568. 

[8] M. Akbari et al., “Polyp Segmentation in Colonoscopy Images Using 
Fully Convolutional Network,” Proc. Annu. Int. Conf. IEEE Eng. Med. 
Biol. Soc. EMBS, vol. 2018-July, pp. 69–72, 2018, doi: 
10.1109/EMBC.2018.8512197. 

[9] A. Mehmood, I. R. Khan, H. Dawood, and H. Dawood, “Enhancement 
of CT images for visualization,” ACM SIGGRAPH 2019 Posters, 
SIGGRAPH 2019, pp. 3–4, 2019, doi: 10.1145/3306214.3338602. 

[10] Nisa, S. Q., & Ismail, A. R. “Comparative Performance Analysis of 
Deep Convolutional Neural Network for Gastrointestinal Polyp Image 
Segmentation,” vol. 8, no. 4, pp. 149–156, 2021. 

[11] Ş. Öztürk, R. Ahmad, and N. Akhtar, “Variants of Artificial Bee Colony 
algorithm and its applications in medical image processing,” Appl. Soft 
Comput. J., vol. 97, 2020, doi: 10.1016/j.asoc.2020.106799. 

[12] W. Bo, W. Ying, and C. Lijie, “Fuzzy clustering recognition algorithm 
of medical image with multi-resolution feature,” Concurr. Comput. 
Pract. Exp., vol. 32, no. 1, pp. 1–12, 2020, doi: 10.1002/cpe.4886. 

[13] S. Sharma and A. Aggarwal, “Content-based retrieval of biomedical 
images using orthogonal Fourier-Mellin moments,” Comput. Methods 
Biomech. Biomed. Eng. Imaging Vis., vol. 7, no. 3, pp. 286–296, 2019, 
doi: 10.1080/21681163.2018.1493619. 

[14] T. Saarinen and G. Petterson, “Image Analysis Techniques,” Track. 
Environ. Chang. Using Lake Sediments, vol. 2, pp. 23–39, 2005, doi: 
10.1007/0-306-47670-3_3. 

[15] Y. Mohamed Y. Abdallah and T. Alqahtani, “Research in Medical 
Imaging Using Image Processing Techniques,” Med. Imaging - Princ. 
Appl. [Working Title], 2019, doi: 10.5772/intechopen.84360. 

[16] W. Khan, “Image Segmentation Techniques: A Survey,” J. Image 
Graph., no. July, pp. 166–170, 2014, doi: 10.12720/joig.1.4.166-170. 

[17] R. P. Nikhil and K. P. Sankar, “A Review on Image Segmentation 
Techniques,” Pattern Recognit., vol. 26, no. 9, pp. 1277–1294, 1993. 

[18] S. Q. Nisa, A. R. Ismail, M. A. B. M. Ali and M. S. Khan, "Medical 
Image Analysis using Deep Learning: A Review," 2020 IEEE 7th 
International Conference on Engineering Technologies and Applied 
Sciences (ICETAS), 2020, pp. 1-3, doi: 
10.1109/ICETAS51660.2020.9484287. 

[19] M. S. Abirami and D. T. Sheela, “Analysis of Image Segmentation 
Techniques,” Int. J. Recent Adv. Eng. Res., vol. 3, no. 3, p. 4, 2014, doi: 
10.24128/ijraer.2017.mn89cd. 

[20] G. Phonsa and K. Manu, A survey: Image segmentation techniques, vol. 
741. Springer Singapore, 2019. doi: 10.1007/978-981-13-0761-4_105. 

[21] P. Malhotra, S. Gupta, D. Koundal, A. Zaguia, and W. Enbeyle, “Deep 
Neural Networks for Medical Image Segmentation,” J. Healthc. Eng., 
vol. 2022, 2022, doi: 10.1155/2022/9580991. 

[22] K. K. Gupta, N. Dhanda, and U. Kumar, “A comparative study of 
medical image segmentation techniques for brain tumor detection,” 2018 
4th Int. Conf. Comput. Commun. Autom. ICCCA 2018, no. December, 
pp. 1–4, 2018, doi: 10.1109/CCAA.2018.8777561. 

[23] A. Banerjee, S. Bhattacharjee, and S. Latib, “Image segmentation using 
region derived triple thresholding,” 2016 3rd Int. Conf. Recent Adv. Inf. 
Technol. RAIT 2016, pp. 429–433, 2016, doi: 
10.1109/RAIT.2016.7507940. 

[24] W. Cao, J. Li, J. Liu, and P. Zhang, “Two improved segmentation 
algorithms for whole cardiac CT sequence images,” Proc. - 2016 9th Int. 
Congr. Image Signal Process. Biomed. Eng. Informatics, CISP-BMEI 
2016, no. 32, pp. 346–351, 2017, doi: 10.1109/CISP-
BMEI.2016.7852734. 

[25] H. Seo et al., “Machine learning techniques for biomedical image 
segmentation: An overview of technical aspects and introduction to 
state-of-art applications,” Med. Phys., vol. 47, no. 5, pp. e148–e167, 
2020, doi: 10.1002/mp.13649. 

[26] S. Ghosh, N. Das, I. Das, and U. Maulik, “Understanding deep learning 
techniques for image segmentation,” ACM Comput. Surv., vol. 52, no. 4, 
2019, doi: 10.1145/3329784. 

[27] M. Mittal, M. Arora, T. Pandey, and L. M. Goyal, Image Segmentation 
Using Deep Learning Techniques in Medical Images. 2020. doi: 
10.1007/978-981-15-1100-4_3. 

[28] A. Khan, A. Sohail, U. Zahoora, and A. S. Qureshi, A survey of the 
recent architectures of deep convolutional neural networks, vol. 53, no. 
8. Springer Netherlands, 2020. doi: 10.1007/s10462-020-09825-6. 

[29] J. Lai, H. Zhu, and X. Ling, “Segmentation of Brain MR Images by 
Using Fully Convolutional Network and Gaussian Mixture Model with 
Spatial Constraints,” Math. Probl. Eng., vol. 2019, 2019, doi: 
10.1155/2019/4625371. 

[30] L. Bi, D. Feng, and J. Kim, “Dual-Path Adversarial Learning for Fully 
Convolutional Network (FCN)-Based Medical Image Segmentation,” 
Vis. Comput., vol. 34, no. 6–8, pp. 1043–1052, 2018, doi: 
10.1007/s00371-018-1519-5. 

[31] M. H. Hesamian, W. Jia, X. He, and P. Kennedy, “Deep Learning 
Techniques for Medical Image Segmentation: Achievements and 
Challenges,” J. Digit. Imaging, vol. 32, no. 4, pp. 582–596, 2019, doi: 
10.1007/s10278-019-00227-x. 

[32] M. Z. Alom et al., “The History Began from AlexNet: A Comprehensive 
Survey on Deep Learning Approaches,” 2018, [Online]. Available: 
http://arxiv.org/abs/1803.01164. 

[33] M. Pashaei, H. Kamangir, M. J. Starek, and P. Tissot, “Review and 
evaluation of deep learning architectures for efficient land cover 
mapping with UAS hyper-spatial imagery: A case study over a 
wetland,” Remote Sens., vol. 12, no. 6, 2020, doi: 10.3390/rs12060959. 

[34] T. Tsuji and S. Arima, Automatic Multi-class Classification of Tiny and 
Faint Printing Defects Based on Semantic Segmentation, vol. 189. 2021. 
doi: 10.1007/978-981-15-5784-2_18. 

[35] Z. Zhang, C. Wu, S. Coleman, and D. Kerr, “DENSE-INception U-net 
for medical image segmentation,” Comput. Methods Programs Biomed., 
vol. 192, p. 105395, 2020, doi: 10.1016/j.cmpb.2020.105395. 

[36] N. Siddique, S. Paheding, C. P. Elkin, and V. Devabhaktuni, “U-net and 
its variants for medical image segmentation: A review of theory and 
applications,” IEEE Access, pp. 82031–82057, 2021, doi: 
10.1109/ACCESS.2021.3086020. 

[37] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional 
Networks for Biomedical Image Segmentation,” Lect. Notes Comput. 
Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes 
Bioinformatics), vol. 9351, no. Cvd, pp. 12–20, 2015, doi: 10.1007/978-
3-319-24574-4. 

[38] M. Habijan, H. Leventic, I. Galic, and D. Babin, “Whole Heart 
Segmentation from CT images Using 3D U-Net architecture,” Int. Conf. 
Syst. Signals, Image Process., vol. 2019-June, pp. 121–126, 2019, doi: 
10.1109/IWSSIP.2019.8787253. 

[39] B. Ait Skourt, A. El Hassani, and A. Majda, “Lung CT image 
segmentation using deep neural networks,” Procedia Comput. Sci., vol. 
127, pp. 109–113, 2018, doi: 10.1016/j.procs.2018.01.104. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

543 | P a g e  

www.ijacsa.thesai.org 

Rapid Modelling of Machine Learning in Predicting 

Office Rental Price  

Thuraiya Mohd
1
, Muhamad Harussani

2
, Suraya Masrom

3
 

GreensAFE (GreSFE) Research Group-Faculty of Architecture-Planning and Surveying-Department of Built Environment Studies 

and Technology, Universiti Teknologi MARA, Perak Branch, Seri Iskandar Campus, 32610 Perak, Malaysıa1 

Centre of Graduate Studies, Universiti Teknologi MARA, Perak Branch, Seri Iskandar Campus, 32610 Perak, Malaysıa2 

Malaysia Machine Learning and Interactive Visualization (MaLIV) Research Group Computing Sciences Study-College of 

Computing-Informatics and Media, Universiti Teknologi MARA, Perak Branch, Tapah Campus, 35400 Perak, Malaysia3 

 

 
Abstract—This study demonstrates the utilization of rapid 

machine learning modelling in an essential case of the real estate 

industry. Predicting office rental price is highly crucial in the 

real estate industry but the study of machine learning is still in its 

infancy. Despite the renowned advantages of machine learning, 

the difficulties have restricted the inexpert machine learning 

researchers to embark on this prominent artificial intelligence 

approach. This paper presents the empirical research results 

based on three machine learning algorithms namely Random 

Forest, Decision Tree and Support Vector Machine to be 

compared between two training approaches; split and cross-

validation. AutoModel machine learning has accelarated the 

modelling tasks and is useful for inexperienced machine learning 

researchers for any domain. Based on real cases of office rental 

in a big city of Kuala Lumpur, Malaysia,  the evaluation results 

indicated that Random Forest with cross-validation was the best 

promising algorithm with 0.9 R squared value.  This research has 

significance for real estate domain in near future, by applying a 

more in-depth analysis, particularly on the relevant variables of 

building pricing as well as on the machine learning algorithms. 

Keywords—Random forest; decision tree; support vector 

machine; rapid prediction modelling; office rental price 

I. INTRODUCTION 

Now-a-days, real estate is becoming more digital, 
automated, and integrated. The fusion of industry 4.0 and 
digital 4.0 includes connected buildings, wearable technology, 
data management for buildings and infrastructure, and smart 
cities. The transformation of the real estate industry was 
improved due to the advancement in data science technologies 
such as analytic technologies [1]. The analytic technologies 
mentioned include Computational Statistics, Artificial 
Intelligence (AI) and Machine Learning. Machine learning is a 
sub-field of AI that can learn and re-learn from data 
exploration and inferences.  Nowadays, these analytic 
technologies have successfully transformed the real estate 
industry to discover various opportunities, particularly by 
developing prediction applications that involve fundamental 
tasks that uncover hidden patterns, unknown correlations, and 
preferences [2]. Despite opportunities, some challenges 
appeared, including gaining adequate skills instantly that 
involves varying knowledge of AI concepts, mathematics, 
programming, and computer technologies. Thus, rapid 
software is useful to them and at the same time benefits the 

expert in accelerating the preliminary analytic tasks. 

Considering real estate markets in general, office building 
markets are more synchronized in terms of exposure to macro-
effects and performance of the real estate within the market. 
The heterogeneity of the office markets makes them more 
complex to analyse [3], [4]. It can be challenging to 
understand the market, for which the property’s price might be 
determined on the market, but it may not always equate with 
the valuation of property in the market [5]. Office markets 
often relate to good investment opportunities since it draws 
much capital but with a substantial return [6]. Despite being a 
well-established investment industry, it has a highly complex 
market structure due to the lack of a central marketplace and 
the individuality of each building. 

Numerous econometric models have been proposed to 
predict the office market performance, especially the rental 
property market. These include office market econometric 
models [5], and the hedonic regression model [6]. Sadly, 
limited success was achieved in finding a reliable and 
consistent model to predict rental property market movements 
over a five-to-ten-year time frame [7]. It was expected that 
lacking market data can be the main problem to fault the 
unreliability of prediction model. Based on the preliminary 
statistical analysis, the collected data of office rentals has a 
few problems of variance insufficient, imbalance with very 
skewed data distribution and most of them are having low 
dependencies to the target data (dependent variable) to be 
relied by the prediction model in generating high accurate 
results. 

Acknowledging the advantages of artificial intelligence 
computing approach that able to learn and redevelop 
knowledge to self-improve the output target from the given 
data, the used of machine learning technique in solving issues 
of real estate industry has started to begin. Even with low-
association dataset, machine learning with the intelligent and 
leaning ability, will use mathematical and heuristics projection 
to self-improve their performances continuously during the 
training stage. Despite the wider used of machine learning in 
various domains of problems, there is still limited work that 
can be found for the real estate industry. This research 
attempted to fill the gap by focusing on the flexible and rapid 
modelling machine learning approach for office rental 
prediction problem. 

This research was funded by NAPREC under grant number 100-

TNCPI/GOV 16/6/2 (027/2021). 
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The contributions of this paper are two-fold. First, it 
demonstrates the use of AutoModel RapidMiner for the office 
rental price prediction model as a rapid modelling in the 
preliminary research activities. Second, it presents a 
comparison of results between two machine learning training 
approaches (split, cross-validation) that developed with 
manual model in RapidMiner and provides discussion on the 
significant findings in the context of office rental domain. 

This paper is organized as follow. The next section II 
presents the literature review of rapid modelling machine 
learning and the state-of-the-arts of research for office rentals 
prediction. The methodology of research is given in section II 
followed with the results and discussion in section IV. The last 
section V provides the conclusion remarks. 

II. LITERATURE REVIEW 

A. Rapid Modelling of Machine Learning 

Rapid modelling has been a long-time concern by 
researchers to solve real-world problems, mainly when 
complex computing techniques are required. In machine 
learning, to support rapid modelling, several tools have been 
introduced, and the most popular is script programming with 
Python or R programming languages [7]. Although this two-
scripting language is considerably easy to utilize with their 
built-in programming libraries, they still need some help for a 
non-computing expert who never learns to program. 

Graphical User Interface (GUI) based rapid modelling is 
easier than programming to implement machine learning. To 
date, some of the popular rapid tools are Weka [8] and 
RapidMiner [9]. Automated machine learning (AML) [10], 
[11] is a promising module in Weka and RapidMiner. Auto-
WEKA is the AML in Weka, while AutoModel is the one 
provided in RapidMiner. AML helps to accelerate the 
modelling tasks by optimizing the machine learning pipelines 
from the input variables (features selections) step, algorithm 
suitability selection and hyper-parameters optimal setting. 
Literature on research that used Auto-WEKA is more 
available than AutoModel RapidMiner. Thus, focusing on 
Auto-Model RapidMiner for this study can provide additional 
benefits to the AML scholarly, mainly to inexpert data 
scientists in various domains. 

B. Office Rent Predictions with Machine Learning 

A number of researchers have used machine learning in 
the real estate or property industry. Researchers in [12] 
presents the real estate opportunities with machine learning 
technique modelling. It was reported that one of the 
advantages of machine learning is for assisting the 
stakeholders in making important decisions related to 
commercial or office building. A significant of finding has 
been presented by researchers in [13] that used machine 
learning technique to estimate the warehouse rental price. 
More interesting, by utilising social media web scraping 
technique, the collected data were analysed with machine 
learning prediction algorithms and hedonic modelling to 
monitor the building rental prices in Shenzhen, China [14]. To 
ensure the development of holistic smart building control 
effectively, researchers in [15] have utilised deep 
reinforcement learning, a recent advance method of machine 

learning. Internet of Things (IoT) is the main elements of 
smart building hence researchers in [16] introduced an 
algorithm named as Random Neural Network (RNN) to make 
used the IoT data to predict the consumption of energy of the 
smart building. Random Forest machine learning for 
forecasting shop rents in Guangzhou, China. To conduct mass 
appraisal in an urban residential area where commercial 
properties are available, researchers in [17] used multiple 
regression and random forest as the proposed methods. 
Similarly, the performances of random forest and multiple 
regression has been reported from the research findings in 
[18]. How the neighbourhood environment can influence peer-
to-peer accommodation when using random forest is the 
finding reported in [19]. It seems that random forest is very 
promising, and it is also one of the suggested algorithms from 
AutoModel used in this research together with Decision Tree 
[20] and Support Vector Machine [21]. To the best of our 
knowledge, rapid modelling on office rental prediction has not 
been reported yet in the current literature. This research filled 
the gap by presenting the precise steps and the comparison of 
results. 

III. METHODOLOGY 

A. The Dataset 

The dataset used in this study is a collection of office 
rentals from the year 2015-2021 in Kuala Lumpur, Malaysia. 
Table I shows the set of features of developing the machine 
learning prediction model. This study uses 21 attributes or 
features as independent variables for office rental prediction. 

TABLE I. FEATURES OF THE OFFICE RENTAL PREDICTION MODEL 

Office Rent Determinants Description 

Building Appearance and Design 
Physical building appearances and 

Design 

Building Age Age of Building 

Amenities and In-house Services 
Amenities and Services Provided by the 

building 

Occupancy Occupancy rate 

Distance to the city centre Distance to the city centre 

Building Frontage 
Building allocation towards the main 

road 

Neighbourhood Characteristics Surrounding areas 

Traffic Condition Traffic Condition (Congested, Free) 

Nearest Public Transport Availability of Public Transport 

Transaction Date Date of Transactions 

Floor Level Rented Floor Level 

Rentable Area Area of premises being rented 

Tenancy Duration Lease duration by the tenant 

Service Charge 
Service Charge towards the building’s 

occupants 

Employment Rate Employment rate by year 

Inflation Inflation by year 

Gross Domestic Product (GDP) Gross Domestic Product by Year 

Finance, Insurance and Real 

Estate (FIRE) 
Business purposes of building 

Green Certificate Green Certification of the building 

MSc Status MSc Certification of the building 

Building Grade Office Building Grading 
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B. Machine Learning Rapid Modelling Framework 

Fig. 1 presents the rapid modeling framework used in this 
research.  On the pre-processing data that was ready to be read 
in RapidMiner, AutoModel was firstly executed. The purpose 
of executing AutoModel is to get suitable machine learning 
algorithms for the dataset and the optimal hyper-parameters.  
The suggested machine learning algorithms are Generalized 
Linear Model, Deep Learning, Decision Tree, Random Forest, 
Gradient Boosted Trees and Support Vector Machine. The six 
sets of experiments can be described as listed in Table II. 
Table III is the optimal hyper-parameters setting suggested by 
the AutoModel. 

 
Fig. 1. Machine learning rapid modeling framework. 

TABLE II. DESCRIPTION OF EXPERIMENT SET 

Experiment set Algorithm Training 

1 Decision Tree Split 

2 Random Forest Split 

3 Support Vector Machine Split 

4 Decision Tree CV 

5 Random Forest CV 

8 Support Vector Machine CV 

TABLE III. ALGORITHMS SELECTION AND OPTIMAL HYPER-PARAMETERS 

List of 

Algorithms 

Maximal 

Depth 

Number of 

Trees 
RBF C 

Error 

Rate 

Decision 

Tree 
15 NA NA NA 10.7% 

Random 

Forest 
20 7 NA NA 26% 

Support 

Vector 

Machine 

NA NA 0.050 1000 43.5% 

As listed in Table III, the lowest error rate for the Decision 
Tree can be achieved for the office rental dataset if the 
maximal depth of the tree is 15. maximal depth defines the 
maximum level of the tree minus 1.  AutoModel has identified 
that the worst error rate was achieved if the maximal depth 
was set to 2. Random Forest has additional hyper-parameters 
as it is an advancement of Decision Tree. Besides maximal 
depth, Random Forest has number of trees. Imagine a forest 
that consists of more than one tree.  AutoModel suggested that 
the optimal values for the number of trees and maximal depth 
were 20 and 7, respectively. The worst error rate achieved was 
42.9% at 140 trees and two maximal depths. Support Vector 
Machine has Radial Basis Function (RFB) Kernal and C 
value. The C parameter instructs the SVM optimization to 
avoid misclassifying each training example. The kernel 
function is used to transform the data, increasing its 
dimensional. This enhancement causes the data to be split with 
a hyperplane with a significantly greater probability and 
establishes a minimal prediction probability error measure 
[22]. The configuration of optimal parameters suggested by 
Auto Model for the Support Vector Machine algorithm is at 
RBF = 0.050, C = 100, and 43.5% error rate. 

C. Training Approaches 

AutoModel used a split training approach that allowed the 
researcher to look at another training approach, namely the 
cross-validation approach. Therefore, based on the AutoModel 
findings, manual machine learning modelling in RapidMiner 
was developed to compare the three machine learning 
algorithms with the optimal setting but with different training 
approaches; split and cross-validation (CV). Fig. 2 presents 
the RapidMiner process for split training, while Fig. 3 presents 
the CV approach. 

 
Fig. 2. Split approach. 

The “Split Data” operator is a custom operator for splitting 
a dataset into training and testing datasets [23]. To configure 
the parameter in the split approach, the researcher will specify 
the ratio of all partitions. The sum of all partitions’ ratios 
should be equal to 1. As for this study, the 0.8:02 ratio was 
used for setting the partitions. Therefore, the training and 
testing datasets constructed from the original dataset were 
80% and 20% of the data, respectively. The next step is to 
include the algorithms in the office rental price prediction 
model by connecting all nodes from the chosen parameters. 
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Fig. 4, Fig. 5 and Fig. 6 present the manual modelling process 
for the tree algorithms with split training.  The Split Data 
operator can be changed to Cross Validation operator for 
implementing CV on each model. 

 
Fig. 3. Cross-validation approach. 

 
Fig. 4. Decision tree with split training. 

 
Fig. 5. Random forest with split training. 

 
Fig. 6. Support vector machine with split training. 

D. Performances Metric 

In developing the office rent prediction model, this study 
deployed two (2) performance measurements, namely the 
Coefficient of Determination “R2” and “Root Mean Square 
Error”. R-Squared is a statistical metric that indicates the 

proportion of the variation explained by the independent 
variables for the dependent variable. The greater the R-
squared, the better the model matches the dataset under 
consideration. R-Squared may be calculated mathematically as 
Equation (1). 

     
 (  ̇  ̂)

 

 (    )
                            (1) 

The metric of root means square error (RMSE) is a 
common way to calculate a model’s error in quantitative data 
prediction. E is no absolute good or bad error level but can be 
identified based on the dependent variable. Generally, the 
range from 0 to 1000 is classified as small, but if the range is 
from 0 to 1, it is classified as no longer being small. In 
evaluating the model, the smaller the value of the root mean 
square error the better the model has produced [24]. Equation 
(2) is to calculate root means square error. 
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 (    ̂ )
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IV. RESULTS AND DISCUSSION 

A. Machine Learning Prediction Results based on Split 

Approach 

Table IV compares the prediction results generated by the 
three different algorithms using the split approach. The 
“observed value” indicates the actual value/the raw rental data 
acquired. The prediction value indicates the value generated 
after considering the optimal parameters, processes, and 
factors involved. 

TABLE IV. SPLIT-DATA PREDICTION RESULTS 

Observed 

Value 

Prediction 

Decision Tree Random Forest 
Support Vector 

Machine 

RM24.53 RM29.20 RM42.67 RM37.50 

RM27.55 RM31.89 RM34.60 RM37.57 

RM24.58 RM35.47 RM27.37 RM41.53 

RM19.85 RM22.42 RM43.09 RM43.80 

RM21.37 RM35.47 RM29.06 RM41.58 

RM21.98 RM32.45 RM26.52 RM39.48 

RM76.84 RM77.47 RM73.72 RM63.35 

RM28.00 RM28.72 RM37.16 RM34.77 

RM29.85 RM23.97 RM35.37 RM41.99 

RM21.37 RM36.28 RM28.44 RM38.78 

An extensive result of the prediction with details is 
provided in the prediction chart, as shown in Fig. 4, 5 and 6.  
The prediction chart depicted in Fig. 4 to 6 was analysed from 
the triangle patterns and the diagonal line. The diagonal line 
indicates the real data/actual office rent values while the 
triangle patterns indicates the prediction generated by the 
algorithms used in this study. The accumulated pattern at the 
diagonal line shows a good prediction. In contrast, the 
deviated pattern from the line showed less accuracy in 
predicting the rent and was considered a prediction outlier. 
The illustrated chart demonstrated that Random Forest (Refer 
Fig. 8) provides the best predictions can be seen through the 
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high accumulation of the triangle patterns to the diagonal line. 
In comparison, Decision Tree algorithms also provide a good 
prediction, as illustrated in Fig. 7. The prediction chart for 
Support Vector Machine, however, depicts scattered triangle 
patterns which indicate high frequencies of outliers when 
predicting office rents, as seen in Fig. 9. To justify Random 
Forest algorithms as the best predictor, this study employed 
another approach in Machine Learning called Cross-
Validation. 

 

Fig. 7. Prediction chart of decision tree (split). 

 
Fig. 8. Prediction chart of random forest (split). 

 
Fig. 9. Prediction chart of support vector machine (split). 

B. Machine Learning Prediction Results based on CV 

Approach 

Table V lists some of the prediction results generated by 
each algorithm using the CV approach. An extensive result of 
the prediction with details is provided in the prediction charts, 
as shown in Fig 10 to 12. 

TABLE V. CROSS-VALIDATION PREDICTION RESULTS 

Observed 

Value 

Prediction 

Decision Tree Random Forest 
Support Vector 

Machine 

RM24.53 RM29.20 RM46.34 RM22.42 

RM27.55 RM31.89 RM34.89 RM39.57 

RM24.58 RM35.47 RM31.37 RM41.53 

RM19.85 RM22.42 RM43.09 RM35.47 

RM21.37 RM35.47 RM29.06 RM41.58 

RM21.98 RM32.45 RM26.52 RM39.48 

RM76.84 RM77.47 RM73.72 RM63.35 

RM28.00 RM28.72 RM37.16 RM34.77 

RM29.85 RM23.97 RM35.37 RM28.72 

RM21.37 RM36.28 RM23.97 RM38.78 

 
Fig. 10. Prediction chart of decision tree (CV). 

 
Fig. 11. Prediction chart of random forest (CV). 
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Fig. 12. Prediction chart of support vector machine (CV). 

The prediction charts of each algorithm with the CV 
approach demonstrate that Random Forest provides the best 
predictions can be seen through the high accumulation of the 
triangle patterns to the diagonal line. In comparison, Decision 
Tree algorithms also provide a good prediction, as illustrated 
in Fig. 4. However, the prediction chart for the Support Vector 
Machine depicts scattered triangle patterns, which indicate 
high frequencies of outliers when predicting office rents. 

C. Performances Comparisons  

Table VI compares the performances of each algorithm 
concerning the training approaches. Overall, the result shows 
that the CV approach provides better results with a higher R2 
correlation value and lower RMSE value than the split data 
approach. The Random Forest algorithm outperformed other 
algorithms regarding office rental price prediction value. It has 
generated the most accurate prediction compared to the 
decision trees and support vector machine. The accuracy of 
prediction generated by random forest was supported through 
the observation of the RMSE value. The lowest RMSE values 
generated by random forest justified a lower error rate when 
predicting a model evaluation; the smaller the value of root 
means square error, the better the model produced. 

TABLE VI. MACHINE LEARNING ALGORITHMS COMPARISONS 

Algorithms 
Split CV 

R
2
 RMSE R

2
 RMSE 

Decision Tree 0.852 80.663 0.876 61.294 

Random Forest 0.883 75.695 0.906 51.859 

Support Vector 

Machine 
0.479 155.465 0.725 120.738 

V. CONCLUSIONS 

This paper presents the review and findings of using 
machine learning algorithms for real data of office building 
rent in Bandar Kuala Lumpur, Malaysia. The rigorous steps 
for rapid machine learning models initiated with AutoModel 
preliminary findings were given in this paper. The suggested 
setting from AutoModel has been used to improve the 
machine learning by using the suggested split training with 
cross-validation technique.  The performances of all machine 

learning algorithms can be improved with the cross-validation 
technique.  However, the findings from this study are limited 
to the tested datasets and therefore require further 
investigation for different types of problems. Notably, this 
study provides new knowledge on the application of machine 
learning in analyzing real estate data, particularly on rental 
values of the office building. By exploring the machine 
learning methods, this study will greatly assist future research 
in solving problems involving prediction and forecasting real 
estate data. 
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Abstract—Due to the linked various matching categories, 

news article categorization are a rapidly increasing field of 

interest in text classification. However, the low-reliability indices 

and ambiguities related to frequently used province classifiers 

restrict success in this field. Most of the existing research uses 

traditional machine learning algorithms. It has weaknesses in 

training large-scale datasets, and data sparseness often occurs 

from short texts. Therefore, this study proposed a hybrid model 

consisting of two models, namely the news article classification 

and the outlier detection model. The news article classification 

model used a combination of two deep learning algorithms (Long 

Short-Term Memory dan Convolutional Neural Network) and 

outlier classifier model, which was intended to predict the outlier 

news using a decision tree algorithm. The proposed model's 

performance was compared against two widely used datasets. 

The experimental results provide useful insights that open the 

way for a number of future initiatives. 

Keywords—News article classification; machine learning; 

outlier detection 

I. INTRODUCTION 

Digital or online news is a form of contemporary news 
where editorial content is distributed over the internet as 
opposed to published via print or broadcast. News or 
information contained in online news portals allows errors to 
occur in grouping/classifying news. For example, news is 
categorized in the infotainment category, while based on the 
content of the news or the words contained in it, the news 
should be categorized in the politics category. Journalists and 
news monitoring companies (media monitoring companies) 
often face problems identifying topics in a very large number 
of news articles around the world [1]. Errors in categorizing or 
classifying information/news can also occur because the 
method used is still manual by reading the entire article to find 
the main topic. This method requires large resources and 
requires the reader's ability to extract the topic of a 
news/information document [2]. This fact shows a discrepancy 
between the news category (or context) and the news content, 
or the meaning discussed or the news topic (as content) in 

categorizing or classifying news. 

The increase in online news makes it difficult for internet 
users to access the content they are interested in, so it is 
necessary to classify news (text) so that it is easily accessible 
[3]. Coupled with the ever-growing volume of news corpus on 
the World Wide Web (WWW), it also creates problems in text 
classification, especially news article classification [4].  

Readers can receive much information on the online news 
portal. Sometimes, they take it for granted without any 
selection of information. On that basis, much of the current 
information media classifies the categorization before 
dissemination to the general public. This classification is 
useful to make it easier for people to find the desired 
information. The classification of news articles often suffers 
from ambiguity due to the various categories that fit and the 
weak reliability performance of most classification systems 
used, resulting in low efficiency [5]. Therefore, automatic 
news (text) classification needs to be developed because 
manual work is no longer effective. If it is done automatically, 
people will not be asked to think about which category the 
news belongs to [2]. The ability to classify texts (news) into 
certain categories is very helpful in dealing with information 
overload [6]. Multilabel text classification is an activity to 
categorize text into one or more categories [7]. 

Recurrent Neural Network (RNN) is one of the most 
popular architectures used in Natural Language Processing 
(NLP) because the recurring structure is suitable for 
processing text with long variables [7]. Meanwhile, the Long 
Short-Term Memory (LSTM) was developed to solve the 
exploding and vanishing gradient problems that can be 
encountered during traditional RNNs training. Classification 
of online news texts using LSTM was utilized in this study 
because the LSTM structure is a complete series or cannot be 
cut since cutting text document structure changes the meaning 
of the sentence. Word embedding was used as an input feature 
in the LSTM before classifying the text. Apart from 
RNN/LSTM, Convolutional Neural Network (CNN) has also 
achieved excellent results in the NLP field. CNN can be 
combined with word vectors in topic classification and 
semantic analysis to achieve good results [8]. The CNN input 
matrix only extracts the word vector matrix from the word 
detail level and ignores the overall semantic feature expression 
from the text breakdown level, which leads to an incomplete 
representation of text features and can affect the accuracy of 
text classification [9]. 

This study aims to evaluate how extractive summary of the 
text (news content) and context (similarity of words and 
relationships between words) can help filter important 
information from the text either for readers or consumption 
models in classifying online news in English. The word 
embedding method is used to represent words in vector space 
in content-based and context-based representations. The 
method used in content-based representation is Latent 
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Semantic Analysis (LSA) and Singular Value Decomposition 
(SVD), while in context-based representation, the technique 
used is Word2Vec. In addition to the classification 
performance of news articles, outlier detection is also the 
focus of this research since outlier detection is very closely 
related to the text classification process [10]. Outliers are 
abnormal patterns or events that do not match the expected 
events or patterns [11]. Outlier detection is used to detect 
news that does not fit the category of news articles. The 
research results are expected to be used by news management 
agencies on online news portals to classify news articles 
according to their categories and filter or block if they are 
found to contain outliers. In addition, automatic 
news/information categorization is very important for 
handling multi-label news article classification in online 
portals [6]. 

The remainder of this work is structured systematically. 
The second section provides brief overviews of text 
classification (or news article categorization) approaches. The 
research approach for the experiments is presented in 
Section III. The outcomes of the experiments are reported in 
Section IV, while the conclusion is presented in Section V. 

II. RELATED WORKS  

Relevant research related to text classification has been 
carried out in previous studies in accordance with the process 
of classifying texts or online news articles, including: 

 The research of Stein et al. [12] analyzed presentation 
text (i.e., GloVe, word2vec, and fastTex) with a 
combination of classification models (i.e., fastText, 
XGBoost, SVM and CNN) for hierarchical text 
classification (HTC) using the RCV1 dataset. The 
analysis results showed that fastText was a 
classification method that provided very good results 
as word embedding, although the amount of data 
provided was relatively small. The precision, recall and 
F1 measure values were 0.920, 0.922, and 0.920, 
respectively. In contrast, our study focuses on deep 
learning to classify news articles based on their 
categories and machine learning for outlier detection. 

 Shao et al. [13] experimented with the word2vec and 
doc2vec features for a clinical text classification task 
and compared the results with the traditional bag-of-
words (BOW) feature. Learning showed that the 
word2vec feature performed better than the BOW-1-
gram feature. In combination sets that were larger than 
six modalities (i.e., acupuncture, biofeedback, guided 
imagery, meditation, tai-chi and yoga), BOW-1,2-gram 
had better performance compared to the other feature 
extraction, with an area under curve (AUC) value of 
0.91 and an accuracy of 0.85 specifically for the guided 
imagery. Meanwhile, in the smaller individual 
modality set, word2vec performed better compared to 
the other feature extraction, with AUC values between 
0.80-0.93 and accuracy values between 0.82-0.86. The 
dataset used by Veterans Affairs (VA) electronic 
medical records (EMR) was stored in the Veterans 
Administration Informatics and Computing 

Infrastructure (VINCI) database. In contrast, this 
research only utilized word2vec in feature extraction.  

 Research by Yan et al. [14] proposed the LSTM2 
model for document classification consisting of 
repLSTM for the adaptive data representation process 
and rankLSTM for the integrated learning ranking 
process. In repLSTM, the supervised LSTM was used 
to study document representation by inserting label 
documents. In rankLSTM, the order of document 
labels was rearranged according to the semantic tree, 
where the semantics were compatible with and 
conformed to LSTM sequential learning. The word 
embedding used was BoW, and the dataset was taken 
from Bio (10C), email and News. The model achieved 
F1 Measure results of less than 75% in document 
classification tasks [14]. Meanwhile, the research in the 
article builds the news article classification model 
using LSTM+CNN. 

 Gao et al. [9] proposed a text feature that combined the 
word2vec neural network model and the Latent 
Dirichlet Allocation (LDA) document topic model. 
Word2Vec and LDA represented the matrix model. 
The feature matrix was entered into a CNN for 
convolution pooling, and text classification 
experiments were performed. The experimental data 
come from the Sogou corpus text classification lab 
with 8,000 documents from sports, military, tourism, 
finance, IT, real estate, education, entertainment, and 
eight categories of 1000 experiments. The 
experimental results suggested that the proposed matrix 
model had a better classification effect than the 
traditional text classification method based on 
word2vec and CNN. At the level of text classification 
accuracy, the recall rate and F1 of the three evaluation 
indicators increased by 8.4%, 8.9% and 8.6% [9]. The 
similarity between the previous and current studies is 
that both use Word2Vec and LDA in feature 
extraction. 

 Other research conducted by Yuan et al. [15] proposed 
a weighted word2vec, adding an attention mechanism 
to the LSTM model for emotion classification. After 
the text information was encoded into the word vector 
by word2vec, the weight matrix was combined with 
TFIDF to form the LSTM input. The dataset used is 
English data set and Chinese data set. The English 
dataset is an IMDB film review set consisting of 
25,000 movie data, positive and negative values of 
12,500 texts each. The Chinese dataset was collected 
from the hotel review corpora (Chn Senti Corp.) with 
6000 data where the positive and negative values were 
3,000 texts each. The experimental results showed that 
this method had a precision, recall and F1 measure of 
0.87, respectively [15]. In contrast, the research in the 
article builds the news article classification model 
using LSTM+CNN. 

 Subsequent research by Wang et al. [14] investigated 
label embedding for text representation and proposed a 
label-embedding attentive model. The model 
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embedded words and labels in the same merged space 
and measured the compatibility of word-label pairs to 
attend to document representation. The learning 
framework was tested on five datasets (i.e., AGNews, 
Yelp Review Full, Yelp Review Polarity, DBPedia and 
Yahoo! Answers Topic) and clinical text applications. 
The investigation results indicated that the proposed 
LEAM (Label-Embedding Attentive Model) algorithm 
required much lower computational costs, and 
achieved better performance compared to CNN, 
LSTM, Simple Word Embeddings-based Models 
(SWEM) and bi-directional blocks self-attention 
network (Bi-BloSAN). Following predictive 
performance [16], F1 and micro mean area was 0.91 
and macro average was 0.88 under the ROC (AUC) 
curve, and precision at n (P@n) was 0.61. In contrast, 
the 
research in the article builds the news article 
classification model using LSTM+CNN. The similarity 
between the previous and current studies is the use of 
ROC (AUC) curve to evaluate the model. 

 Sun & Chen [17] designed a short text classification 
method based on word vectors and the proposed LDA 
topic model by considering the combined weighting 
factors of grammatical categories and high frequency 
topic words. In this method, Gibbs sampling was used 
to train the LDA topic model based on the weight of 
the part of speech. The model was exercised using the 
word vector Wor2vec and vectorized with high 
frequency topics. Then, the ex-tend text feature was 
tested.  After expanding the feature, the SVM 
algorithm was used to classify the extended short text, 
and the classification results were evaluated using 
Precision (83.6), F1-score (84.4), and recall (85.4). The 
dataset was taken from the news corpus provided by 
Sogou Lab, which consisted of a total of 6,000 titles 
after being extracted, divided into six categories: 
computer, health, sports, tourism, education and 
military. Each category had 1000 essays, which was 
less than 200 words and belonged to text data short 
[17]. The similarity between the previous and current 
studies is that both used Word2Vec and LDA in feature 
extraction, but the algorithm used in classification was 
different.  

 Xu et al. [18] proposed a new topic-based skip-gram 
neural language model to study topic-based word 
embedding for indexing biomedical literature with 
CNN. Topic-based skip-grams utilized textual content 
with topic models, for example, LDA, to capture topic-
based precise word relationships and then integrated 
them into distributed word embedding learning. The 
combination of topic-based Skip-grams and 
multimodal CNN architecture outperformed advanced 
methods in indexing biomedical literature, annotating 
clinical records, and general textual dataset 
classification. The performance of the model was 
measured using the F1 score with a value of 82.7% 
[18]. In contrast, the research in the article builds the 
news article classification model using LSTM+CNN. 

 In this study, we present a new active learning method 
for text categorization. The main goal of active 
learning is to reduce labeling effort without 
compromising classification accuracy by intelligently 
choosing which samples to label. The proposed method 
selects an informative sample set using the posterior 
probabilities provided by a set of multi-class SVM 
classifiers, and these samples are then manually labeled 
by an expert. The datasets used are public datasets in 
the text category (TC), namely Reuters-21578 
document (R8), 20ng dataset and WebKB collection. 
Word embedding used was TFIDF. The accuracy of 
each dataset varies where R8, 20ng and WebKB had 
values of 83.33%, 43.79% and 53.07%, respectively 
[19].  

 Verma [3] compared four very prominent algorithms 
for news classification, namely Naïve Bayes (NB), 
SVM, Random Forest and Multi-layer Perceptron 
(MLP) Classifier. Compared to the other approaches, 
Naïve Bayes is likely to be a better approach to serve 
as a text classification model because of its 
homogeneity. The paper proposed news classification 
by comparing four classifiers in which several different 
types of news have been classified, such as business & 
finance, sports, politics & policy, criminal justice, and 
health [3]. In contrast, the research in the article builds 
the news article classification model using 
LSTM+CNN. 

 Next, Azan et al. [20] analyzed the performance of the 
classification algorithm using the Scopus dataset. In 
text classification, classification and feature extraction 
from documents using the extracted features were the 
main problems in reducing performance of different 
algorithms. The performance of classification 
algorithms such as NB and K-Nearest Neighbor (K-
NN) showed a better improvement using Bayesian 
boost and bagging. Data preprocessing and cleaning 
steps were induced on the selected data set, and class 
imbalance issues were analyzed to improve the 
performance of the text classification algorithm. The 
overall accuracy of NB and KNN was 71.11% and 
78.67%, respectively. The experimental results showed 
that KNN's performance was better than NB's [20]. Our 
study builds the news article classification model using 
LSTM+CNN, while the previous research builds the 
model using a machine learning algorithm. 

 Wongso et al. [2] analyzed the suitable algorithm to 
classify news articles in Indonesian automatically. The 
dataset was retrieved using a web crawling method 
from www.cnnindonesia.com. The document first 
underwent several text preprocessing methods (i.e., 
lemmatization and stop word removal), followed by 
applying feature selection (i.e., term frequency-inverse 
document frequency (TF-IDF) and singular value 
decomposition (SVD) algorithms) and classification 
algorithms for Multinomial Nave Bayes, Multivariate 
Bernoulli Naïve Bayes, and Support Vector Machine. 
The test results suggested that the combination of TF-
IDF and Multinomial Naïve Bayes Classifier gave the 
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highest results compared to the other algorithms, with a 
precision of 0.9841519 and a recall of 0.9840000. The 
results outperformed previous similar studies that 
classified Indonesian-language news articles with an 
accuracy of 85% [2]. The previous research builds the 
model using a machine learning algorithm, while the 
current study builds the news article classification 
model using LSTM+CNN.  

 Fagbola et al. [4] evaluated the accuracy and efficiency 
of the computational time of Kolmogorov Complexity 
Distance Measure (KCDM) and Artificial Neural 
Network (ANN) for large-dimensional news article 
classification problems. Dataset used by British 
Broadcasting Corporation (BBC) News. The dataset 
consisted of 2225 news articles in five categories: 
politics (417), sports (511), entertainment (386), 
education and technology (401) and business (510). 
Porter's algorithm was used for words stemming after 
tokenization and deletion of stop words, and 
Normalized Term Frequency–Inverse Document 
Frequency (NTF-IDF) was adopted for feature 
extraction. Experimental results showed that ANN 
performed better in terms of accuracy while KCDM 
produced better results than ANN in terms of 
computational time efficiency [4]. The similarity of the 
previous study with the current study is that both 
utilized BBC dataset to evaluate the model. 
Nevertheless, the algorithm used in the feature 
extraction is different. 

 Sunagar & Kanavalli [21] dealt with the complexities 
involved in the text classification process. The 
experiment was carried out with the implementation of 
the RNN+LSTM+Gated Recurrent Unit (GRU) model. 
This model was compared with RCNN+LSTM and 
RNN+GRU. The model was tested using the GloVe 
dataset. The accuracy and recall obtained from the 
models were assessed. The F1 score was used to 
compare the performance of the two models. The 
hybrid RNN model had three LSTM layers and two 
GRU layers, while the RCNN model contained four 
convolution layers and four LSTM levels, and the 
RNN model contained four GRU layers. The weighted 
average for the hybrid RNN model was found to be 
0.74, RCNN+LSTM was 0.69, and RNN+GRU was 
0.77. The RNN+LSTM+GRU model showed moderate 
accuracy in the initial epoch, but the accuracy slowly 
increased as the epoch increased. In contrast, the 
research in the article builds the news article 
classification model using LSTM+CNN. 

Several related studies (review papers) on text 
classification suggest that machine learning algorithms are 
generally used for text classification combined with word 
embedding models. Text classification using a deep learning 
method that combines RNN/LSTM and CNN is still limited. 
In this study, we proposed a hybrid modeling (RNN/LSTM + 
CNN) with a word embedding feature (i.e., Word2vec + 
LSA/SVD) for news text classification and coupled with a 
model for outlier detection using machine learning algorithms, 
especially the decision tree algorithm. 

III. METHODOLOGY 

The hybrid model developed in this study consisted of two 
models, namely a classification model using a deep learning 
algorithm (i.e., RNN/LSTM+CNN) and an outlier detection 
model using a machine learning algorithm (i.e., decision tree). 
LSTM-CNN was used to classify news articles based on 
Word2Vec-based context and LSA/SVD-based content. The 
outlier detection model was intended to predict which news 
was an outlier. Before the dataset was ready to be used for 
modeling, the dataset needed to be processed in several stages, 
such as text processing, data sharing into training and testing 
data, and feature extraction (word embedding) contained in 
news texts. After the data was ready to be used, the data was 
used for model training, which was then employed for data 
testing to validate the prediction results of the two models. In 
general, the hybrid model developed is presented in Fig. 1. 

 
Fig. 1. Hybrid model framework 

The classification results from the LSTM+CNN model 
was used as input in the outlier detection process. There would 
be errors (outliers) from the classification results generated by 
the model. For example, if a news item had topic A, the model 
might predict the probability that the news would be classified 
as topic B. Specifically, the use of the term “topic” in the 
research referred to content. Later, each news item would be 
labeled as an outlier or not an outlier. Furthermore, if topic A 
is at number 0.4, then there will be an error of 0.6. Once the 
error calculation result was obtained, the root mean square 
error (RMSE) for the entire dataset could be calculated. 
Sample/raw data that had an error of more than the RMSE 
would be categorized as an outlier. The outlier labeling 
enabled us to build an outlier classification model. 

A. Text Preprocessing 

The stages of text preprocessing news articles from raw 
data to ready-to-use data consisted of four stages (as presented 
in Fig. 2), namely deletion of symbols and numbers, 
tokenization, deletion of stop words, and lemmatization. The 
removal of symbols and numbers was done because symbols 
and numbers did not have a special meaning that was 
correlated with the topic of the news. Then, tokenization was 
done to break sentences or paragraphs in the news into chunks 
of words so that the model could read them. Furthermore, 
words with no meaning, such as subject (I, he, she, etc.), were 
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removed to reduce noise in the data. Finally, lemmatization 
was used to reduce the word form to its simplest form, such as 
“eating” to “eat”. 

 
Fig. 2. Stages of text preprocessing 

B. Feature Extraction 

The news text that had been cleaned was not yet fully 
usable by the model. Feature extraction was used to extract 
information from the text. The feature extraction stages are 
presented in Fig. 3. This research used two extraction 
methods, namely context and content-based information/news 
extraction. The Word2Vec model was used to extract context-
based information. Each word from the text processing above 
was converted into a 100-dimensional vector. A window of 
value 5 was used to obtain the vector, meaning that five 
surrounding words would be used to understand the context of 
a word in the paragraph. The results of the Word2Vec model 
were vectors with dimensions of 100, with the number of 
vectors as many as the number of words contained in the 
training data. 

 
Fig. 3. Stages of feature extraction 

The method used to extract content-based news was the 
SVD model. This model broke down the matrix of words 
obtained from the text processing results into three matrices, 
namely a matrix containing the relationship between news and 
words, a matrix containing the relationship between news and 
topics, and information containing the relationship between 
topics and words. The matrix used was the relationship matrix 
between topics and words so that each word had a vector 
containing information about its relationship to the topics. 
After obtaining two types of vectors from the results of 
Word2Vec and SVD, the two outputs were combined into one 
vector. This vector was called the embedding vector, which 
represented one word. 

C. Hybrid Model of LSTM+CNN Architecture 

Fig. 4 presents the architecture of the classification model 
of the Hybrid model using two deep learning algorithms (i.e., 
RNN/LSTM+CNN). 

 
Fig. 4. Hybrid model architecture 

Embedding vector from feature extraction was used in 
LSTM-CNN modeling as an embedding layer. When there 
was news used as model input, every word in the news would 
be transformed into the corresponding embedding vector. 
Then, the embedding vector became the LSTM input layer. 
The LSTM cells used were 64 cells. The output of each LSTM 
cell would be used as the CNN input layer, with a filter size of 
100, a kernel size of 2, and a ReLu activation function. The 
CNN output matrix was inserted into the max pooling layer to 
reduce noise in the output. After the noise in the output was 
reduced, the output, which had been converted into a 1-
dimensional vector in the flattened layer, can be input to a 
fully connected neural network (NN). Here, we use 2 NN 
layers, where the first layer had 16 nodes and the ReLu 
activation function, while the second layer had the number of 
nodes corresponding to the number of topics in the data. The 
softmax activation function was used in the second layer to 
obtain the output in the form of the probability of each topic 
(content). 

D. Model Evaluation 

The ROC curve provides a graphical representation of the 
performance of the classifier. The ROC curve was generated 
by calculating and plotting the TPR against the false positive 
rate (FPR) for a single classifier at various thresholds. The 
TPR and FPR equations are presented in equations 1 and 2. 

TPR = Sensitivity = TP/(TP + TN)                  (1) 

FPR = 1 – Specificity = FP/(FP + TN)                 (2) 

Where TP is the number of true positives and FN is the 
number of false negatives. TPR is a measure of the probability 
that an actual positive event will be classified as positive. FP 
is the number of false positives and TN is the number of True 
Negatives. FPR is a measure of how often a "false alarm" will 
occur or how often an instance of a true negative will be 
classified as positive. 

Visualization of ROC curve uses AUC. The higher the 
AUC score, the better the classifier performs for a given task. 
ROC curve with AUC score is presented in Fig. 5. 
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Fig. 5. ROC curve with AUC score 

The classification category based on the ROC Curve value 
is shown in Table I [22]. In general, an AUC score of 0.6 - 0.7 
indicates poor classification performance (failure), 0.7 - 0.8 is 
considered acceptable, 0.8 - 0.9 is considered very good and 
more than 0.9 is considered extraordinary. Model category 
based on ROC curve value [23] is presented in Table I. 

TABLE I.  MODEL CATEGORY BASED ON ROC CURVE 

Accuracy  Category 

0.90 – 1.00 Excellent Classification 

0.80 – 0.90 Good Classification 

0.70 – 0.80 Fair Classification 

0.60 – 0.70 Poor Classification 

0.50 – 0.60 Failure Classification 

IV. EXPERIMENTAL RESULT 

A. News Classification 

The architecture used to build the model with the AGNews 
dataset consisted of: (1) Embedding matrix (the result of 
extracting content and context information that was carried out 
in the previous stage) with input size = 100; (2) LSTM with 
64 nodes = 64; (3) CNN with parameters: filter = 100, kernel 
= 2, number of strides = 1, padding = valid, activation 
function = Relu; (4) Pooling; (5) Flatten; (6) Dense hidden 
layer with number of nodes = 16 and activation function = 
Relu; (7) Dropout rate = 0.5; (8) Dense hidden layer with the 
number of nodes = 4 (according to the number of targets) and 
the activation function = softmax. Meanwhile, the hybrid 
architecture model for the BBC News dataset, which were 
points 1 to 7, was the same as the AGNews dataset. The 
difference between the two dataset was in point 8. The dense 
hidden layer was used in BBC News with five nodes 
(according to the number of targets). This step was done to 
achieve the best set of hyperparameters by performing 
hyperparameter tuning. 

The next step was the model fitting. This stage conducted 
model training, which would be stopped if there was no 
increase in the accuracy value in data testing for 10 iterations 
(epochs). The modeling results were then stored (Table II). 

TABLE II.  HYPER PARAMETERS 

Layer (type) Output Shape Param # 

Embedding_2 (Embedding) (None, 100, 104) 6533800 

Lstm_2 (LSTM) (None, 100, 96)            77184 

Conv1d_2 (Conv1D)            (None, 97, 100)            38500 

Global_max_pooling1d_2 

(GlobalMaxPooling1D) 

(None, 100) 0 

Flatten_2 (Flatten) (None, 100) 0 

Dense_4 (Dense) (None, 10) 1010 

Dense_5 (Dense) (None, 4) 44 

Total params: 6,650,538 

Trainable params: 6,650,538 

Non-trainable params: 0 

After the hybrid model was built using training data with 
hyperparameter tuning, the model was evaluated using the 
confusion matrix (CM) and ROC curve. The test results after 
235 iterations showed a loss value of 0.2818, accuracy of 
0.9065, test loss of 0.28183448, test accuracy of 0.90653336. 
The CM on the model with the AGNews dataset suggested 
that the data had been predicted correctly for each actual label, 
as shown in Table III. 

TABLE III.  CM OF AGNEWS DATASET 

Accuracy 

90.65 

Confu-

sion 

Matrix 

Label World Entertainment Sport Business 

World 6620 232 373 256 

Entertainment 65 7250 45 73 

Sport 199 83 6703 595 

Business 219 62 602 6623 

The evaluation model using the CM on BBC News is 
presented in Table IV. 

TABLE IV.  CM OF BBC NEWS DATASET 

Accuracy 

0.85 

Confu-

sion 

Matrix 

Label Entertain- 

ment 

Tech Politics Business Sport 

Entertain- 

ment 

64 2 1 14 0 

Tech 2 52 0 6 0 

Politics 0 2 49 12 0 

Business 3 2 5 76 0 

Sport 1 0 1 5 76 

The accuracy of the test on the AGNews dataset was 91%, 
the ROC curve value was 0.9832 and the training validation 
had a loss value of 0.1146 and an accuracy of 0.9611 
(96.11%). The results of accuracy in training, testing and 
validation as well as the ROC curve value suggested that the 
model had good performance. The ROC curve for AGNews is 
presented in Fig. 6. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

556 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 6. ROC curve of the AGNews dataset 

The ROC Curve of the BBC News dataset is presented in 
Fig. 7. 

 
Fig. 7. ROC curve of the BBC News dataset 

The ROC curve showed the visualization between TPR 
and FPR. The classifier that provides the curve closer to the 
top left corner (perfect classifier) exhibits better performance. 
The closer the curve is to the 45-degree diagonal of the ROC 
space, the less accurate the classifier is. 

TABLE V.  PERFORMANCE EVALUATION OF TWO DATASET 

Model Class Precision Recall F1-

score 

Support 

AG 

News 

World 0.93 0.88 0.91 7481 

Entertainment 0.95 0.98 0.96 7433 

Sport 0.87 0.88 0.88 7580 

Business 0.88 0.88 0.88 7506 

Accuracy 0.91 30000 

Model Class Precision Recall F1-

score 

Support 

BBC 

News 

Entertainment 0.91 0.79 0.85 81 

Tech 0.90 0.87 0.88 60 

Politics 0.80 0.78 0.82 6 

Business 0.67 0.88 0.76 86 

Sport 1.00 0.92 0.96 83 

Accuracy 0.85 373 

The model was trained and tested against two datasets, 
namely the AGNews and BBC News datasets. The results of 
the model evaluation showed that the LSTM+CNN hybrid 
model had excellent accuracy (as presented in Table V) and 
ROC AUC scores. 

B. Outlier Detection 

The first step in outlier detection is processing error data. 
At this stage, the prediction results of the error model will be 
collected into 1 (one) separate data frame consisting of test 
topics and train topics. The magnitude of the error is 
calculated through the equation: error = 1 – max(xi), 
i∈{1,2,3,4}error = 1 – max(xi), i∈{1,2,3,4}, where x_i denotes 
the highest probability score that the model assigns. In this 
formulation, each prediction error can be calculated by the 
magnitude of the error, so that the RMSE error data can be 
calculated. The size of the RMSE dataset error was 0.93. 
Fig. 8 shows error data train, while Fig. 9 shows error data test 
on the AGNews dataset. 

 
Fig. 8. Error data train on AGNews 

 
Fig. 9. Error data test on AGNews 

The amount of data with an error greater than the RMSE 
was around 65% and this data would be considered as an 
outlier. Fig. 10 shows error data test on the AGNews dataset. 

 
Fig. 10. Error data test on BBC News 

To predict whether a news item is an outlier, two types of 
systems were designed. In the first system (Fig. 11), the 
outlier classifier model was installed separately from the 
LSTM+CNN hybrid model. As for the second system (Fig. 
12), the meta-modeling principle was used, namely the outlier 
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classifier model using the prediction results of another model 
(the LSTM+CNN hybrid model for this case) to determine 
whether a news item is an outlier news or not. Decision tree 
models were used in both systems to determine which system 

had the best performance in determining outliers. 

 
Fig. 11. The First Model of the classification of news outliers 

 
Fig. 12. The second model of the classification of news outliers 

C. Validation Model 

Validation models of the two classification models are 
presented in Fig. 13. Fig. 13 shows that system 2 is far 
superior to system 1. In system 1, the ROC AUC score was 
only around 0.5-0.6, meaning that the model predictions were 
not much different from the random prediction results. 
However, in system 2, the ROC AUC score could reach 0.8 - 
0.9, indicating that by obtaining input from the probability 
prediction results of the LSTM-CNN hybrid model, the outlier 
classifier model can properly determine whether a news item 
is an outlier news or not. 

 
Fig. 13. Comparison of outlier news classifications 

D. Comparative Study 

Table VI is a comparison of previous research related to 
news article classification. The results of the performance 
evaluation of training and testing of the developed hybrid 
model showed better results. Based on the ROC curve, the 
hybrid model developed is in the excellent classification 
category. This can prove that the hybrid model with 
RNN/LSTM+CNN architecture and feature extraction 
Wor2Vec+LSA/SVD can be utilized as a good method for 
classifying sequential text. Furthermore, the hybrid model 
developed can perform news outlier detection well. The last 
two approaches in Table VI are the current research results 
(presented in bold). 

TABLE VI.  COMPARISON WITH PREVIOUS RESEARCH 

Word  

Embedding 

Text Classification 

Strategies 

Dataset Result 

GloVe 

[21] 
 RNN + LSTM + 

GRU 

 RCNN+ LSTM 

 RNN+GRU 

GloVe Accuracy = 

0.74 

Accuracy = 

0.69 

Accuracy = 

0.77 

GloVe, word2vec, 

and fastText 

[12] 

CNN, SVM, 

XGBoost 

RCV1 Precision 

value = 0.92, 

Recall = 0.92 

and F1 

measure = 

0.920 

Word2Vec, doc2vec, 

BoW 

[13] 

SVM VINCI AUC value 

between 0.80 

-0.93 and 

accuracy 

value 

between 

0.82-0.86 

BoW 

[14] 

LSTM2: repLSTM 

and rankLSTM 

Bio (10C), 

email and 

News 

F1 Measure 

less than 

75% 

Word2Vec +LDA 

[9] 

 

CNN Sogou 

Corpus text 

classificatio

n Lab 

 

Accuracy = 

0.84, recall = 

0.89 and f1-

score = 0.86 

Word2Vec + TF-IDF 

[15] 

 

Att-LSTM IMDB film 

review and 

hotel review 

corpora 

Precision 

value = 0.87, 

recall = 0.87 

and F1 

measure = 

0.87 

 

[24] 

Label-Embedding 

Attentive Model 

(LEAM) 

AGNews, 

Yelp Review 

Full, Yelp 

Review 

Polarity, 

DBPedia and 

Yahoo! 

Answers 

Topic 

F1 micro 

average = 

0.91 and 

macro 

average = 

0.88 under 

the ROC 

(AUC) 

curve, 

precision = 

0.61 

LDA + Word2Vec 

[17] 

SVM Corpus News Precision value 

= 83.6, F1-

score = 84.4 

and recall = 

85.4. 

LDA 

[18] 

Skip-Gram and 

CNN 

Biomedical  

literature, 

F1 score = 

82.7%. 
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clinical 

record 

annotation 

TF-IDF 

[19] 

SVM Reuters-

21578 

document 

(R8), 20ng 

dataset and 

WebKB 

collection 

The accuracy 

of the dataset 

varies R8 = 

83.33%, 

20ng = 

43.79% and 

WebKB = 

53.07 

[3] Naïve Bayes, SVM, 

Random Forest, 

MLP Classifier 

News 

categories 

The Support 

Vector 

Classifier 

has the 

highest 

accuracy of 

0.6134 

TF-IDF 

[20] 

Naïve Bayes (NB) 

and K-Nearest 

Neighbor (K-NN) 

Corpus 

Dataset 

Naïve Bayes 

accuracy is 

71.11%, and 

KNN is 

78.67%. 

TF-IDF dan SVD 

[2] 

Multinomial Nave 

Bayes, Multivariate 

Bernoulli Naïve 

Bayes, and Support 

Vector Machine 

CNN 

indonesia 

TF-IDF and 

Multinomial 

Naïve Bayes 

Classifier 

provide the 

highest 

results 

compared to 

other 

algorithms, 

with a 

precision of 

0.9841519 

and a recall 

of 0.984 

Normalized TF-IDF 

(NTF-IDF) 

[4] 

Kolmogorov 

Complexity 

Distance Measure 

(KCDM) and ANN 

British 

Broadcastin

g 

Corporation 

(BBC) 

News 

ANN 

performs 

better in 

terms of 

accuracy 

while 

KCDM 

produces 

better results 

than ANN in 

terms of 

computation

al time 

efficiency. 

Word2Vec+LSA/SV

D 

RNN/LSTM+ 

CNN 

AGNews 

BBC News 

AGNews 

Accuracy = 

0.91, BBC 

News 

accuracy = 

0.85, 

AGNews 

ROC curve 

between 

0.98 – 1.00; 

BBC News 

ROC curve 

between 

0.94 – 0.99.  

Word2Vec+LSA/SV

D 

News 

Classification 

(RNN/LSTM+CN

N) & Outlier 

Detection 

AGNews 

BBC News 

AGNews: 

Accuracy = 

0.92 and 

ROC curve 

= 0.89; BBC 

(architecture 2) News: 

Accuracy = 

0.71 and 

ROC curve 

= 0.8 

V. CONCLUSION 

In this study, we developed a hybrid model consisting of 
two models: the news classification model (news categories) 
and the outlier classification model. The news classification 
model employed a deep learning algorithm (i.e., LSTM+CNN) 
based on the context and content of a news story. Meanwhile, 
the outlier classifier model was intended to predict which 
news is an outlier. The datasets used for modeling were 
AGNews and BBC News. The Word2Vec model was used to 
extract context- and content-based news using the SVD 
model. Our results on AGNews showed an accuracy of 0.91 
with a ROC curve score of 0.97, while BBC News had an 
accuracy value of 0.86 with a ROC curve score of 0.96. These 
results suggested that the hybrid model had excellent accuracy 
and ROC AUC scores. 

The process of labeling news included the detection of 
outliers. The predicted data from the LSTM-CNN model was 
used and tested with two types of models. First, the outlier 
classifier model was installed separately from the LSTM-CNN 
hybrid model. The second model used the meta-modeling 
principle, namely the outlier classifier model using the 
prediction results of another model (LSTM-CNN hybrid 
model). The algorithm used in the outlier classification model 
was a decision tree. Of the two models tested, the second 
model was far superior to the first model. In the first model, 
the ROC AUC score was only around 0.5-0.6, which indicated 
that the model predictions were not much different from the 
random prediction results. However, in the second model, the 
ROC AUC score could reach 0.8 - 0.9, meaning that by 
obtaining input from the probability prediction results of the 
LSTM-CNN hybrid model, the outlier classifier model could 
properly determine which news item was an outlier, with 
accuracy values of 0.71 and 0.92 for BBC News AGNews, 
respectively. 

The drawback of the results of this study is that the 
proposed hybrid model did not reach maximum accuracy. The 
sample used in the dataset to evaluate the performance of the 
model is still limited, causing the model to have difficulties 
learning the vocabulary used in classifying news articles based 
on their categories. This situation may lead to overfitting. 
Furthermore, the model only tested news articles in English. 
Further research is needed to develop the proposed hybrid 
model, combined with other deep learning algorithms and 
more dataset samples, to obtain optimum model performance. 
The performance of the developed model also needs to be 
tested using news articles other than in English, such as 
Indonesian, Mandarin, Arabic and other languages. 
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Abstract—Histological grading quantifies the tumor 

architecture and the cytology deviation of breast cancer against 

normal tissue. Nottingham Grading System grades the breast 

cancer classification and allots tumor scores. Mitotic detection is 

one of the major components in the Nottingham Grading System. 

Using a conventional microscope is time-consuming, semi-

quantitative and has limited histological parameters. Digital 

scanners scan the tissue slice into high-resolution virtual images 

called whole slide images. Deep learning models on whole slide 

images provide a fast and accurate quantitative diagnosis. This 

paper proposes two deep learning models namely Faster R-CNN 

and   YOLOv5 to detect mitosis on WSI. The proposed Deep 

Learning models uses 56258 annotated tiles for training/testing 

and provide F1 score as 84%. The proposed model uses a web-

based imaging analysis and diagnosis platform called 

CADD4MBC for image uploading, Annotation and visualization. 

This paper proposes an end-to-end web based Deep Learning 

detection for Breast Cancer Mitosis. 

Keywords—Nottingham grading system; breast cancer 

biomarker; whole slide image; mitosis; faster R-CNN; YOLOv5 

I. INTRODUCTION 

Histological grading system is used to evaluate the 
behavior and prognosis of breast cancer on Hematoxylin and 
Eosin (H&E) stained images which quantifies the tumor 
architecture and the cytology deviation of the breast cancer 
tissue against the normal tissue. The grading also provides a 
degree of differentiation in the morphological assessment of 
breast cancer. As clinical stages are unable to provide early as 
well as developed lymph-blood meta stages information, 
Bloom and Richardson defined a histological grading system. 
This system allotted tumor scores between 1-3 based on 
individual components such as mitotic nuclei, nuclear 
pleomorphism, and tubule formation [1]. Their grading system 
was not accepted as a routine procedure for breast cancer 
grading classification due to the inconsistent issue in grading 
[2]. 

Elston-Ellis modified the Bloom and Richardson system 
and called their grading system as Nottingham grading system 
(NGS). NGS is accepted globally as a guide for grading breast 
cancer classification due to its semi-quantitative assessment of 
three morphological components such as a number of mitotic 
figures in the most active area called a high-power field, the 
size and shape of nuclear variation in tumor tissue against 
small regular uniform cells (Nuclear Pleomorphism) and the 
percentage of tumor tubule formation [3]. Hence the detection 
of mitosis is the major component of NGS. Mitosis is a cell 
duplication process that divides the cell into two cells which 
are genetically identical. The rapid and irregular mitosis cell 
count decides the tumor grading and the selection of tumor 
treatment options. 

Histological grading on glass tissues using conventional 
microscopes is time-consuming which also has a limited 
evaluation of histological Parameters and semi-quantitative 
properties which is subject to high inter-observer variability. 
These limitations are overcome by the advent of digital 
pathology and Whole Slide Image (WSI) technology. WSI 
technology uses digital scanners to create high-resolution 
virtual images of the glass slide. The digitized images are 
stored as pyramid structures to view and analyze WSI at 
various Zoom levels (5x - 40x) [4]. Deep learning models 
performed over WSI virtual images provide fast and accurate 
diagnoses [5]. 

This paper proposes 1) Creation of digitized WSI Breast 
Cancer dataset; 2) performs mitosis annotations on the created 
dataset by pathologists; 3) develop two deep learning models, 
namely, Faster R-CNN and YOLOv5 to detect mitosis on WSI. 
This proposal reduces the difficulties of pathologists such as 
time consuming and inter-observer variability. The proposed 
models produce quantitative results.  The paper is organized as 
follows: Section 2 lists the existing works, Section 3 proposes 
Faster R-CNN and YOLOv5 models and describes the dataset 
and preprocessing methods used by the deep learning models, 
Section 4 discusses the implementation/results and Section 5 
conclude the summary of the proposed work. 
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II. LITERATURE SURVEY 

MP-Mitdet [6] used a multiphase CNN framework to detect 
mitosis using the public dataset, namely MITOS 12 [7], 
MITOS 14, AMIDA 13 [8] and TUPAC 16 [9] with the 
evaluation parameters as F1 Score 0.74 and precision 0.71. The 
model performs Mean-Standard normalization as the pre-
processing procedure on the different public datasets which are 
captured by different scanners. Model Mask-RCNN is used for 
automatic labelling and detection of mitosis. Resnet is used for 
cell-level classification. The model also proved that deep 
CNN’s performance is better than conventional classifiers such 
as SVM, Logistic Regression, XGBoost, Random Forest and 
Navies Bayes. 

The Deep Mitosis model [10] adopts three components to 
detect mitosis using a deep detection model on 205 weakly 
annotated mitosis. The first component DeepDet produces all 
possible detection of mitosis, the second component DeepVer 
removes false positives, and the final component DeepSeg uses 
RPN to segment the mitosis. They conclude that the model 
DeepVer reduces the performance and other models produce 
an F1 Score of 0.38. 

Meriem Sebai et al [11] use two datasets ICPR12 & 
ICPR14 for the localization, classification and segmentation of 
mitosis. The weakly annotated mitosis dataset i.e. ICPR 14 
which has labels only the centroid of mitosis is trained by 
Mask-RCNN Model [12]. The model segments the mitosis by 
using the pixel-level annotated mitosis dataset called ICPR12. 
The model Mask-RCNN is used as a two-stage deep learning 
framework in which the first stage identifies the centroid of the 
mitosis and in the subsequent stage detects the instance 
segmentation of mitosis. This model produces an F1 Score of 
0.863 on the 2012 ICPR and achieves an F1 Score of 0.475 on 
the 2014 ICPR datasets. 

De Cai et al. [13] segments mitotic cells by using the deep 
learning model called Faster R-CNN [14]. This two-stage 
object detector model first identifies the possible mitotic cells 
and then the second stage detects the target mitotic cells from 
the result of the first stage which produces higher accuracy 
than the single-stage detectors and also reduces the 
computation time. This model achieved a 0.76 recall value and 
0.736 F1 Score on Miccai and TUPAC datasets. 

Dan C Cireşan et al. [15] proposed a supervised model 
called Deep Neural network to detect mitosis on H&E images. 
This model uses Max Pooling layers as a subsampling layer to 
classify whether a cell is a mitosis or not. The model is trained 
and tested by two public datasets namely ICPR12 and ICPR14. 
In the training datasets, the cells in the H&E images are 
labelled as mitosis or non-mitosis based on the number of 
pixels which are closer to mitosis. The training dataset also 
uses bounding boxes to label mitosis. This model achieved an 
F1 Score of 0.782. 

The research done by Gabriel Jiménez et al [16] suggests 
two deep learning architectures namely CNN and U-net [17] 
for mitosis classification and detection in histopathological 
tissue samples. The images used to evaluate the proposed 
approaches were obtained from two public datasets from the 
ICPR-2012 competition and the MITOS-ATYPIA-2014 

challenge. Convolutional Neural Network is used for binary 
classification to classify mitotic and non-mitotic cells. The 
model got 95% testing accuracy with an F1 score of 94.35%. 
The model U-net is used for the semantic segmentation of 
mitosis and produces 0.9 F1 score accuracy. 

MiNuGAN [18] automatically segments mitoses and nuclei 
using conditional generative adversarial networks [19] on the 
public datasets namely TUPAC16, ICPR14, and ICPR12 
Datasets. The model uses 618 annotation files for training and 
200 file images for testing with an F1 Score of 0.824. 

The limitations in the existing literature are most of the 
researchers applied deep learning models only on the three 
public datasets namely ICPR 12, ICPR14 and Tupac in which, 
ICPR14 and Tupac are weakly annotated (only the mitotic 
centroids are labelled) and ICPR 12 is a strongly annotated 
dataset (all the pixels of mitotic cells are labelled). The 
combined data size of the three datasets is around 7000 only. 
The less data in deep learning training may produce less 
accuracy. Another main problem in mitosis detection is to 
differentiate normal cells from mitotic figures. If the 
pathologist missed this differentiation causes wrong 
annotations. The existing works are not providing information 
about the data collection /annotation of the mitosis dataset. 

The above-mentioned limitations are overcome by the 
proposed system by training the deep learning models on both 
public datasets and private KMIT datasets. KMIT dataset is a 
private dataset contains breast cancer WSI, tile images with 
their respective mitotic figure annotations. CADD4MBC is a 
web-based deep learning platform developed internally by the 
authors which is used for uploading WSI/tiles, creating 
annotations, JSON downloading and visualization of WSI. 
Thus, the proposed system provides a web-based end-to-end AI 
mitosis detection which connects pathologists, technicians and 
hospitals. 

III. PROPOSED SYSTEM 

A. Dataset Description 

1) Public dataset:The proposed Deep learning models use 

three public datasets namely ICPR12, ICPR14, and TUPAC. 

Mitos Dataset is a public dataset of the mitosis competition 

held by ICPR in 2012. In each slide, the pathologists selected 

10 high-power fields at 40X magnification. This dataset 

consists of 2994 files of size 512 x 512. After applying 

augmentation methods such as horizontal flipping and vertical 

flipping increase the files to 4367. The ICPR 2014 dataset was 

presented in the MITOS-ATYPIA-14 grand challenge and 

comprises 2400 files of size 512 x 512 at 40x magnification. 

Pathologists annotated a total of 1502 centroid pixels of 

mitosis (weakly labelled). 

The TUPAC mitosis dataset contains 73 cases collected 
from the department of pathology at the university medical 
Centre in Utrecht, The Netherlands. Each case was represented 
by one WSI region with an area of 2mm x 2mm. The annotated 
mitotic figures are accepted by two pathologists and the dataset 
contains 1552 weakly annotated mitotic figures of the size 512 
x 512. 
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2) KMIT dataset: KMIT dataset contains 75 WSI which 

are collected from Basavatarakam Indo-American Hospital 

and scanned by Tapadia diagnostics Centre using a Morphile 

scanner at 40x magnification for the last two years. The 

dataset contains around 56,000 mitotic figures annotated by 

pathologists from both hospitals using the CADD4MBC 

platform and each WSI varies from 8 - 12 GB. The 40X level 

magnification WSI is divided into several tiles (around 30,000 

- 50,000) of size 500 x 500. Each uploaded WSI is divided 

into several (minimum 100) batches and each batch consist of 

150 tiles as shown in Fig. 1. 

 
Fig. 1. Uploaded WSI and the batches of tiles 

Each tile is annotated by the pathologists using the drawing 
tools in the CADD4MBC as shown in Fig. 2. 

 
Fig. 2. Mitosis annotations on tiles 

Basavatarakam Indo-American Hospital and Tapadia 
diagnostics centre annotate around 42,000 tiles for mitotic 
figures using CADD4MBC platform. This Dataset is increased 
to 56,258 after applying augmentation methods such as 
horizontal and vertical flipping. The proposed Deep learning 
(DL) models use both private and public datasets for training. 
The summary of the dataset used by the proposed deep 
learning models is shown in Table I. 

TABLE I.  DATASET SUMMARY 

Dataset 

Name 

Size of 

Dataset 

Image 

Size 

Number of 

Tiles after 

Augmentation 

Labels Annotation 

Type 

ICPR 

12 

2994 512 x 

512 

4367 Strongly 

Labelled 

CSV 

ICPR 

14 

2400 512 x 

512 

- Weakly 

Labelled 

CSV 

TUPAC 2650 512 x 

512 

- Weakly 

Labelled 

CSV 

KMIT 

Dataset 

42,000 512 x 

512 

56,258 Strongly 

Labelled 

JSON 

B. KMIT Dataset Preprocessing 

1) Color normalization: Hematoxylin and Eosin staining 

provide a detailed view of the cells in the tissue. Color 

variations may occur in the image due to the H&E staining 

affects deep learning predictions and can result in an incorrect 

diagnosis. 
Color normalization provides a uniform standardized 

staining effect on tissue images. Reinhard color normalization 
method [20] adjusts the color variations of the input image by 
comparing the mean color variations between the input image 
and the standard reference image. After color variation 
adjustment the input image will be converted back to RGB 
color space. 

2) Mask generation: The input files and the respective 

annotated JSON files are gathered from the CADD4MBC 

platform and the mask is created by using the ellipse function 

in the OpenCV library as shown in Fig. 3. 

 
Fig. 3. Generated mask and the respective mitotic figure annotations 

The generated mask is used to calculate the area of the 
ellipse and the semantic segmented points of the mitosis. If the 
area of the ellipse is very small then the respective annotations 
are removed as they won't produce good accuracy in deep 
learning training. 

3) Annotation formats: The JSON format of the 

annotations is downloaded from CADD4MBC and are 

converted into a COCO dataset format and .txt for Faster R-

CNN and YOLOv5 model respectively. The COCO 

annotation format [21] is used and understood by the most 

popular advanced neural network libraries such as Facebook 

Detectron-2. The COCO format can be used for object 

detection for both binary and multiclass detection. COCO 

dataset format is a combined file of all the annotations (JSON 

formats). Hence as shown in the Fig 4, all training image 

annotations are presented in a single file instead of individual 

JSON files for each annotation and similarly, testing requires 

only one COCO dataset JSON file. 
The YOLOv5 model requires the annotations in a .txt file 

format. Each line in the .txt file represents one annotation and 
has [Class, X-center, Y-center, Width, Height] format, where 
the class number is used for mitosis and the remaining are the 
bounding box coordinates of the annotations which is shown as 
[0, 0.221, 0.579, 0.058, 0.058]. 
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Fig. 4. Sample mitotic figure COCO format annotation 

C. Proposed DL Models Description 

1) Faster R-CNN: Object detection networks primarily 

depend on algorithms which propose regions. The Proposed 

work uses Faster R-CNN to detect mitotic figures which is the 

most popular and advanced CNN-based object detection 

model. Faster R-CNN consists of three components such as 

backbone network, region proposal network and region of 

interest pooling. 

a) Backbone network: In this proposed method, the 

Resnet-FPN [22] model is used as the backbone for automatic 

mitosis detection which is a combined model of Residual 

networks (Resnet) [23] and Feature Pyramid Network (FPN). 

As the input image is given to the first convolution block of 

the model then the features are extracted till the last 

convolution block. This layer-by-layer feature extraction 

sometimes leads to a gradient vanishing problem which makes 

it to lose the important features of the original image. The 

gradient vanishing problem is handled by Resnet by using its 

skip connections property and by FPN. The main objective of 

FPN is up sampling the low-resolution features with high-

level feature maps (feature maps generated from the previous 

layers). 

b) Region proposal network (RPN): Region Proposal 

network takes feature maps generated by FPN as input. RPN 

generates anchor boxes by using two parameters such as 

scales and aspect ratio. After generating anchor boxes there 

will be a possibility of many boxes which do not contain any 

object inside them. Region proposal network is mainly used 

for localizing and classification of the anchor box which are 

performed by the bounding box regression layer (anchor deltas 

convolution) and the bounding box classifier layer. These 

layers produce four regression parameters such as (x, y, w, h) 

where (x, y) is the centre, and w and h are the width and 

height of the anchor box. 

c) Region of interest (ROI) pooling: The main issue in 

object detection is each proposal of RPN will be in a different 

shape. As per the Faster R-CNN architecture after ROI 

pooling there is a Fully Connected layer which generates a 

fixed-size feature map from the non-uniform size of input 

feature maps. 

2) YOLOv5: YOLOv5 [24] is a single-stage object 

detector which requires only a single pass to the neural 

network and predicts all the bounding boxes. This feature 

makes YOLOv5 faster than any other traditional detection 

algorithm. 

a) YOLOv5 consists of three important components: 

Cross Stage Partial Network (CSP) [25] is used as a backbone 

to extract informative features from an input image. CSPNet is 

used to achieve a good gradient combination and reduce the 

amount of computation which is achieved by partitioning the 

feature map of the base layer into two parts and then merging 

them through a proposed cross-stage hierarchy. PANnet [26] 

is used as a model neck which generates feature pyramids and 

scaled up the features. 

The YOLOv5 model uses the YOLO layer as the head layer 
for the final detection of the objects. This layer generates 3 
different sizes (18 × 18, 36 × 36, 72 × 72) of feature maps 
(bounding boxes) to achieve optimal prediction. This layer 
enables the model to handle small, medium, and big objects 
depending on the size of the objects. 

IV. RESULTS AND DISCUSSIONS 

The proposed system initially uses three public datasets 
namely ICPR 12, ICPR 14 and TUPAC to detect mitosis.     
ICPR 12 contains semantic segmentation of mitosis whereas 
ICPR 14 and TUPAC contain the centroid of the mitosis. The 
proposed system uses the Faster R-CNN model to detect 
mitosis by using the ICPR 12 dataset for training and testing 
around 2994 tiles and produces an F1 score of 82.1. 
Subsequently, ICPR 14 and TUPAC datasets are tested by the 
Faster R-CNN model which is tested on around 900 tiles to 
detect mitosis. From tested results, the false positives are 
removed by comparing the centroid annotations of mitosis in 
ICPR 14 and TUPAC. The model produces Fl Score as 75% 
and 84% for ICPR 14 and TUPAC, respectively. 

KMIT dataset is created by scanning 75 breast cancer WSI 
using a Morphle scanner at 40X magnification. The breast 
cancer tissue slides are collected from Basavatarakam Indo-
American hospital, Hyderabad and Tapadia diagnostic centre 
Hyderabad. After digitizing WSI, each WSI is divided into tiles 
and on each tile the preprocessing methods such as 
normalization and resizing are applied. The tiles are annotated 
on the CADD4MBC platform by the pathologist of both the 
hospitals. Then masks are generated for the annotated tiles as 
well as JSON format of the annotations are downloaded from 
the platform. The JSON annotations are converted into COCO 
annotation format which is applicable to Faster R-CNN. The 
model is trained by 45,006 tiles and tested by 11,251 tiles. The 
model got an F1 score of 77% and the time taken for training is 
10 hours 46 minutes 

To improve accuracy the proposed system uses the 
YOLOv5 model which is the fastest object detection model on 
the KMIT dataset. YOLOv5 model accepts .txt annotations 
format. After converting JSON format into .txt format, 
YOLOv5 is trained by 45,006 tiles and tested by 11,250 files. 
The model produces an F1 score of 84%, and the time duration 
for training is around 9 hours 12 minutes. 

To improve training and testing time YOLOv5 distributed 
model is applied to the KMIT dataset. This model used 45,006 
files for training and 11,251 for testing and produced an F1 
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score of 84% within 5 hours and 28 minutes. Table II shows 
the performance of the proposed models, size of training and 
testing dataset, Evaluation metrics, and the training time of the 
proposed deep learning models. 

TABLE II.  PERFORMANCE OF THE PROPOSED MODEL 

Dataset 

Name 

Trainin

g 

Testin

g 

Model F1-

Score 

Recal

l  

Precisio

n 

Training 

Duratio

n  

ICPR12 3304 1063 Faster     R-

CNN 

85.4

8 

88.91 82.15 49 mins 

ICPR14 - 547 Faster     R-

CNN 

81.4

6 

87.89 76.52 - 

TUPA

C 

- 321 Faster     R-

CNN 

82.1

5 

81.56 81.69 - 

KMIT 

Dataset 

45006 11251 Faster     R-

CNN 

75.8

6 

73.83 76.86 10 Hrs 

46 mins 

KMIT 

Dataset 

45006 11251 YOLOv5 

(CPU) 

84.2

3 

81.62 86.76 9 Hrs 

12 Min 

KMIT 

Dataset 

45006 11251 YOLOv5 

(Distribute

d GPU) 

84.5

8 

82.31 86.42 5 Hrs 

28 mins 

 
Fig. 5. Single mitosis detection by faster R-CNN 

Single Mitosis Detection using Faster R-CNN model is 
demonstrated in Fig. 5. 

 
Fig. 6. Mitosis cell detection on tiles by Faster R-CNN 

Mitosis cell detection on WSI tiles using Faster R-CNN 
model is demonstrated in Fig. 6. 

 
Fig. 7. Mitosis detection by YOLOv5 on WSI image 

A number of mitoses (as red dots) detection on WSI image 
through YOLOv5 model is demonstrated in Fig. 7. The Results 
shows that the proposed deep learning models Faster RCNN 
and YOLOv5 produces good accuracy than the other models 
which are mentioned under the literature survey section. The 
other models use only the public dataset having 8000 tiles with 
strong/weak annotation and produce an F1 score between 0.3 
and 0.7, whereas the proposed system produces an F1 score of 
0.84 by trained and tested around 56,000 mitotic annotated 
tiles. 

V. CONCLUSION 

Nottingham grading system is a globally accepted system 
for breast cancer classification and grading the tumor. 
Detection of mitosis is the major component of NGS. 
Conventional microscopic mitosis detection is time-
consuming, semi-quantitative and subject to inter observability. 
Digital pathology digitizes the tumor slides as WSI and 
applying deep learning models on WSI reduces the workload 
of the pathologist and assists them for quick accurate report 
generation. The deep learning models Faster R-CNN and 
YOLO v5 are learned from both the public datasets and KMIT 
dataset which has 56,258 tiles with annotated mitosis figures. 
The proposed web-based deep learning models detect mitosis 
with an F1 score of 0.84. The accuracy can be improved by 
increasing the size of the Breast Cancer WSI Mitosis dataset 
and Mitosis annotations to the models. 
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Abstract—In today's world, it is time to identify the driver 

through technology. At present, it is possible to find out the 

driving style of the drivers from every car through controller 

area network (CAN-BUS) sensor data which was not possible 

through the conventional car. Many researchers did their work 

and their main purpose was to find out the driver driving style 

from end-to-end analysis of CAN-BUS sensor data. So, it is 

potential to identify each driver individually based on the 

driver's driving style. We propose a novel compound feature-

based driver identification to reduce the number of input 

attributes based on some mathematical operation. Now, the role 

of machine learning in the field of any type of data analysis is 

incomparable and significant. The state-of-the-art algorithms 

have been applied in different fields. Occasionally these are 

tested in a similar domain. As a result, we have used some 

prominent algorithms of machine learning, which show different 

results in the field of aspiration of the model. The other goal of 

this study is to compare the conspicuous classification algorithms 

in the index of performance metrics in driver behavior 

identification. Hence, we compare the performance of SVM, 

Naïve Bayes, Logistic Regression, k-NN, Random Forest, 

Decision tree, Gradient boosting. 

Keywords—Compound feature; driver behavior identification; 

engine speed; fuel consumption; vehicle 

I. INTRODUCTION 

Every driver has their driving style; therefore, the driver 
can be identified according to exploration through the driving 
pattern analysis. It is to be considered as a fingerprint of the 
driver's manner like acceleration, speed, and braking habits 
that vary from driver to driver. Driver fingerprinting could 
lead to important privacy compromises [1]. Today we cannot 
consider just a vehicle as a modern car, as it is a fully 
decorated smart device with various functions like 
multimedia, security system, and different sensors [2]. The 
sensors were very simple because the driver was informed 
regarding the features of the engine and the amount of fuel 
through the magnetoelectric and light display devices [2]. 
Using state-of-the-art technology in real-time all the 
microcomputers are communicated with each other through 
CAN-BUS (Controller Area Network) [3]. To make a car 
more efficient a good number of technologies are used in the 
modern engine. To improve engine performance direct 
injection technology was introduced in the modern car [4]. 
According to a survey, the researcher predicted that the 
number of sales of connected cars will reach 76.3 million in 
the next 2023 [5]. Through state-of-the-art technology, 
modern engines use less fuel and besides get more power [6]. 

Most of the cars have partnered with other components which 
are highly technology-based, such as traffic lights, garage 
doors, and services [7]. Not only the driving style there is a 
discount policy on insurance services but also real-time 
monitoring, maintenance, pathfinding, driving style 
development, and also consumption of fuel [8]. Vulnerabilities 
of connected cars will increase the auto-theft which is one of 
the threats [9]. Top-of-the-range vehicles are targeted by 
thieves who simply drive off after bypassing security devices 
by hacking onboard computers [10]. Penny [11] introduced a 
man-in-the-middle attack or relay attack, to do this radio 
signals are passed between two devices. Pekaric I et al. (2021) 
[12] described other attacks such as GPS spoofing and 
message injection attacks. BMW Connected Drive [13] 
seamlessly integrates mobile devices, smart home technology, 
and vehicle's intelligent interfaces into a complete driver's 
environment. Even though in 2021 they introduced a remote 
door unlock system through a signal to the driver’s door to 
unlock [13]. CAN-BUS is likely a nervous system used to 
allow configuration, data logging, and communication among 
electronic control units (ECU) e.g., ECU is like a part of the 
body and interconnected through CAN, by which information 
sensed by one part can be shared with another [14]. Up to 70 
ECUs have a modern car e.g., the engine control unit, airbags, 
audio system, acceleration, fuel unit, etc. [15]. Normally, 
multi-sensor data is made up of in vehicle’s CAN data. The in-
vehicle CAN data such as steering wheel, vehicle speed, 
engine speed, amount of fuel, etc. Several researchers 
previously proposed a driver identification method based on 
in-vehicle CAN-BUS data. But direct connectivity is difficult 
to get data, so onboard diagnostics (ODB-II) is used. (OBD-II, 
ISO 15765) is a self-diagnostic and reporting capability that 
e.g., mechanics use to identify car issues, OBD-II specifies 
diagnostic trouble codes (DTCs) and real-time data (e.g., 
speed, revolution per minute RPM), which can be recorded via 
OBD-II loggers from CAN-BUS. Many authors described the 
problem of CAN-BUS data for identifying the driver [9], [16], 
[17]. 

Since this is a big dataset and there are 51 features with 10 
labels. Moreover, for analyzing the whole dataset we need 
more time. To reduce the time complexity we have explained 
compound feature selection process. In this paper, our 
objective is to identify driver behavior through telemetric data 
using machine learning algorithms. We analyze the data in 
terms of training, testing, and validation to get model accuracy 
that helps us with driver identification. 
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There are some significant commercial and personal 
values of driver identification for insurance, rental companies, 
personal and tripping regulations as well. The goal of this 
work is to monitor and maintain unauthorized access. 

The paper is organized as follows. We have presented an 
introduction and literature review Sections I and II as well. 
The architecture of the proposed system has described in 
Section III. The discussion of methodology and compound 
features have existed according to Sections IV and V. Before 
the conclusion part of Section VII, the results and discussion 
are mentioned in Section VI. 

II. LITERATURE REVIEW 

The author [18] uses telemetric data to investigate driver 
identification and identification accuracy decreases by 15% 
compared to the method. They use the role of non-public 
parameters in identifying the driver. Previous work had been 
done by using car driving simulated [18] data. Investigated the 
driver's behavior when he follows another car. The features 
mentioned below are used to observe such as accelerator 
pedal, car speed, brake pedal, and distance to the next car. 
Gaussian Mixture Model (GMM) is used to achieve 81% 
accuracy with 12 drivers and 73% of 30 drivers [18]. Another 
author [19] analyzes overtaking style for each driver, uses 
accelerator, and steering data and the accuracy is 85% for 
about 20 drivers through the Hidden Markov Model (HMM). 
Some other authors used smartphones to capture driver data. 
Sensors in the smartphone are- GPS, accelerometer, 
magnetometer, and gyroscope [20-22]. This data is used for 
driver profiling and other tasks. An author used an inertial 
sensor and algorithm was SVM, and k-means methods and got 
60% accuracy between two drivers. 

In another research, the authors [8, 16], [23-24] acquire 
data from in-vehicle CAN-BUS via OBD-II. The author [23] 
uses in-vehicle CAN-BUS sensor data and the accuracy was 
99% among 15 drivers. He uses SVM, Random Forest, Naive 
Bayes, and k-NN methods. Another researcher [9] got 99% 
accuracy from 51 features of 10 drivers and used Decision 
Tree, k-NN, Random Forest, and Multilayer Perceptron 
(MPL). Choi et al. [24] find out the driving detection and 
driver recognition using both GMM and HMM methods, 
which are used for analyzing vehicle CAN-BUS data. Kedar-
Dongakar et al. [25] recognized the driver classification based 
on the energy optimization of a vehicle. Based on driving style 
three types of drivers are classified as aggressive, moderate, 
and conservative. The author considers the following features 
for his research work such as vehicle speed, acceleration, 
torque, acceleration pedal, steering wheel angle, and brake 
pedal pressure. 

Several researches have been going on neural network and 
deep learning algorithms for a few years back and draw a 
good impact on driver behavior identification works. Xun et 
al. [26] introduced Convolutional Neural Network (CNN) and 
got 99% accuracy for 10 drivers. For driver identification, 
another paper uses noise-free data and as an algorithm- 
LSTM-Recurrent Neural Network is used, where it has high 
accuracy with salient advantages [27]. 

After reviewing, the difference among this work and the 
done before. 

 For collecting dataset uses specific model’s vehicle. 

 Specific dataset with different features 

 Uses CAN-BUS and public OBD-II. 

III. ARCHITECTURE OF THE PROPOSED SYSTEM 

The purpose of the proposed system is to identify the 
actual driver. After capturing the raw data through OBD-II 
sent to the cloud is shown in Fig. 1. Once completed the 
engineering knowledge-based mathematical operation like 
adding, multiplication, and logging of two features then send 
for prediction based on model accuracy result. 

 
Fig. 1. Architecture of the proposed system 

IV. METHODOLOGY 

A. Approaches of Methodology 

The steps of the proposed system are shown in Fig. 2. 
Before the classifier’s dataset preparation, data preprocessing, 
feature selection, normalization, and other activities have 
occurred. Several classifiers are used for comparative analysis 
with state-of-the-art classifiers to find the best model. 

In this connection, we need data on the trips for driver 
identification. Our model is considered an Ocslab driving 
dataset [28]. This data is used for driver indemnification and 
personalization based on pattern analysis. KIA motors 
corporation vehicles in South Korea were performed to collect 
the data and the experiment has been done since July 28, 2015 
[28]. A total of 10 drivers labeled “A” to “J” are included in 
the trips and cover 23 km length, completing two round trips 
from 8.00 PM to 11.00 PM [28]. Three types (such as city 
roads, freeways, and parking lots) of the road are there with 
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their characteristics. There are a total of 94,401 records with 
51 dimensions (51 features) [28]. Not all data is possible to get 
because there are some limitations of OBD-II identifiers and 
sensors such as it cannot provide body control status or airbag 
status even wheel angle rotation status. OBD-II has a limited 
set of identifiers [29] provided by the manufacturer. 

 
Fig. 2. Step by step process of the work 

Among 51 features we have considered two prominent 
features with around 13,000 samples named Fuel 
Consumption (FC) and Engine Speed (ES) to make a 
compound feature. Transform the collected data to our 
classification model for analysis we follow- feature selection, 
making a compound feature, scaling, and data processing 
through state-of-the-art techniques [34]. The sample data are 
viewed in Eq. (1). 
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Where d columns correspond to d variable and N rows 
correspond to N instances. Fig. 3 shows the histogram of the 
compound dataset. 

 
Fig. 3. Histogram of the dataset 

To improve the dataset several statistical and logical tools 
are used to overcome the problem. Significantly different data 
points are removed by outliers [30]. 

B. Data Visualization and Relationship in a Dataset 

a) Heat-map: A heat map is a data visualization 

technique that shows the magnitude of a phenomenon as color 

in two dimensions [31-32]. The color variation may be by hue 

or intensity, giving obvious visual cues to the reader about 

how the phenomenon is clustered or varies over space [38]. 

We consider a correlogram a clustered heat map that has the 

same trait for each axis to display how the traits in the set of 

traits interact with each other. The correlogram is a triangle 

instead of a square because the combination of A-B is the 

same as the combination of B-A and so does not need to be 

expressed twice. Fig. 4 is shown the feature correlation of the 

compound dataset. The value of correlation can take any value 

from -1 to 1, based on that- 

 Features such as Fuel Consumption, Log FC, Sum, and 
Mul are having strong positive correlations. 

 Fuel consumption and engine speed, engine speed, and 
Log FC, Log FC, and Log Es have a weak positive 
correlation. 

 Class has a strong negative and weak positive 
correlation with every feature. 
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Fig. 4. Correlation among features 

C. Pair Plot 

A pair plot is a pairwise relationship in a dataset [36]. The 
pair plot function creates a grid of Axes such that each 
variable in data will be shared on the y-axis across a single 
row and the x-axis across a single column [39]. By plotting 
pair plots, it visualized that most of the classes of each feature 
overlap with each other. Fig. 5 shows the pair plot of the 
compound dataset. After analyzing the scatter plot a 
statistically significant result is shown that non-linear 
classification models such as k-NN, Decision tree, Random 
Forest classifier, Gradient boosting classifier, etc. perform 
better than linear classification models such as logistic 
regression. 

D. Standard Scaler 

Standard Scaler comes into play when the characteristics 
of the input dataset differ greatly between their ranges, or 
simply when they are measured in different units of measure 
[37]. Standard Scaler - standardizes a feature by subtracting 
the mean and then scaling to unit variance. Unit variance 
means dividing all the values by the standard deviation. 

 
Fig. 5. Pair plot of the dataset 

As we see, different scales of data exist in the dataset. 
Normalization is essential for some machine learning 
algorithms like k-NN (k-Nearest Neighbor) and SVM [29]. 
The normalization formulas for integrating data scales are 
shown in Eq. 2. 

  
(   )

 ⁄  (2) 

Here,  = mean and = standard deviation. To evaluate 
the generalization of the model we have considered K fold 
cross-validation for low bias and a modest variance [33]. We 
have used five folds for training and testing the dataset and 
obtained the mean performance. 

In the case of classification application, we have 
considered supervised machine learning classifiers for 
performing the metrics named k-NN, SVM, Logistic 
Regression, Decision tree, Random Forest, and Gradient 
boosting. The k-NN (k-Nearest Neighbor) is an instance-based 
traditional machine learning algorithm. Both classification and 
regression cases k-NN can be used and select the number of 
neighbors through distance calculation of the query points. Eq. 
3 is used to calculate the Euclidean distance between two 
points. 

  √∑ (     )
  

    (3) 

SVM stands for Support Vector Machine, used for 
classification and regression problems. The goal is to find a 
hyperplane in an N-dimensional space and separately classify 
the query data point. There is a decision boundary called 
hyperplane that is used to differentiate the classes. It also 
creates a margin separator with the nearest observations and it 
performs better if maximizes the margin. The equation 
represents the loss function that indicates maximize the 
margin 

 (   )          ( )  {
        ( )   

     ( )       
 (4) 

Logistic Regression predicts whether something is true or 
false. Instead of fitting a line to the data, it fits an “S” shaped 
“logistic function” and the curve goes from 0 to 1. The 
following equation is used to calculate the function, also 
called the sigmoid function. 

 ( )  
 

     
 (5) 

Naïve Bayes is a classifier based on Bayes’ theorem. It 
assumes that the presence of a particular feature in a class is 
unrelated to the presence of any other feature. The naïve 
Bayes model is easy to build a large dataset and outperforms 
sophisticated classification methods. The way Naïve Bayes is 
used to calculating the posterior probability shows in the Eq. 
6. 
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 (   ) ( )
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 (6) 
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To measure the performance, we have used four indicators 
named accuracy, precision, F-Measure, and Recall. The 
computation and the evaluation performance of the classifiers 
have occurred through the confusion metric. Once the model 
is generated then the classifier is tested by using a test dataset 
to check the model's accuracy. Precision indicates how close 
or dispersed the measurement is to each other. It measures the 
number of correct positive predictors made. A recall is a 
metric that quantifies the number of correct positive 
predictions made out of all positive predictions that could 
have been made. 

The number of FP’s, FN’s, TP’s, and TN’s cannot be 
calculated directly from this matrix. The values of FP’s, FN’s, 
TP’s, and TN’s for class i (1 ≤ i ≤ n) are determined as per 
[35]. 

The final confusion matrix, which has dimension 2 × 2, 
comprises the average values of the n confusion matrices for 
all classes. For a binary, i.e. two-class problem, a confusion 
matrix gives the number of false positives (FPs), false 
negatives (FNs), true positives (TPs), and true negatives 
(TNs). From this confusion matrix, accuracy, precision, recall, 
and F-1 score are calculated in the following way: 
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      (8) 

         
                  

                
      (9) 

         
     

(     ) (     )
      (10) 

Fig. 6 shows the time series of a dataset with a window 
based on RPM. We have considered time t0 with the window 
size of w1 and t0+1 time for the next window and so on. Fig. 9 
shows the accuracy of the several models based on time and 
window size. 

 
Fig. 6. Time series of dataset with window 

V. COMPOUND FEATURE 

To make the feature compound we consider a general 
mathematical operation. We have selected two important 
features among the 51 features from the Ocslab dataset. Once 
we have applied mathematical operations to the selected 
feature to achieve the compound feature. The compound 
feature processing method is stated in Fig. 7. 

 
Fig. 7. Preparation of compound feature 

From the mathematical operation, we have considered 
addition, multiplication, and binary logarithm to make the 
feature compound. Eq. (11), (12), and (13) describe the 

mathematical operation. Here, k > 0, k ϵ   are 
two features with the index of k. 

Since the value of the features are numerical so we add 
two features to make a single (Compound) feature is shown in 
Eq. (11). Eq. (12) is shown for multiplication between two 
features to build a compound feature. In Eq. (13), another 
mathematical operation binary log is applied to a single value 
of two features separately and after that we add them for 
making compound feature. 

  ∑ (     )
 
    (11) 

  ∏ (    )
 
    (12) 

                    (13) 

We have considered raw features as the first level and the 
others as are inner level. Fig. 8 shows the level indexing 
process. 

 
Fig. 8. Inner level processing system 
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VI. RESULTS AND DISCUSSION 

To evaluate the generalization of the model we have 
considered K fold cross-validation for low bias and a modest 
variance [33]. We have used five folds for training and testing 
the dataset and obtained the mean performance. 

For the classification of the driver, we have introduced the 
prominent supervised algorithm named Naive Bayes (NB), 
Logistic Regression, k-NN, Decision Tree (DT), Gradient 
Boosting (GB), Random Forest (RF), and SVM. Table I shows 
the result of all classifiers through the confusion metric. 
Among them, GB shows 83.00 % (highest) and NB performs 
65.00% (lowest) accuracy respectively. Mentionable, we have 
made four compound features from two features among 51 
features and considered two drivers among 10 drivers 
respectively from the Ocslab dataset. The results of non-linear 
classifiers where GB and RF are given 85.00% and 81.00% 
accuracy accordingly. Results of confusion metrics are shown 
in Table II and a comparative analysis of original features vs 
compound features is visible in Table III. In the Compound 
feature, GB performs a height accuracy of 85%. Moreover, the 
ROC curve are shown in true positive in Fig. 10 for all 
classifiers. 

Again we have considered the time series of the drivers’ 
and found out the driving pattern style through the windowing 
system using the compound dataset. Fig. 9 is representing the 
accuracy of only two drivers (A, D) and it also represents the 
W1, W2, and W3 accuracy of 75.00%, 78.00%, and 85.00% 
respectively. In this research, we have figured out linear and 
non-linear algorithms to calculate the performance. Moreover, 
according to pair plot analysis, we have decided that non-
linear is better than linear analysis. As a result, the model is 
statistically significant because of the better performance of 
the non-linear algorithm. 

TABLE I.  MODEL CLASSIFICATION REPORT 

Classifiers Performance parameters 

 

 

 

Logistic 

Regression 

 Accuracy  Precision Recall F1-

Score 

 72.00 76.00 81.00 78.00 

Macro 

Average 

- 71.00 70.00 70.00 

Weighted 

Average 

- 72.00 72.00 72.00 

 

 

Gradient Boosting 

 85.00 94.00 74.00 83.00 

Macro 

Average 

- 81.00 83.00 81.00 

Weighted 

Average 

- 84.00 81.00 81.00 

 

 

Decision Tree 

 78.00 97.00 66.00 78.00 

Macro 

Average 

- 80.00 81.00 78.00 

Weighted 

Average 

- 84.00 78.00 78.00 

 

 

Random Forest 

 81.00 86.00 80.00 83.00 

Macro 

Average 

- 79.00 80.00 79.00 

Weighted 

Average 

- 81.00 80.00 80.00 

 

 

SVM 

 76.00 85.87 74.00 79.00 

Macro 

Average 

- 75.00 76.00 75.00 

Weighted 

Average 

- 77.00 76.00 76.00 

 

 

k-NN 

 78.00 85.99 78.99 81.99 

Macro 

Average 

- 76.00 77.00 77.00 

Weighted 

Average 

- 78.00 77.00 78.00 

 

 

Naïve Bayes 

 65.00 93.00 76.00 84.00 

Macro 

Average 

 57.00 64.00 57.00 

Weighted 

Average 

 85.00 74.00 78.00 

TABLE II.  CONFUSION METRICS 

Classifiers Array metrics 

 

Logistic Regression 

1189 287 

379 539 

 

Gradient Boosting 

1097 379 

72 846 

 

Decision Tree 

1076 4000 

33 885 

 

Random Forest 

1183 293 

187 731 

 

SVM 

1093 383 

200 718 

 

k-NN 

1147 329 

210 708 

TABLE III.  COMPARATIVE ANALYSIS OF ORIGINAL FEATURE AND 

COMPOUND FEATURE BASED ON MODEL ACCURACY 

Classifiers Original feature Compound Feature 

 

Logistic Regression 

55 72 

 

Gradient Boosting 

80 85 

 

Decision Tree 

76 78 

 

Random Forest 

81 80 

 

SVM 

74 76 

 

k-NN 

76 78 

Naïve Bayes 57 65 
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Fig. 9. Accuracy based on time series 

 

Fig. 10. ROC curve of the several classifiers 

VII. CONCLUSION 

In terms of driver identification, the role of machine 
learning as a cutting-edge technology is immense. Through 
this work, we found the best model that shows a momentous 
way to build our proposed anti-theft driving expert system. 
This research work has presented an in-depth comparison of 
the performance of seven (7) projecting classifiers in the 
context of driving behavior identification. As a result, the best 
and the worst classifiers we have found are GB and NB 
respectively. This type of result is very effective in developing 
an online-based anti-theft system. We have executed our 
experiment with only a few numbers of drivers among ten 
drivers. 

Through online the owner of the vehicle will notify, so 
there is possibility man-in-the middle attack to another LAN.  
We will introduce network security to ensure authorized 
access and overcome the vulnerabilities of the proposed 
system in the next work. 

ACKNOWLEDGMENT 

I am grateful to KIA Motor Corporation for the Dataset 
provided to me. 

REFERENCES 

[1]  Enev M, Takakuwa A, Koscher K, Kohno T. Automobile Driver 
Fingerprinting. Proc. Priv. Enhancing Technol.. 2016 Jan; 2016(1):34-
50. 

[2]  K. Uvarov and A. Ponomarev, "Driver Identification with OBD-II 
Public Data," 2021 28th Conference of Open Innovations Association 
(FRUCT), 2021, pp. 495-501, doi: 
10.23919/FRUCT50888.2021.9347648. 

[3]  Kaplan S, Guvensan MA, Yavuz AG, Karalurt Y. Driver behavior 
analysis for safe driving: A survey. IEEE     Transactions on Intelligent 
Transportation Systems. 2015 Aug 26; 16 (6):3017-32. 

[4]  Oak Ridge National Laboratory for the U.S. Department of Energy and 
the U.S. Environmental Protection Agency (U.S Department of Energy) 

[5]  https://www.businesswire.com/news/home/20190523005089/en/Worldw
ide-Connected-Vehicle-Shipments-Foreca   St-to-Reach-76-Million-
Units-by-2023-According-to-IDC (Accessed date 9/20/2022) 

[6]  General Motors. "Chevrolet Malibu Media Archives." (June 1, 2011)   
http://archives.media.gm.com/division/2003_prodinfo/03_chevrolet/03_
malibu/index.html 

[7]  Jamie Page Deaton "5 Ways Modern Car Engines Differ from Older Car 
Engines" 16 May 2011.   
HowStuffWorks.com.<https://auto.howstuffworks.com/5-ways-modern-
car-engines-differ-from-older-car-engines.htm> (accessed date 20 
August 2022)  

[8]  Carfora MF, Martinelli F, Mercaldo F, Nardone V, Orlando A, Santone 
A, Vaglini G. A “pay-how-you-drive” car insurance approach through 
cluster analysis. Soft Computing. 2019 May; 23(9):2863-2875. 

[9]  Kwak BI, Woo J, Kim HK. Know your master: Driver profiling-based 
anti-theft method. In2016 14th Annual Conference on Privacy, Security 
and Trust (PST) 2016 Dec 12 (pp. 211-218). IEEE. 

[10]  “dailymail, ”http://www.dailymail.co.uk/news/article-
2938793/Carhackers-driving-motors-Increasing-numbers-stolen-thieves-
simplybypass-security-devices.html, 2015, (accessed: 2022-20-01).  

[11]  Penny Hoelscher “Information security-what is relay attack” january 31, 
2019 

[12]  Pekaric I, Sauerwein C, Haselwanter S, Felderer M. A taxonomy of 
attack mechanisms in the automotive domain. Computer Standards & 
Interfaces. 2021 Apr 23:103539. 

[13]  BMW center, www.bmwusa.com/ConnectedDrive (accessed date 21-01-
2022) 

[14]  Grant Maloy Smith ,https://dewesoft.com/author/grant-maloy-smith 
(accessed date 21-01-2022) 

[15]  Comparison of Event-Triggered and Time-Triggered Concepts with 
Regard to Distributed Control Systems A. Albert, Robert Bosch GmbH 
Embedded World, 2004, Nürnberg 

[16]  Ullah S, Kim DH. Lightweight driver behavior identification model with 
sparse learning on In-Vehicle CAN-BUS sensor data. Sensors. 2020 
Jan;20 (18):5030. 

[17]  Girma A, Yan X, Homaifar A. Driver identification based on vehicle 
telematics data using lstm-recurrent neural network. In2019 IEEE 31st 
International Conference on Tools with Artificial Intelligence (ICTAI) 
2019 Nov 4 (pp. 894-902). IEEE 

[18]  Wakita T, Ozawa K, Miyajima C, Igarashi K, Itou K, Takeda K, Itakura 
F. Driver identification using driving behavior signals. IEICE 
TRANSACTIONS on Information and Systems. 2006 Mar 1;89 
(3):1188-94. 

[19]  Jun X, Zhao X, Rong J. A study of individual characteristics of driving 
behavior based on hidden markov model. Sensors & Transducers. 2014 
Mar 1;167 (3):194. 

[20]  Castignani G, Derrmann T, Frank R, Engel T. Driver behavior profiling 
using smartphones: A low-cost platform for driver monitoring. IEEE 
Intelligent transportation systems magazine. 2015 Jan 19;7 (1):91-102. 

[21]  Kashevnik A, Lashkov I, Gurtov A. Methodology and mobile 
application for driver behavior analysis and accident prevention. IEEE 
transactions on intelligent transportation systems. 2019 Jun 4;21 
(6):2427-36. 

0

20

40

60

80

100

SVM RFC DTGBC LR NB kNN

Accuracy based on time series 

W1 W2 W3

https://www.businesswire.com/news/home/20190523005089/en/Worldwide-Connected-Vehicle-Shipments-Forecast-to-Reach-76-Million-Units-by-2023-According-to-IDC
https://www.businesswire.com/news/home/20190523005089/en/Worldwide-Connected-Vehicle-Shipments-Forecast-to-Reach-76-Million-Units-by-2023-According-to-IDC
https://www.businesswire.com/news/home/20190523005089/en/Worldwide-Connected-Vehicle-Shipments-Forecast-to-Reach-76-Million-Units-by-2023-According-to-IDC
https://www.businesswire.com/news/home/20190523005089/en/Worldwide-Connected-Vehicle-Shipments-Forecast-to-Reach-76-Million-Units-by-2023-According-to-IDC
http://archives.media.gm.com/division/2003_prodinfo/03_chevrolet/03_malibu/index.html
http://archives.media.gm.com/division/2003_prodinfo/03_chevrolet/03_malibu/index.html
http://www.bmwusa.com/ConnectedDrive
http://www.bmwusa.com/ConnectedDrive
https://dewesoft.com/author/grant-maloy-smith
https://dewesoft.com/author/grant-maloy-smith


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

573 | P a g e  

www.ijacsa.thesai.org 

[22]  Van Ly M, Martin S, Trivedi MM. Driver classification and driving 
style recognition using inertial sensors. In 2013 IEEE Intelligent 
Vehicles Symposium (IV) 2013 Jun 23 (pp. 1040-1045). IEEE. 

[23]  Enev M, Takakuwa A, Koscher K, Kohno T. Automobile Driver 
Fingerprinting. Proc. Priv. Enhancing Technol.. 2016 Jan;2016 (1):34-
50. 

[24]  Choi S, Kim J, Kwak D, Angkititrakul P, Hansen JH. Analysis and 
classification of driver behavior using         in-vehicle can-bus 
information. InBiennial workshop on DSP for in-vehicle and mobile 
systems 2007 Jun (pp. 17-19). 

[25]  Kedar-Dongarkar G, Das M. Driver classification for optimization of 
energy usage in a vehicle. Procedia Computer Science. 2012 Jan 1; 
8:388-93. 

[26]  Xun Y, Liu J, Kato N, Fang Y, Zhang Y. Automobile driver 
fingerprinting: A new machine learning based authentication scheme. 
IEEE Transactions on Industrial Informatics. 2019 Oct 10;16(2):1417-
26. 

[27]  Girma A, Yan X, Homaifar A. Driver identification based on vehicle 
telematics data using lstm-recurrent neural network. In2019 IEEE 31st 
International Conference on Tools with Artificial Intelligence (ICTAI) 
2019 Nov 4 (pp. 894-902). IEEE 

[28]  Driving Dataset. Available online: 
https://ocslab.hksecurity.net/Datasets/driving-dataset (accessed on 2-11 
2022) 

[29]  OBD-II PIDs, Available online: https://en.wikipedia.org/wiki/OBD-
II_PIDs (accessed on 22-10-2022) 

[30]  Kwak, Sang Kyu, and Jong Hae Kim. "Statistical data preparation: 
management of missing values and outliers." Korean journal of 
anesthesiology 70.4 (2017): 407-411. 

[31]  Caruso, Pier Francesco, et al. "The effect of COVID-19 epidemic on 
vital signs in hospitalized patients: a pre-post heat-map study from a 
large teaching hospital." Journal of clinical monitoring and 
computing 36.3 (2022): 829-837. 

[32]  Chen, Tong, Yong‐Xin Liu, and Luqi Huang. "ImageGP: An easy‐to‐use 
data visualization web server for scientific researchers." iMeta 1.1 
(2022): e5. 

[33]  Jason Brownlee, https://machinelearningmastery.com/k-fold-cross-
validation (accessed on 11-02-2022 ) 

[34]  Mo, Yujian, et al. "Review the state-of-the-art technologies of semantic 
segmentation based on deep learning." Neurocomputing 493 (2022): 
626-646.. 

[35]  M. T. Habib, A. Majumder, A. Jakaria, M. Akter, M. S. Uddin, & S. 
Ahmed,  (2020). Machine vision based    papaya disease recognition. 
Journal of King Saud University - Computer and Information Sciences, 
32(3), 300– 309 

[36]  Rafatirad, Setareh, et al. "What Is Applied Machine 
Learning?." Machine Learning for Computer Scientists and Data 
Analysts. Springer, Cham, 2022. 3-33. 

[37]  Raju, VN Ganapathi, et al. "Study the influence of 
normalization/transformation process on the accuracy of supervised 
classification." 2020 Third International Conference on Smart Systems 
and Inventive Technology (ICSSIT). IEEE, 2020. 

[38]  Gu Z. Complex heatmap visualization. iMeta. 2022 Sep;1(3):e43. 

[39]  Pitroda H. A Proposal of an Interactive Web Application Tool 
QuickViz: To Automate Exploratory Data Analysis. In2022 IEEE 7th 
International conference for Convergence in Technology (I2CT) 2022 
Apr 7 (pp. 1-8). IEEE. 

 

https://ocslab.hksecurity.net/Datasets/driving-dataset
https://en.wikipedia.org/wiki/OBD-II_PIDs
https://en.wikipedia.org/wiki/OBD-II_PIDs
https://machinelearningmastery.com/k-fold-cross-validation
https://machinelearningmastery.com/k-fold-cross-validation


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

574 | P a g e  

www.ijacsa.thesai.org 

BrainNet-7: A CNN Model for Diagnosing Brain 

Tumors from MRI Images based on an Ablation 

Study

Md Harun or Rashid, Salma Akter, Amatul Bushra Akhi 

Dept. of Computer Science Engineering 

Daffodil International University 

Dhaka, Bangladesh 

 

 
Abstract—Tumors in the brain are masses or clusters of 

abnormal cells that may spread to other tissues nearby and pose 

a danger to the patient. The main imaging technique used to 

determine the extent of brain tumors is magnetic resonance 

imaging, which ensures an accurate diagnosis. A sizable amount 

of data for model training and advances in model designs that 

provide better approximations in a supervised environment 

likely account for most of the growth in Deep Learning 

techniques for computer vision applications. Deep learning 

approaches have shown promising results for increasing the 

precision of brain tumor identification and classification 

precision using magnetic resonance imaging (MRI). This study’s 

purpose is to describe a robust deep-learning model that 

categorizes brain tumors using MRI images into four classes 

based on a convolutional neural network (CNN). By removing 

artefacts, reducing noise, and enhancing the image, unwanted 

areas of brain tumors are deleted, quality is improved, and the 

tumor is highlighted. Several CNN architectures, including 

VGG16, VGG19, MobileNet, MobileNetV2, and InceptionV3, are 

investigated to compare or get the best model. After getting the 

best model, a hyper parameter ablation study was performed on 

that model. Proposed BrainNet-7 achieved the best results with 

99.01% test accuracy and 99.21% test and validation accuracy. 

Keywords—MRI image; image pre-processing; transfer-

learning; CNN; brainnet-7 

I. INTRODUCTION 

A brain tumor is one of the tenth most common causes of 
mortality in men and women regarding the brain or central 
nervous system, often referred to as the CNS [1]. It is 
estimated that 40% of all cancer types develop brain cancer as 
a result of metastasis rather than death from brain tumors [2]. 
In 2000, June 8 was designated World Brain Tumor Day to 
raise understanding and educate people regarding brain tumors 
[3]. If abnormal cells begin to grow unnecessarily in the brain 
or spinal cord, it is known as a brain tumor. The World Health 
Organization categorized brain tumors into four groups on the 
basis of molecular characteristics in 2016 -- I, II, III, and IV 
[3, 4]. Brain tumor patients have a very low life probability 
when the tumor is in more advanced phase [5]. Therefore, 
accurate and timely cancer diagnosis and grade estimation 

enhance illness prognosis and treatment options. A 
neurological examination, imaging, biopsies, and other 
methods are used to determine the grade and diagnosis of 
tumors [3, 6]. Doctors use magnetic resonance imaging (MRI) 
before and after treatment to determine the tumor's shape. As a 
result, surgical resections can be planned and monitored as the 
illness develops [7]. Early classification of brain tumor grade 
plays an important role in successful prognosis [8]. A good 
contrast enhancement and noninvasive MRI images make it 
the preferred imaging technique in glioma diagnosis [9]. 
Radiologists observe and diagnose tumors using the 
conventional method, it is laborious and time-consuming. 
Computer-aided medical diagnosis (CAMD) has made great 
strides with artificial intelligence (AI) and deep learning, 
which can assist doctors in interpreting medical images within 
seconds [10]. A dataset's quality and size significantly impact 
the performance of deep learning technology. Images with 
high-quality annotations are required for deep learning 
techniques. However, labelling large quantities of medical 
images is quite challenging since annotation is a time- and 
expertise-intensive process [11]. Two significant barriers to 
deep learning in medical imaging are insufficient imaging data 
and a lack of annotations from human experts [11]. The above 
challenges have been addressed and resolved through 
numerous efforts. A transfer learning strategy can be helpful 
when there are only a few domain samples for training. 
Typically, it refined on the architecture that has already pre-
trained on a largest, labelled dataset. The transfer of learning 
knowledge to the target dataset makes network convergence 
speed faster while maintaining low computational complexity 
[12]. 

In this work, we propose a CNN model BrainNet-7, which 
is fine-tuned network and classifies brain tumor MRI images 
most correctly. Firstly, use, five pre-trained models, VGG16, 
VGG19, MobileNet, MobileNetV2, and InceptionV3, are 
employed in the dataset and then use proposed a CNN model. 
After in the CNN model a hyper parameter ablation was 
performed for getting the robust and fine-tuned model. This 
model is given the best accuracy among all the previous 
networks (see Fig. 1). 
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Fig. 1. An overviewof the entire classification process. 

II. LITERATURE REVIEW 

A classification approach was provided by Santhosh and 
his colleagues to distinguish between normal and abnormal 
brain tissues. The segmentation of the system was based on 
threshold and watershed. SVM provided overall classification 
accuracy of 85.32 percent [13]. 

Arunkumar and his research associates created a world-
class brain tumor classification architecture on the basis on 
traditional machine vision techniques like Fourier transform 
image enhancement, completely automated trainable 
segmentation, histogram-of-oriented-gradients (HOG) feature 
extraction, and an ANN-based classification model. Size, 
circularity, and gray-scale average are used to filter out non-
ROI brain components and a k-fold-cross validation 
technique, the constructed model successfully distinguished 
between normal and pathological brain slices with the 
accuracy of 92.14%. [14]. 

A brain tumor categorization algorithm based on brain 
MRIs obtained from RD-BVH was proposed by Hafeez Ullah 
and research fellows. Brain MRI slices' intensity, shape, and 
texture features were retrieved, and the proposed methodology 
achieved 97% accuracy [15]. 

An approach for classifying tumors that uses CNN and a 
genetic algorithm was proposed by Amin Kabir et al. in 2019 
[16]. To reduce validation error, the authors used a genetic 
algorithm. Prior to the CNN architecture, the images were 
rescaled using data normalization, and they underwent 
augmentation to achieve perfect rotation. The accuracy was 
94.2% using the recommended procedure. The new method, 
according to the authors, is sufficiently successful to detect 
tumors. 

Biswas et al. in 2021[17] an efficient training feature. The 
proposed network construction method, known as 
"Levenberg-Marquardt," offers 95.4% accuracy, 94.58% 
sensitivity, and 97.83% specificity. Comparatively speaking, 
this improved result outperforms other current detection 
methods. Getting great results comes down to two main 
things: using the right preprocessing steps and a powerful 
training function. 

Brain cancers can be identified and classified from MRI 
images using a quicker Region-based CNN (faster R-CNN) 
technique used by Avşar, E. et al. [18]. Their model's accuracy 
was 91.66% as measured. In study [19], a method for 
classifying MRI brain cancer was also suggested that uses 
SVM with grayscale, symmetry, and texture features to get 
information about features. 

Precious et al. [20] propose three optimizers, including 
ADAM, SGDM, and RMSprop, from whom detection 
accuracy of 98.1%, 92.5%, and 83.0% is attained. In order to 
detect tumors, four supervised machine learning classifiers are 
used once the features have been retrieved using CNN. 
Discriminant analysis, Naive Bayes, SVM, and KNN 
classifiers are among the classifiers that are employed. 96.2%, 
94.3%, 75.0%, and 96.2% of the classifiers' accuracy were 
obtained, respectively. 

Papageorgiou et al. [21] created the fuzzy cognitive map 
(FCM) approach to represent model experts. A 
computationally sophisticated training technique known as the 
activation Hebbian algorithm was added to the FCM ranking 
model to enhance its classification capabilities. Medical 
resources, which included 100 instances, were used to verify 
the proposed method. For low-grade and high-grade brain 
tumors, the FCM model correctly diagnosed patients in 
90.26% (37/41) and 99.22% (55/59) of the cases, respectively. 
Comparing the proposed model's results to those of current 
algorithms like fuzzy decision trees and decision trees, the 
proposed model's results show a marginally higher accuracy. 
The same kind of first-hand data was used to compare them, 
and while they were able to get high accuracy, they couldn't 
get high memory. 

In order to work with 2D (two-dimensional) images, John 
Schmeelk [22] used a two-dimensional wavelet transform 
(2D-WT). The comparison of the two transforms on separated 
elements was covered in depth by the authors. A similar image 
was also subjected to a comparison of the global qualities 
offered by the Fourier transform (FT) approach and the 
wavelet transform. The Gaussian subfield wavelet was chosen 
for this study because, for some reason, it made it possible to 
compare it to the Fourier technique. 

In our findings we are improving the model and get the 
high accuracy from the model. In our approach firstly we 
decrease noise by using various image processing techniques 
and then we are developed a model which give us the best 
accuracy and our approach beat all the existing model. 

III. DATASET DESCRIPTION 

The Brain Tumor MRI dataset has a total of 7022 MRI 
images analyzed for this research. There are four classes in the 
dataset: glioma, meningioma, no tumor, and pituitary. There 
are 1621 images in the glioma class, 1645 images in the 
meningioma class, 2000 images in the no tumor class, and 
1757 images in the pituitary class. All images of this datasets 
are 512 × 512 pixels in grayscale presentation. The dataset 
was taken from the open-source website Kaggle. As shown in 
Table I, Fig. 2 the dataset is described in detail: 
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TABLE I. SHOW THE DATASET DESCRIPTION 

Name Description 

Total Number of Images 7022 

Average Dimension 512 x 512 

Color Grading Grayscale 

Data Format JPG 

Glioma 1621 

Maningioma 1645 

No Tumor 2000 

Pituitary 1757 

 
Fig. 2. Brain Tumor MRI dataset containing four classes with various noise 

and artifacts. 

A. Image Processing 

There is a lot of noise and artefacts in brain tumor MRI 
dataset images, so this study focuses on improving the model's 
accuracy through image processing techniques. Because 
images are usually filled with noise and artefacts, image 
processing is the first step in training a deep-learning model. 
First, a median filter is used to remove noise from this image, 
then a morphological opening is used to remove artefacts. 

B. Remove Spackle Noise 

The brain tumour MRI dataset has spackle noise, as 
previously stated. Median filters are useful for removing 
spackle noise. 

C. Median Filter 

Median filter is a well-known order-statistic filter that 
excels at removing certain types of noise, including Gaussian, 
random, and salt-and-pepper noise. The image of this step is 
given in Fig. 3. 

 
Fig. 3. Median filtered images. 

The first photo are the original images and the second 
photo is the output of the median filter. 

D. Artifact Removal 

In addition to the brain tumour MRI dataset having 
artefacts, morphological operations are used to remove these 
artefacts [23]. Various morphological operations can be used 
for eliminating artifacts, but this study uses morphological 
opening techniques. 

E. Morphological Opening 

The kernel size of the filter depends on the operation to be 
performed. The output of this step is shown in Fig. 4. 

 
Fig. 4. Output of the morphological opening. 

The first image are the input images which we get from the 
median filter and the second photo is the output of the 
morphhological opening. 

g (j, s) = 𝑓 (j, s) ∗ 𝑢 (j, s) + (j, s)  (1) 

Where, 

g(j,s) – debased image u(j,s) – multiplicative noise 

f(j,s) – original image 𝜂 (j,s) – additive noise 

Before diagnosis, removing additive noise from ultrasound 
images is necessary, but multiplicative noise can be allowed, 
given in the equation below: 

g (j, s) = 𝑓 (j, s) ∗ 𝑢 (j, s) + 𝜂 (j, s) - 𝜂 (j, s) (2) 

 g (j, s) = 𝑓 (j, s) ∗ 𝑢 (j, s)    (3) 

F. Clahe 

The Clahe technique is used to balance the overall 
contrast. A further sophisticated version of adaptive histogram 
equalization is called CLAHE. Clahe was developed to 
improve the quality of medical imaging of complex structures 
[24, 25]. The output of this step is shown in Fig. 5. 

 

Fig. 5. Output of the clahe. 
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The first images are the original images and the second 
images are the output of the CLAHE. 

Let an image size be M x M and each tile size for image is 
m x m then the total number of tiles is calculating as: 

𝑇 =  
𝑀 ×𝑀

𝑚 ×𝑚
   (3) 

Clip limit 𝐶𝐿 =  𝑀𝐶𝐿  ×  𝑀𝑎𝑣𝑔  is used to construct the 

histograms for these tiles. 

Where, 

𝑀𝐶𝐿 =  normalized contrast limit. 𝑀𝐴𝑉𝐺 =  total pixels 
average value. 

The equation of pixels avarage is (3): 

𝑀𝐴𝑉𝐺 =
𝑀𝑥 ×𝑀𝑦

𝑀𝑔
   (4) 

Where, 

Mg = total gray levels Mx and My = total pixels of x and y 
dimension 

𝑀𝐶𝑃 =
𝑀 ∑ 𝑐𝑙

𝑀𝑔
   (5) 

Where, 

𝐶𝐿 = the clipped pixel. 

𝑀𝑟 =  
𝑀𝑔

𝑀𝑟
   (6) 

Where, 

𝑀𝑟 is remaining number of clipped pixels 

clahe formula: 

𝐼𝑐(𝑝, 𝑞) = T(𝜄(𝑝, 𝑞) =  
(𝐿−1)

𝑃𝑄
∑ 𝑛𝑗

𝐾
𝑗  (7) 

G. Verification 

It is possible to lose a lot of image quality when using 
many image preprocessing algorithms, so various types of 
geometric analysis like PSNR, SSIM, MSE, and RMSE are 
performed to determine if the image quality has been 
compromised. 

H. MSE 

MSE describes the pixels of the two pictures under 
comparison as having a cumulative squared error. A value 
close to 0 indicates acceptable image quality, while the MSE 
value ranges from 0 to 1. A value of 0 indicates a picture with 
no noise. Values higher than 0.5 indicate a decline in quality.  

𝑀𝑆𝐸 =  
1

𝐴𝐵
∑ ∑ (𝑂(𝑟, 𝑠) − 𝑃(𝑟, 𝑠))2𝑛−1

𝑗=0
𝑟−1
𝑖=0  (8) 

Where, 

The ground truth image is O, the image which is processed 
is P and A, B denote the pixels of O and P, and r, s denote 
pixel rows of p,q. 

I. PSNR 

Calculating PSNR begins with calculating MSE. PSNR is 
then estimated using the following formula: 

𝑃𝑆𝑁𝑅 = 10 log10 (
𝑄2

𝑀𝑆𝐸
)   (9) 

Q is the highest fluctuation in the input image data type. A 
maximum of 255 pixels is used as image maximum value. 
Typically, PSNR should be between 30 and 50 dB for an 8-bit 
image [26]. 

J. SSIM 

 SSIM measures the decline in image condition caused by 
preprocessing processes. In this estimation, 1 indicates 
"perfect structural similarity" and 0 means "no structural 
similarity" [9]. 

𝑆𝑆𝐼𝑀(𝑟, 𝑠) =
(2µ𝑥µ𝑦+ 𝑐1 ) (2σ𝑥𝑦+ 𝑐2)

(µ𝑥
2  + µ𝑥

2+ 𝑐1) (σ 𝑥
2  + σ 𝑥

2  + 𝑐2)
 (10) 

Where, 

r, s is two image , σ 𝑟
2, σ 𝑠

2is variance, σ𝑟𝑠 is covariance of 
the images and µ𝑟 , µ𝑠 is the average of two image calculated 
using the Gaussian window. 

K. RMSI 

Image quality is measured by RMSE, which compares the 
original and processed images. RMSE values near 0 indicate 
good image quality and fewer errors. 

𝑅𝑀𝑆𝐸 =  √∑ (𝑑𝑓𝑖
𝑁
𝐽=1 −

𝑑𝑑)2

𝑁
  (11) 

Where, 𝑑𝑓𝑖 is the different of predict value, 𝑑𝑑 is the actual 

value, N is the Size of the Dataset. 

TABLE II. SHOWN PSNR, MSE, SSIM, RMSE 

Image MSE PSNR SSIM RMSE Image 

Image_1 15.17 39.35 0.962 0.13 Image_1 

Image_2 13.63 40.66 0.961 0.13 Image_2 

Image_3 14.25 42.59 0.964 0.11 Image_3 

Image_4 13.13 38.28 0.968 0.12 Image_4 

Image_5 12.38 45.47 0.962 0.09 Image_5 

In this Table II we are showing some statistical value 
which proved that out image processing techniques are the 
best. Image quality is not damaged after image preprocessing. 

IV. DATA SPLIT 

 After analyzing the statistical value of the image, the full 
dataset is divided into three segments (training set, validation 
set, and testing set). Three splitting ratios for training-testing 
data (90:10, 80:20, and 70:30) are often used to evaluate the 
effect of the overall accuracy of a model is affected by the size 
of the training-testing data [27]. According to this study, the 
70:30 ratio means 70% train sets, 10% validation sets, and 
20% test sets. 

V. PROPOSED MODEL 

 As previously said, this research explored with a total of 
five transfer learning network to identify the ideal network 
based on accuracy in order to discover the best transfer 
learning model for the classification issue. Transfer Learning 
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Model: There are five pre-trained models total—InceptionV3, 
MobileNetV2, MobileNet VGG16, and VGG19—that are 
trained on training data and tested on testing data. 

A. VGG-16 

Simonyan and Zisserman [28] introduced the DCNN 
model known as VGG16. The model achieving 92.7% top 5 
test accuracy in the ImageNet dataset [29]. A VGG16 
produced a substantially greater accuracy than a fully trained 
architecture, according to studies on the efficiency of transfer 
learning [30]. The kernel may learn more complicated 
characteristics with the help of the VGG model's enhanced 
depth. The VGG16 architecture is a convolutional neural 
network set. It is regarded as one of the best computer vision 
models to date. VGG16 is unusual in that it only employs 3 x 
3 filter convolution layers with a stride 1 and always uses the 
same padding and maxpool layer with a 2 x 2 filter stride 2. 
VGG16 has 16 layes. Spatial pooling is achieved in this model 
by employing five max pooling layers. After a sequence of 
convolutional layers, three fully connected (FC) layers are 
added. Finally, there's the softmax layer. In all networks, 
always set the layers 1 and 2 in the same way. 

B. VGG-19 

There are 19 layers in the VGG19 model, a variation of the 
VGG model. The VGG19 model concludes with three 
additional FC layers, totaling 19 layers with 4096, 4096, and 
1000 neurons in each layer. Moreover, five Maxpool layers 
are included as well as a Softmax layer. It is a characteristic of 
convolutional layers that ReLU is activated. Non-linearity is 
included into models using Rectified linear units (ReLu), 
which increases classification and compute performance. 
Three layers were built, all of which were entirely 
interconnected. Finally, there is a softmax function as the 
model's final layer. 

C. MobileNet 

The MobileNet model is TensorFlow's first computer 
vision model designed specifically for mobile applications. 
MobileNet employs depth-wise separable convolutions. The 
number of parameters is dramatically reduced compared to a 
network with regular convolutions of the same depth. As a 
result, portable deep neural networks have been developed. To 
generate a depth-separable convolution, two techniques are 
used. 

- In-depth convolution. 

- Convolution at the point of interest. 

MobileNet, a CNN class that Google freely licenses, is a 
great starting point for training our ultra-short and ultra-fast 
classifiers. 

D. MobileNetV2 

The Google community has suggested MobileNetV2. 
There are two kinds of blocks in it, and each block has three 
levels. Each block has 11 convolutional layers with 32 filters 
in the first, third, and second layers. All layers use the rectified 
linear activation function (ReLU). In order to prevent non-
linearity from corrupting a significant volume of data, 
longitudinal bottlenecks are essential between layers. There is 

a difference between the strides of the two blocks, with block 
1 having a stride of one and block 2 having a stride of two. 

E. InceptionV3 

A new InceptionV3 design aims to reduce the needed 
computational power by modifying earlier Inception designs. 
It is possible to decrease the computational cost by 
regularizing, reducing the dimension, factorizing 
convolutions, and parallelizing computations. 

F. BrainNet-7 

The BrainNet-7 has three convolutional layers and one 
max pool layer for each convolutional layer Fig. 6. There are 3 
X 3 convolutional kernels in the model. There is a dropout 
value of 0.5 in the first block of the convolutional kernel, and 
32 in the second block of the convolutional kernel. 'Relu' has 
been selected as the activation function for the final layer, 
followed by 'SoftMax'. Using batch size 32 and Adam 
optimizer, categorical crossentropy was used as a loss 
function. There is an o.oo1 learning rate. 

 
Fig. 6. BrainNet-7 model architecture. 

VI. TRAINING APPROACH 

For training the models, the batch size is 16, and the 
maximum number of epochs is 100[31]. During training, 
Keras' "callback" function was used to store the weights of the 
best model based on a minimal loss value [32]. Adam has 
been used as an optimizer at a learning rate of 0.001. 
Categorical cross-entropy is the defaulting loss function for 
multiclass challenges [33]. In order to forecast the probability 
for each class, 'Softmax' activation is used. Since Softmax 
normalizes all values between 0 and 1, their aggregate always 
equals 1. 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑦𝑖) =  
exp (𝑦𝑖)

∑ exp (𝑦𝑖)𝑗
  (12) 

VII. ABLATION STUDY 

 An ablation study is often carried out in CNN-based 
applications to evaluate the model's stability and performance 
after deleting or changing various layers and hyper-
parameters. Using hyperparameter ablation to develop a robust 
and fine-tuned network in this study. 

VIII. RESULT AND DISCUSSION 

In this section, several performance matrix are shown as 
mathematically. 

𝐴𝐶𝐶 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (13) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (14) 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (15) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (16) 

𝐴𝐶𝐶 =  2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
     (17) 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
     (18) 

A. Result of Transfer Learning and CNN Model 

Table III shows the training accuracy, test accuracy, 
validation accuracy, and train, test and validation loss for the 
five transfer learning models. The CNN model has the highest 
accuracy, as can be seen in the table. 

TABLE III. RESULT OF TRANSFER LEARNING AND CNN MODEL 

Model 
Train_Accu

racy 

Train_L

oss 

Val_Accu

racy 

Val_l

oss 

Test_Accu

racy 

VGG19 96.67 0.22 95.63 0.21 95.24 

VGG16 97.77 0.18 96.83 0.12 96.13 

Mobile 

Net 
95.43 0.18 94.23 0.28 94.24 

Mobile 
Net V2 

95.76 0.25 94.63 0.32 94.59 

Inceptio

nV3 
76.86 0.421 76.21 0.392 76.21 

CNN 97.91 0.15 97.95 0.11 97.95 

In this table we are showing the Accuracy of the all model 
which we employing in this study. 

IX. RESULT AND ABLATION STUDY 

It is possible to improve classification accuracy by 
changing several design components to make it more reliable. 
A total of five studies are run as an ablation study, modifying 
various BrainNet-7 elements based on the optimized VGG16 
architecture. 

A. Case Study-1 Changing Flatten Layer 

 In case study 1, it is shown in Table IV that the flatten 
layer provides the highest accuracy when it is used. 
Additionally, global average and global maximum pooling do 
not provide good accuracy. Flattening the layer gives 96.93% 
accuracy, while global max and global average pooling give 
95.24 and 96.83% accuracy, respectively. 

TABLE IV. CHANGING FLATTEN LAYER 

  
Case Study 

01 
  

Configuration 

No. 

Flatten 

layer type 

Epoch x 

training 

time 

Test 

accuracy 

(%) 

Finding 

1 Flatten 97 x 5s 97.95% 
Highest 

accuracy 

2 

Global 

Max 

pooling 

60 x 4s 95.24% 
Accuracy 
dropped 

3 

Global 

Average 

pooling 

54 x 5s 96.83% 
Accuracy 
dropped 

B. Case Study-2 Changing the Batch Size 

Changing the batch size is the subject of case study two. A 
batch size of 32 is the most accurate, followed by 32, 64, and 
16. When the batch size is 32 the test accuracy is 96.39%. 

C. Case Study-3 Changing Loss Function 

Case study 3 experiments with changing loss functions and 
finds that categorical cross-entropy gives the best outcomes, 
(Table V) 96.93%. 

TABLE V. CHANGING LOSS FUNCTION 

  
Case 

Study 

03 

  

Configuration 

No. 
Loss Function 

Epoch x 

training 

time 

Test 

accuracy 

(%) 

Finding 

1 
Binary 

Crossentropy 
Error Error Error 

2 
Categorical 

Crossentropy 
43 x 5s 98.13% 

Highest 

accuracy 

3 
Mean Squared 

Error 
96 x 5s 96.82% 

Accuracy 

dropped 

4 
Mean absolute 
error 

12 x 4s 68.25% 
Accuracy 
dropped 

5 

Mean squared 

logarithmic 
error 

45 x 5s 96.83% 
Accuracy 

dropped 

D. Case Study-4 Changing Optimizer 

Adam optimizer provides the highest accuracy when 
compared to Nadam, SGD, and ADamax optimizers in case 
study 4 (Table VI). 

TABLE VI. CHANGING LOSS OPTIMIZER 

  
Case 

Study 04 
  

Configuration No. Optimizer 
Epoch x 
training 

time 

Test 
accuracy 

(%) 

Finding 

1 Adam 97 x 5s 98.41% 
Highest 

accuracy 

2 Nadam 44 x 5s 98.13% 
Previous 

dropped 

3 SGD 90 x 5s 84.13% 
Accuracy 

dropped 

4 Adamax 88 x 5s 90.48% 
Accuracy 

dropped 

E. Case Study-5 Changing Learning Rate 

In comparison to 0.001, 0.0001, and 0.01, when using 0.01 
provide the highest accuracy (Table VII). 

TABLE VII. CHANGING LEARING RATES 

  
Case 

Study 05 
  

Configuration No. 
Learning 
rate 

Epoch x 

training 

time 

Test 

accuracy 

(%) 

Finding 

1 0.01 92 x 55s 98.41 
Accuracy 
dropped 

2 0.001 97 x 5s 98.43% 
Highest 

accuracy 

3 0.0001 68 x 57s 97.28 
Accuracy 

improved 
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F. Performance Analysis of Best Model 

After executing the ablation study on the suggested 
BrainNet-7 model, an improvement in classification accuracy 
is shown on CNN model. A summary of BrainNet-7 final 
setup is provided in Table VIII. 

TABLE VIII. EVAULATED PERFORMANCE OF BEST MODEL 

Configuration Value 

Size of images 224 x 224 

Epoch 97 

Optimizer Adam 

Learning rates 0.001 

Batch sizes 16 

Activation functions Softmax 

Dropouts 0.5 

Momentums 0.9 

Accuracy 98.43 

G. Performance Analysis and Statistical Analysis 

In Table IX show the FPR, FNR, FDR, KC, MCC, MAE 
and RMSE of the best hyper-tuned CNN (BrainNet-7) model. 

TABLE IX. PERFORMANCE ANALYSIS AND STATISTICAL ANALYSIS 

Accuracy 
FPR 
(%) 

FNR 
(%) 

FDR 
(%) 

KC 
(%) 

MCC 
(%) 

MAE RMSE 

98.43 1.46 2.22 2.59 99.01 88.35 2.09 5.79 

 

Fig. 7. Losses and accuracy curve. 

Fig. 7 shows the accuracy and loss curves for the best-
performing model. The training curve converges without 
bumps from the first to the final epoch. Based on the 
difference between validation and training accuracy curves, 
there is no evidence of overfitting in the course of training. As 
with the training curve, the loss curve in figures 6 unites 
smoothly to the end epoch. The trainings and losses curves 
indicate that neither overfitting nor underfitting occurred. The 
confusion matrix is also shown in Fig. 7. 

H. Comparison with Existing Work 

This section Table X compares the proposed CNN models 
(BrainNet-7) to classify. The accuracy, reliability and 
competency of these earlier investigations and our suggested 
methods are compared in Table VIII. 

TABLE X. COMPARISON BETWEEN PROPOSEDMODEL AND PREVIOUS 

STUDY 

Paper Dataset Classifier Accuracy 

[13] MRI SVM 85.23% 

[14] MRI ANN 92.14% 

[15] MRI 
Machine 
Learning 

Classifer 

97.00% 

[16] MRI CNN 94.2% 

[17] MRI CNN 95.4% 

[18] MRI Faster-R-CNN 91.66% 

[20] MRI 
Machine 
learning 

classifier 

98.1% 

Proposed 

Model 

(BrainNet-7) 

MRI 

Fine-tuned 

Transfer 

Learning 

98.43 

X. CONCLUSION 

For training, deep learning systems for tumor identification 
in medical imaging need massive, annotated datasets. 
Subspecialty, radiologists often manually annotate images. 
AI's progress in medical imaging is hampered by 
unreasonably high related costs (time and expertise). Transfer 
learning techniques have been studied to train a competitive 
classifier with the least amount of annotation expense. 
Transfer learning is a popular technique that allows models to 
apply the information they have gained on massive datasets to 
new recognition and classification tasks. This study proposes a 
system based on a transfer learning model for classifying brain 
tumor MRI images more accurately which can reduce the 
death ratio. This experiment uses various preprocessing 
techniques to remove speckle noise and artefacts from the 
image. Five transfer learning models have been experimented 
with in the Brain Tumor MRI dataset. After that, a 
hyperparameter ablation study is conducted on the best-
performed transfer learning model to get the best outcome 
from the model. The proposed model has been fine-tuned with 
proper hyperparameters, that's why it gained the highest 
accuracy. 

XI. LIMITATIONS AND FUTURE SCOPE 

The suggested CNN models for multiclass classification 
outperformed traditional classifiers considerably, according to 
the whole discourse of this work. The dataset for the 
suggested model is too small—it only contains 7022 images—
and the study's major limitation—the leakage of a significant 
amount of genuine medical data—can be solved in the future. 
As a result, it is possible to expand the quantity of 
unprocessed medical photos and assess the performance of the 
suggested model using real-time medical data in the future. 
The suggested model of this research does, however, 
successfully categorize the four types of brain tumor classes in 
the majority of test instances. It is feasible to make sure that 
the recommended fine-tuned CNN model is accurate and 
improved in all areas of diagnosis, despite a few small 
disadvantages. 
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Abstract—The development of urbanization has brought 

many traffic problems, among which the delayed feedback of 

traffic flow and people flow has led to traffic congestion. In order 

to effectively analyze the traffic flow and people flow on the 

traffic road, this research proposes a traffic surveillance video 

image object detection model based on the improved Vibe 

algorithm, and uses the moving historical image to track the 

traffic flow and people flow. Finally, the performance analysis of 

the algorithm shows that the loss rate of the improved Vibe 

algorithm proposed in the study is only 0.25%, and its detection 

accuracy reaches 91.25%. The above results show that the use of 

Vibe intelligent algorithm can significantly improve the detection 

effect of traffic flow and pedestrian flow in traffic monitoring 

video, help to improve urban traffic management ability and 

promote the development of urban modernization. 

Keywords—Urban development; object detection; traffic video; 

Vibe algorithm; visitors flowrate; image filtering 

I. INTRODUCTION 

Rapid economic development promotes urban 
development. However, in urban development, the increase in 
the number of motor vehicles and long-term residents increases 
the difficulty of traffic control. Therefore, a large number of 
studies have put forward the concept of intelligent 
transportation on the existing urban traffic problems. In 
intelligent transportation, it is believed that the processing of 
traffic data can be realized by using intelligent algorithms, and 
the traffic pressure can be relieved by understanding the traffic 
conditions [1, 2]. In the current research, the emphasis is on the 
systematic and real-time nature of intelligent transportation, 
which realizes the traffic management of multiple road sections 
through its system planning, makes timely traffic diversion 
through real-time nature, and ensures the convenience of 
people's travel [3]. With the development of computer 
technology, intelligent algorithms have been continuously 
introduced in the monitoring and monitoring of traffic flow and 
people flow. The purpose is to use the moving target tracking 
algorithm to grasp the changes of vehicle and people flow in 
the traffic section in real time, and provide a planning scheme 
for subsequent sections [4]. However, it has to be admitted that 
my country's traffic video image traffic flow and people flow 
monitoring technology started later than foreign countries, and 
the existing detection schemes are difficult to deal with the 
increasing traffic problems. In this study, a video image target 

recognition model based on the improved Vibe algorithm is 
proposed, and the tracking of vehicles and human bodies is 
realized with the help of motion history images, and the real-
time monitoring of traffic flow and people flow is realized, in 
order to relieve urban traffic pressure and speed up China's 
Urbanization. 

The main structure of the article is divided into four parts. 
In the second part, the development status of urban traffic 
monitoring technology and image processing technology is 
analyzed. In the third part, the intelligent algorithm design for 
traffic vehicle and pedestrian flow monitoring is proposed. In 
the fourth part, the algorithm performance analysis and 
monitoring effect test are conducted. 

There are two innovations in this paper. First, image 
processing is carried out for traffic flow and pedestrian flow 
monitoring videos; the second is to study the further processing 
of the surveillance video image and target tracking with the aid 
of only algorithms, which improves the real-time detection 
capability of the surveillance video. 

II. RELATED WORKS 

With the continuous progress of urban traffic, the 
monitoring technology for the detection of urban traffic 
vehicles and people flow has also become increasingly 
prominent. In the same way, aiming at the existing urban 
traffic flow management problems, the research proposes to 
introduce intelligent algorithms to realize the monitoring and 
control of vehicle flow and pedestrian flow. In order to further 
understand the monitoring status of traffic flow, the research 
status in this field is analyzed. In order to promote the 
development of urban modernization, Pan S et al. used network 
tomography to realize the optimization of urban traffic 
monitoring, and used FIM and multi-agent reinforcement 
learning methods to help monitors improve the processing 
capacity and performance of surveillance video. The 
simulation experiment proves that the proposed scheme can 
effectively reduce the error of monitoring video processing 
compared with the traditional scheme [5]. In order to improve 
the traffic monitoring ability, Rogowski M gained experience 
from the traffic monitoring of tourists in national parks. In this 
study, Rogowski M proposed a comprehensive monitoring 
method. It has been proved by practice that the proposed 
method can effectively monitor and evaluate tourists [6]. In 
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order to monitor the traffic flow, Zhu L et al. proposed a self-
organized flow monitoring measure, and finally proved the 
feasibility of the measure through safety analysis and 
experimental verification. However, although this research can 
achieve traffic flow monitoring, it is difficult to extract 
effective targets from the monitoring video [7]. In order to 
obtain traffic conditions in low-light environments such as 
nighttime, Cai X et al. explored light control strategies in 
traffic monitoring, aiming to use threshold increments to 
evaluate disability glare, and showed in the final results, 
research. The proposed light control strategy can reduce the 
interference caused by glare in traffic monitoring and improve 
the effect of traffic monitoring [8]. Almeida TD et al. believe 
that most of the current traffic monitoring systems require high 
maintenance costs, so in order to improve the effect of traffic 
monitoring and reduce costs, a community-based decentralized 
traffic monitoring system is proposed. The traffic conditions of 
the road sections are analyzed, and the comparative analysis 
finally confirms that the accuracy of the system proposed by 
this study can be higher than 90% in multiple scenarios. 
However, this research is difficult to monitor the rapid growth 
of traffic flow and people flow in real time [9]. 

The processing of traffic monitoring is to process the 
detected video images. In the research of video image 
processing, a large number of scholars have proposed effective 
methods. In order to increase the sensitivity and specificity of 
medical video image processing, Obukhova N et al. proposed a 
personalized processing method, which uses artificial 
intelligence technology to realize the visualization of video 
image data, which is displayed in the result classification. The 
proposed video image processing method has high accuracy 
and improves the diagnostic efficiency of medical images [10]. 
Long C proposed an edge computing framework to optimally 
group mobile devices into video processing groups, and at the 
same time proposed an efficient collaborative video processing 
scheme that can achieve sub-optimal performance with existing 
detection accuracy. Each parameter is evaluated, and the 
effectiveness of the method proposed in the study is confirmed 
in the simulation experiment, and its superiority compared with 
the baseline scheme is proved [11]. Ragan-Kelley J et al. 
believed that there was too little work in different stages in 
image processing to load the results into the corresponding 
memory and would add extra cost, so the team wrote a high-
performance image processing code that implements The 
simplification of image processing and the ability to use a 
dedicated image processor to generate effective results finally 
confirmed the efficiency of the image processing code through 
experiments. However, the image processing code proposed in 
the study has some limitations in application, and is difficult to 
deal with the environment with huge data [12]. In order to 
detect acephate, Osman MJ et al. proposed an image 
processing technology combined with an aptamer sensor, using 
the sensor to obtain the relevant information of the aptamer, 
and using the image processing technology to achieve 
colorimetric detection, and finally proved in the experiment the 
effectiveness of the current method. Although this research can 
effectively achieve image detection, it uses sensor technology, 
which is vulnerable to environmental interference [13]. In 
order to reduce the mite infection in bee farming, Sevin S et al. 
proposed an image capture device that can automatically focus 

detection. The device is compatible with cloud storage and 5G 
technology, and can distinguish bees from Varroa mites 
through images, and finally train on samples. The method 
proposed in the research shows that the method can effectively 
distinguish between honeybees and Varroa mites [14]. 

To sum up, with the continuous development of intelligent 
technology, the research on video image processing in modern 
technology research is increasing, but in traffic monitoring, 
there are still few effective processing solutions for monitoring 
video. For the real-time monitoring of traffic flow and people 
flow, a monitoring video image processing algorithm based on 
Vibe intelligent algorithm is proposed to detect the traffic flow 
and people flow. See Fig. 1 for the structure and flow of 
research contents. 

Monitoring 

data

Image 

processing

Object 

detection

People flow 

tracking

Vibe 

algorithm

Algorithm 

training
Effect test

 
Fig. 1. Workflow diagram. 

III. DESIGN OF TARGET DETECTION ALGORITHM FOR 

TRAFFIC SURVEILLANCE VIDEO IMAGE 

A. Traffic Flow and People Flow Detection 

In urban traffic video detection, affected by the traffic 
environment and the natural environment, the monitoring video 
has significant interference noise. Therefore, in order to 
accurately monitor the real-time traffic flow and people flow, 
the video image needs to be preprocessed first [15, 16]. In the 
research, for image denoising in surveillance video, the method 
of image filtering is used to extract the target features in the 
image, and the median filtering method is used to suppress the 
noise in the image. The basic principle of median filtering is to 
replace the value in the image with the median value of the 
region where it is located. One-dimensional median filtering is 
shown in equation (1) [17].

 

0 1( , ,..., )ky med f f f
 (1) 

In formula (1), it 
0 1( , ,..., )kf f f represents the sequence 

value in the one-dimensional sequence; k it represents the 

sequence length. After filtering, the image needs to be 
enhanced. In the image enhancement, the research adopts 
Laplacian sharpening to achieve it. The Laplace calculation 
method is shown in formula (2). 

2 2
2

2 2
( , )

f f
f x y

x y

 
  

 
 (2) 
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In formula (2), it ( , )x y represents the coordinates of a 

certain point in the image. 

The detection of traffic flow and people flow in video 
images is to find out the moving vehicles and people from the 
video. The target detection algorithm is used to realize the 
target selection of continuous video. In the research, the 
background difference method is used to find the appropriate 
target. The background difference method is often used in the 
detection of moving objects such as human bodies and vehicles, 
which can strip the background area in the video image to 
obtain moving objects [18, 19]. In the application of the 
background difference method, the Vibe algorithm is widely 
used, and its calculation is divided into three steps. The first is 
background initialization. In the background initialization, the 
video is initialized through the first frame image, that is, to 
establish the current video. For the background model, see 
equation (3). 

0 0 ( , ) | ( , ) ( , )i i i i

m GBK f x y x y N x y 
 (3) 

In formula (3), it 
( , )GN x y

represents the neighborhood 

point. After the background is initialized, the foreground image 
is detected, and the background model established by the 
background initialization is used to judge whether the 
subsequent image sequence belongs to the foreground, and the 
foreground part is separated. The judgment formula is shown 
in formula (4). 

( , )k
fore BK T

f x y
back BK T


 

  (4) 

In formula (4), T represents the threshold set according to 
the experimental environment. When the value of the 
background model is greater than T that, it is judged as the 
foreground, and when it is less than, it is judged as the 
background. In addition, as shown in formula (4), in the 
selection of the foreground part, the pixel is the selection of 
points in random. The last step is to update the background 
model of the image, in order to reduce the error effect of the 
light intensity on the image [20, 21]. In the process of updating 
the background model, for any background point, it has a 
certain probability to update the background model, and 
randomly selects samples in the updated sample set. After a 
certain period of time, the probability that the sample value is 
retained can be expressed as (5). 

( )1
( , ) ( ) t dtN

P t t dt
N


 

  (5) 

In formula (5), it N represents the number of background 

models; dt represents the update time; 
1N

N


represents the 

probability of not updating at time t. However, the traditional 
Vibe algorithm is based on the background model. Under the 
premise of efficient image processing, there is still ghosting 
phenomenon. The reason is that the algorithm is difficult to 
accurately detect the slow moving stage. For this reason, in 
order to solve the ghosting of the Vibe algorithm, the research 

introduces the frame difference image of adjacent frames to 
optimize the effect of foreground detection, as shown in Fig. 2. 

As shown in Fig. 2, for the calculation of the frame 
difference image of adjacent frames will judge the selected first 
frame image after the background initialization. When the 
selected image is not the first frame image, the pixel points 
selected multiple times are filtered out by calculating the 
adjacent frame difference, and they are eliminated to ensure 
that no background points appear in the foreground part and 
reduce the appearance of ghosts. In addition, in the actual 
traffic situation, when there is sufficient light, pedestrians and 
vehicles on the road will produce obvious shadows during the 
movement, and the existence of shadows will be judged as the 
foreground part during detection, resulting in the failure of 
foreground detection. To achieve better results, a shadow 
removal algorithm is proposed in this research. First, the 
brightness in the video image is modeled, see equation (6). 

( , ) ( , ) ( , )k k ks m n E m n m n
 (6) 

In formula (6), ( , )kE m n represents ( , )m n the radiance of 

the pixel point, and ( , )k m n represents the reflection 

coefficient of the vehicle or pedestrian to the light. On the basis 
of brightness modeling, HSV is used to eliminate shadows, and 
the discriminant function of shadow detection is shown in 
formula (7). 

( , )
( ( , ) ( , ))

( , )1
( , )

( , ) ( , )

0

V

S Sk

k k sV

k

H H

k k B

I x y
I x y B x y T

B x y
HSV x y

I x y B x y T

other




      


 
 




 (7) 
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Fig. 2. Image foreground detection. 
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In formula (7), 
( , )V

kI x y
, 

( , )S

kI x y
, 

( , )H

kI x y
represent the 

component of the kth frame image pixel in HSV space; 

( , )V

kB x y
, 

( , )S

kB x y
, 

( , )H

kB x y
represent the component of the 

kth frame background pixel in HSV space;  , 


represent the 

judgment parameter; sT
, BT

represent the threshold; when the 
discriminant function When the value is 1, the position is 

( , )x y
defined as the shadow, and the rest are the target. The 

improved Vibe algorithm and shadow elimination algorithm 
are combined to realize the detection of traffic flow and human 
flow. The detection process is shown in Fig. 3. 

As shown in Fig. 3, in the moving target detection, the 
traffic surveillance video is firstly used as the input for 
detection, and the HSV shadow removal algorithm is used to 
eliminate the ghost in the target detection. Image denoising is 
used to remove noise in video images after target detection. 
Finally, the contours of moving objects in the video images are 
extracted to analyze the foreground objects of vehicles and 
human bodies in the images. 

B. Traffic Flow and People Flow Tracking and Early 

Warning 

In actual traffic conditions, different traffic conditions have 
significant differences in the impact of urban traffic flow and 
people flow, so after solving the problem of vehicle flow and 
people flow detection, it is necessary to track the moving target. 
In moving target tracking, it is necessary to perform feature 
matching on each frame image in the video, that is, mark each 
moving target, so as to establish the correspondence between 
adjacent frame images [22, 23]. In the research, in order to 
track and identify the moving target, the motion history image 
is used for module tracking, and H is the pixel intensity in the 
motion history image. The calculation method is shown in 
formula (8). 

( , , ) 1
( , , )

max(0, ( , , 1) )

x y t
H x y t

H x y t other

 




 

 

 (8) 
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Fig. 3. Detection process of vehicle flow and passenger flow. 

In formula (8),  represents the duration between two 

frames in the video scene; t represents the time of the target 

pixel point;  represents the decay parameter; ( , , )x y t

represents the inter-frame difference method. In addition, in the 
tracking process, the size of the weight of the pixel will affect 
the stability and reliability of the target detection, and the 
weight calculation is shown in formula (9). 

0 1

1
( ) ,

( )

m

n

i n

k x C q
x x

k
h




 


 (9) 

In formula (9), C represents the normalization coefficient; 

nq represents the color distribution probability; h represents 

the area radius; m represents the total number of pixel points. 

The normalization coefficient is expressed as formula (10). 

1

( )

C
y x

h





   (10) 

Secondly, similarity is used to measure the matching 
degree between moving target templates, see equation (11). 

1

( ) ( )
m

n n

n

p q y q x

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  (11) 

In Equation (11), ( )nq x , ( )nq y represent the image x axis 

and y the color distribution probability on the axis, 

respectively. According to the pixel points in the motion 
history image proposed by the research, the tracking of traffic 
flow and people flow is realized, and the method flow is shown 
in Fig. 4. 
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Fig. 4. Tracking process of traffic flow and people flow. 
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Finally, it is necessary to make a certain early warning in 
the monitoring of traffic flow and human flow, so as to reduce 
the incidence of traffic accidents. In the early warning, it is 
mainly aimed at identifying the distance between the age of the 
vehicle and the vehicle and between people. A neural network 
is used for distance monitoring. The distance between cars and 

cars and between people Z has been expressed since, and its 
calculation method is shown in formula (12). 

/Z f H y 
  (12) 

In formula (12), f represents the focal length of the 

monitoring equipment; H  represents the distance from the 
ground to the particle; y  represents the distance from the 

horizontal contact point of the previous moving target to the 
vertical distance of the video image. To set parameters for the 
rear vehicle under monitoring, the distance formula can be 
updated to formula (13). 

/ /Z f H y F H Y     (13) 

Formula (13), F represents the equivalent vertical focal 

length of the rear vehicle in the video image; Y represents the 
number of pixels at the bottom of the front vehicle and the key 
position of the image. Through traffic monitoring, it is judged 
whether there is a possibility of collision between two vehicles, 
and the time of the vehicles that may collide is estimated. 
Equation (14) is used to calculate the transformation of 
vehicles in the image. 

0 / th Z Z
  (14) 

Equation (14), 
0Z the position of the vehicle detected at the 

initial time in the image is 
tZ expressed, and the position of the 

vehicle detected at time t in the image is expressed. 
Considering the speed difference between v vehicles, 

calculating the collision time between vehicles is shown in 
Equation (15). 

0

2

0

Z a
G

v




  (15) 

In formula (15), a represents the braking parameter. 

Through the motion detection of vehicle information and 
people flow information in traffic monitoring video images, the 
monitoring of traffic flow and people flow and accident 
warning are realized. 

IV. ALGORITHM PERFORMANCE AND APPLICATION TEST 

A. Algorithm Performance Analysis 

In the research, the performance of the proposed 
monitoring video image target detection algorithm for traffic 
flow and people flow is analyzed. The experiment is set up in 
Intel Core i5-5300, its main frequency is 2.3GHz, the memory 
is 4GB, and the operation is performed in Windows7. The data 
set used in the research is the road surveillance video data of a 
certain urban area on sunny days, cloudy and rainy days and at 
night. The data is divided into three data sets, which are 70% 

training set, 20% test set and 10% application set. , select the 
training set and test set for calculation training. First, evaluate 
the loss value of the algorithm through comparative analysis, 
as shown in Fig. 5. 

As can be seen from Fig. 5, the research compares the 
detection loss rate of the improved Vibe algorithm with the 
traditional convolutional neural network and A* algorithm. As 
shown in Fig. 5(a), in the training set, the loss rate of the 
traditional convolutional neural network during the training 
process shows a decreasing trend, and after the number of 
iterations reaches 50, it decreases to near the minimum value. 
The minimum value of the loss rate is 0.43%. In the training 
process of the A* algorithm, when the number of iterations 
reaches 70, the changes of the algorithm begin to gradually 
stabilize, and finally the loss rate is stabilized at 0.51%. 
However, the improved Vibe algorithm proposed by the study 
begins to stabilize after the number of iterations reaches 30, 
and its loss rate is reduced to 0.25%, which is significantly 
lower than the other two algorithms. Fig. 5(b) is the test effect 
in the test set, where the three algorithm changes are consistent 
with the training set. Secondly, the missed detection rate and 
the false negative rate index of the three algorithms are 
analyzed to judge the accuracy of different algorithms in target 
recognition, as shown in Fig. 6. 
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Fig. 5. Training and testing of loss rate. 
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Fig. 6. Test results of missed detection rate and missed report rate. 

As can be seen from Fig. 6, with the continuous increase of 
the confidence, the missed detection rate and the false negative 
rate of the three algorithms show a decreasing trend. It can be 
clearly seen that during the training process of the improved 
Vibe algorithm proposed by the study, the missed detection 
rate and the false negative rate indicators show a decreasing 
trend, and show a rapid decline before the confidence level of 
0.2, and then gradually show downward trend. It can be seen 
from the changes of the missed detection rate and the false 
negative rate indicators of the improved Vibe algorithm that 
compared with the changes of the FPPI indicators of the 
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traditional convolutional neural network and the A* algorithm, 
the improved Vibe algorithm can reduce it to a lower level, and 
its reduction speed is also significantly higher than the rest of 
the object detection algorithms. After that, the precision and 
recall rates of all algorithms in target detection training are 
analyzed, and the PR curve is used to describe them, as shown 
in Fig. 7. 
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Fig. 7. PR curve comparison. 

As can be seen from Fig. 7, in the change of the PR curve, 
the traditional convolutional neural network is closer to the 
lower left corner, indicating that the traditional convolutional 
neural network has a lower detection accuracy than the A* 
algorithm and the improved Vibe algorithm. . In addition, the 
precision rate and recall rate of the A* algorithm are in the 
middle position, and the calculated precision rate and recall 
rate are 87.62% and 89.17%, respectively. The improved Vibe 
algorithm proposed in the study is closer to the upper right 
corner, and its precision and recall rates are 91.25% and 
93.33%, respectively. Comparing the PR curves of the three 
algorithms, it can be seen that the improved Vibe algorithm 
proposed in the study has higher precision and recall rates, and 
the target recognition and detection effects reflected in data 
training are more significant. 

B. Application Test of Target Detection Algorithm 

The monitoring video traffic flow and people flow 
detection algorithm proposed by the research is applied and 
practiced, and 10% of the collected traffic data in an urban area 
is used as a sample for application testing. Firstly, the detection 
results of traffic flow and people flow under different 
algorithm models are analyzed, and the real rate is used as the 
detection index, as shown in Fig. 8. 

From Fig. 8, in the detection of traffic condition data, the 
true rate of the detection model proposed in the study can 
finally reach 0.98, and it can be known from the changes of its 
true rate and false positive rate that its highest false positive 
rate is only is 0.06. From the change of the true rate of the 
detection model under the convolutional neural network, it can 
be seen that its true rate is only 0.96 at the highest, and its false 
positive rate reaches 0.11. In addition, the application of the A* 

algorithm detection model shows that the changes of its true 
rate and false positive rate are significantly different from those 
of the detection model proposed in the study and the 
convolutional neural network detection model. The highest 
value of the true rate is only 0.85, while the false positive rate 
reached 0.26. The reason for the analysis is that the detection 
performance of the A* algorithm in the detection of traffic data 
is interfered by many factors, which leads to the suppression of 
its true rate. Secondly, the detection time required by different 
models in the detection of traffic flow and people flow is 
analyzed, as shown in Fig. 9. 
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Fig. 8. Real rate test results. 
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Fig. 9. Comparison of detection time. 

It can be seen from Fig. 9 that the average detection time of 
multiple models in the detection of traffic flow and people flow 
is within 5s. Among them, the detection time fluctuation of the 
traditional convolutional neural network detection model is the 
most significant, and its average time is 3.26s. From the 
detection time change of this model, it can be seen that with the 
continuous increase of the number of image frames, its 
fluctuation frequency continues to increase. The application of 
the A* algorithm detection model shows that the average 
detection time of this model is 3.02s, which is a certain 
reduction compared to the convolutional neural network 
detection model, and the model has less fluctuation in 
detection , which is not significantly changed by changes in the 
number of image frames. Finally, it can be seen from the 
application results of the detection model proposed in the study 
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that the average detection time of this model is only 1.83s, and 
with the continuous increase of the number of image frames, 
the model detection time has no significant change, which is 
more efficient than the A* detection model for gentle changes. 
Then, in order to fully understand the application effect of the 
human flow and traffic flow detection model proposed by the 
research, we conduct in-depth exploration by analyzing the 
renderings of its traffic flow and human flow, as shown in Fig. 
10. 

As can be seen from Fig. 10, the vehicle flow and people 
flow detection model proposed by the study can count the flow 
of vehicles and people, and can distinguish between vehicles 
and people in detail. At the end of the study, a vehicle collision 
warning model based on convolutional neural network is 
proposed, which aims to judge the accident rate during the 
calculation of traffic flow, and use the receiver operating 
characteristic curve (ROC) curve to evaluate its warning effect, 
as shown in Fig. 11. 

(a)Traffic flow detection (b)Pedestrian flow detection  
Fig. 10. Detection effect of traffic flow and pedestrian flow. 
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Fig. 11. ROC curve comparison. 

As can be seen from Fig. 11, the area under the curve of the 
early warning model proposed by the study is 0.802, which is 
significantly higher than the standard value of 0.5, and 
compared with the traditional early warning model, the area 
under the curve increases by 0.038. The above results show 
that the proposed accident early warning model can effectively 
predict the upcoming traffic accident and provide early 
warning, and is more efficient than the traditional early 
warning scheme. 

V. CONCLUSION 

Urban development makes urban traffic show a trend of 
continuous development. Under this trend, how to monitor and 
monitor the traffic flow and people flow in the city is very 
important. In the research, a detection model based on Vibe 
algorithm is proposed for the traffic flow and people flow 
information in the traffic monitoring video images, and an 
algorithm for eliminating vehicle shadows is proposed for the 
traffic conditions in the video images. Finally, the motion 
history images are used to detect motion. The target is tracked. 
The algorithm performance simulation shows that the 
minimum loss rate of the improved Vibe algorithm proposed 
by the study reaches 0.25%, and the missed detection rate and 
the false negative rate are also low. Finally, the application test 
shows that the detection time of the detection model proposed 
in the study is only 1.83s, and it can count and distinguish the 
traffic flow and people flow in the traffic situation. In addition, 
the ROC of the detection model proposed in the study is in 
traffic accident warning. The offline area reached 0.802. The 
above results show that the improved Vibe algorithm is 
effective in detecting traffic flow and people flow in traffic 
videos, and the lower detection time indicates that it can realize 
real-time monitoring of traffic vehicles and people flow. 
However, the improved Vibe algorithm used in the study does 
not consider the image quality in different weather conditions. 
Therefore, in the follow-up work, it is necessary to improve the 
algorithm's ability to deal with complex environments to 
ensure that the vehicle flow and pedestrian flow can be 
monitored in various weather conditions 
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Abstract—Breast cancer (BC) is considered the most common 

cancer among women and the major reason for the increased 

death rate. This condition begins in breast cells and may spread 

to the rest of the body tissues. The early detection and prediction 

of BC can help in saving a patient’s life. In the last decades, 

machine learning (ML) has played a significant role in the 

development of models that can be used to detect and predict 

various diseases at an early stage, which can greatly increase the 

survival rate of patients. The importance of ML Classification is 

attributed to its capability to learn from previous datasets, 

detects patterns that are difficult to comprehend in massive 

datasets, predicts a categorical variable within a predefined 

example and provide accurate results within a short amount of 

time. Feature selection (FS) method was used to reduce the data 

dimensionality and choose the optimal feature set. In this paper, 

we proposed a stacking ensemble model that can differentiate 

between malignant and benign BC cells. A total of 25 different 

experiments have been conducted using several classifiers, 

including logistic regression (LR), decision tree (DT), linear 

discriminant analysis (LDA), K-nearest neighbor (KNN), naive 

Bayes (NB), and support vector machine (SVM). In addition to 

several ensembles, the classifiers included random forest (RF), 

bagging, AdaBoost, voting, and stacking. The results indicate 

that our ensemble model outperformed other state-of-the-art 

models in terms of accuracy (98.6%), precision (89.7%), recall, 

and F1 score (93.33%). The result shows that the ensemble 

methods with FS have a high improvement of classification 

accuracy rather than a single method in detecting BC accurately. 

Keywords—Breast cancer; feature selection; classification; 

machine learning 

I. INTRODUCTION 

Breast cancer (BC) is the major cause of cancer death 
among women worldwide. Most recent reports showed a 
significant increase in patients with BC [1]. Early detection of 
BC is crucial to increasing the survival rates, lowering the 
risks of treatments, and decreasing mortality. Cancers are 
uncontrolled cell divisions that can infect other tissues. BC 
usually starts in ducts that lead milk to the nipple. Symptoms 
of BC include changes in the size of one or both breasts, 
dimpling of breast skin, and a lump in one of the armpits. 
Breast tumors are classified into two types: benign and 
malignant. Benign tumors are non-cancerous because they are 
not diffused into the tissue of the breast surrounding the duct 
and do not cause harm on one’s life. Malignant tumors are 
cancerous, and their cells spread to the surrounding breast 
tissue through the duct lining, posing a hazard to one's life. 

The traditional approach for cancer diagnosis mainly 
depends on the experience of medical experts and their visual 
inspections. However, this type of diagnosis consumes long 
hours and may be susceptible to human errors[2]. Therefore, 
an automatic diagnosis system must be developed for the early 
detection of cancer. In this regard, several studies used 
machine learning (ML) techniques to develop classification 
and prediction models for medical diagnosis. ML is a type of 
artificial intelligence that allows a machine to learn by 
supplying a collection of facts and gaining knowledge through 
experience rather than through extensive programming [3]. 

Classification and prediction are the main techniques used 
to analyze data in ML. Classification refers to the predictive 
process of class objects whose label is unknown based on the 
training samples and predicts a categorical variable within a 
predefined example. Prediction is the process of determining 
numerical data that are missing or unavailable for a new 
observation based on previous information. 

Different algorithms for classification, such as (KNN), 
(SVM), artificial neural networks (ANNs), and (RF) have 
been applied in several studies to classify BC. 

Harikumar et al. [4] used DT and KNN algorithms in the 
classification of BC. Principal component analysis (PCA) 
technique was used to select the optimal feature set. 

Hiba et al. [5]presented a comparison between the 
performance of four classifiers: SVM, NB, C4.5, and KNN. 
These studies mainly aimed to determine whether the 
classification of data is proper in regard to the efficiency and 
effectiveness of each algorithm. 

Marie et al. [6] reviewed ML models that may predict BC 
in women and compared their performances. A total of 116 
participants were measured for various parameters in the 
Coimbra dataset: insulin, glucose, resistin, adiponectin, 
homeostasis model assessment (HOMA), leptin, and 
monocyte chemoattractant protein-1. They implemented 
classification algorithms that included logistic regression LR, 
KNN, SVM, DT, RF, gradient boosting method (GBM), and 
NB. 

Tsehay [7] proposed the KNN model for BC prediction 
using a grid search approach to find the best hyper-parameter. 
Then, a comparison was made between the default and tuned 
hyper-parameters. The results demonstrated that the 
performance significantly increased when the best parameter 
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or K value was utilized to train the KNN using the Wisconsin 
Breast Cancer dataset. 

Salehi et al. [8] proposed an ensemble machine for 
survivability prediction. The main goal was to lower the 
feature set’s size by deleting the more complex features. This 
machine depended on three basic learners, namely, multi-layer 
perceptron (MLP), SVM, and DT, based on 25 simple 
features. The ensemble multi-stage machine was based on a 
performance investigation using a 10-fold cross-validation 
(CV) method. 

In this paper, we utilized a stacking ensemble model to 
detect BC. Ensemble learning refers to the training of a set of 
models instead of a single model and the combination of 
results using weighted or unweighted techniques [9]. The aim 
of combining several models is to achieve an improved 
predictive performance than any single-component model. 
The solidity of the ensemble limits the dispersion of single-
model prediction. Thus, this type of learning contributes to 
reduction of variance and the generalization error of these 
models. 

The following problems were considered in this article: 

Various studies focused on the use of single ML 
algorithms in BC classification. These studies did not 
concentrate on the difference in the algorithms’ performance 
in terms of the various data categories in the dataset (i.e., text 
and numeric). Several algorithms, such as SVM, perform 
better with text data than numeric data. Other algorithms, such 
as DT, perform better with text data. Thus, we suggested the 
ensemble model to aggregate the benefits of different 
algorithms. 

The main contributions of this dataset are summarized in 
the following points: 

We proposed medically intuitive and accurate ML models 
for BC prediction based on a medical text dataset, and they 
can be detailed in the following points: 

 Survey of the most recent studies in BC classification 
and prediction; 

 We explore the shortcoming of the previous literature 
and draw the guidelines for future improvements that 
could overcome these challenges; 

 Proposal of a framework for BC classification based on 
textural features relating to tumor description; 

 Framework model is created to solve a binary 
classification (0 = benign and 1 = malignant); 

 Framework included the study of the effect of using FS 
and ensemble ML models on improving the quality and 
efficient for Bc classification; 

 Comprehensive analysis of popular ML models (single 
models), such as NB, KNN, linear discriminant 
analysis (LDA), LR, DT, and support vector classifier 
(SVC), and ensemble classifiers, such as RF, bagging, 
AdaBoost, stacking, and voting classifiers; 

 Use of feature selection (FS) to reduce data 
dimensionality and select the optimal feature set; 

 Use of various metrics, including accuracy (Acc), 
specificity (Sp), precision (P), recall (R), F1 score (F1), 
and area under the receiver operating characteristic 
(ROC) (AUC) curve, to evaluate our model 
performance; 

 Investigation of the capability of ensemble learning to 
perform binary classification tasks after the application 
of data to pipeline preprocessing steps; 

 The results showing that the best Acc was achieved by 
the ensemble model with FS of 98.6%), which can 
adapt to several types of classification of medical data. 

The rest of the paper is organized as follows. Section II 
discusses the literature review. Section III elaborates the 
methods and materials. Section IV explains the proposed 
framework. Section V presents the results. Section VI presents 
the discussion. Comparing with other works presented in 
Section VII. Finally, Section VIII concludes the paper. 

II. RELATED WORK 

Numerous researchers are interested in BC prediction 
using ML. The related previous works can be divided into two 
groups: those that used single ML and those that applied 
ensemble learning. In the following, the two groups will be 
discussed. 

A. The First Group Included Studies that Utilized Single ML 

Abdulrahman et al. [10] compared six ML techniques. 
Their experiment concluded that SVM and RF were the most 
effective ML classifiers, with an Acc of 97.3% for BC 
prediction. 

R. Karthiga1 et al. [11] proposed a novel strategy of BC 
diagnosis, which was collected from a visual laboratory, using 
image analysis and ML techniques. First, they applied image 
quality enhancement and a region of interest (ROI) selection 
using the morphological transform process. Then, hot regions, 
including armpits and neck, were segmented. The image’s 
structural flaws were removed using morphological 
procedures. The statistical, intensity, and geometric features 
were extracted from the images of enhanced ROI. Curvelet 
transform was implemented using the wrapping process. The 
matrix of gray-level co-occurrence was used to extract textural 
features from the curvelet coefficients. Various ML techniques 
were investigated, and the cubic SVM showed the best Acc 
(93.3%) instead of the limited Acc for SVM. 

Shiny et al. [12] proposed a new discriminate ratio for 
SVM. They compared three of the most common ML 
algorithms. RF, SVM, and NB have been applied in the 
original WDBC. The results have shown that SVM exhibited 
the best performance and an Acc of 97.2%. 

Jiande et al. [1] also used the SVM algorithm in addition to 
KNN, NB, and DT. They utilized gene expression data to 
classify triple- and non-triple negative BC patients using a ML 
approach. The implementation of different algorithms 
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indicated that SVM had the highest performance with an Acc 
of 90%. 

Mücahid et al. [13] suggested a model for the detection of 
BC using ANN and NB based on age, biomarkers, glucose, 
body mass index, HOMA, resistin, leptin, adiponectin, and 
insulin. According to the results, the markers can be used to 
obtain desirable findings from the classification algorithms; 
BC was classified with high accuracies of 86.95% and 83.54% 
with the use of ANN and NB algorithms, respectively. 

Milon et al. [14] increased the Acc of the ANN classifier 
and compared five ML techniques, namely, SVM, KNN, RF, 
ANN, and LR, for BC prediction. The Acc, sensitivity, Sp, P, 
negative predictive value, false negative (FN) rate, false 
positive (FP) rate, F1, and Matthews correlation coefficient 
were all used to evaluate the study’s performance. The best 
Acc achieved was by the ANN (98.57%). 

Akizur et al.[15] introduced FS as a promising solution for 
maximizing Acc. FS was focused on to reduce the 
dimensionality of data and obtain a high level of BC 
classification Accs The proposed system was based on two 
stages. First, FS techniques selected 22 features from the 
WDBC dataset. For BC classification, the ANN with a 15-
neuron (15-neuron ANN) classifier obtained an Acc of 96.4%, 
99.9% sensitivity, 98.4% P, 1.6% FP rate, and 0.42 s 
processing time. The proposed 15-neuron ANN classifier 
achieved a 98.8% classification Acc in the initial experiment, 
which was performed without FS. The Acc of classification 
was improved with a median of 0.6% after the application of 
FS. 

Sapiah et al. [16] also focused on improving the Acc. ML 
algorithms were used along with particle swarm optimization 
(PSO) for FS. The results indicated that using PSO achieved 
better performance than their counterparts in terms of Acc. 
With the use of PSO, NB, KNN, and reduced error pruning 
(REP) tree obtained accuracies of 81.3%, 66.3%, and 80%, 
respectively. Without PSO, the accuracies reached 70%, 
75.5%, and 76.3%. Thus, the use of PSO increased the Acc of 
ML algorithms. 

B. The Second Group Included Studies that Concerned 

Ensemble ML 

Amal et al. [17] proposed a BC detection method that 
relies on a bagging ensemble classifier. They used One Rule 
(OneR) to extract the beneficial features of BC. The results of 
this method showed that the bagging classifier achieved the 
best Acc of 92.25% over other single ML classifiers, such as 
KNN, MLP, and SVM. 

Royida et al. [18] proposed a new strategy for enhancing 
the Acc of BC dataset classification. Hoeffding trees were 

used for normal classification, whereas NB was applied to 
reduce data dimensionality. The results of the proposed model 
have shown an increase in the Acc to 95.9943%. 

Meerja et al. [19] proposed an ensemble model for data 
BC classification using Bayesian network and radial basis 
(RB) function, which provided a good classification Acc. 
Various measurements were used to evaluate the model’s 
performance. The results have shown that the proposed 
ensemble method recorded an Acc of 97.42%. 

Tina et al. [20] proposed two methods: stacking -voting 
model and stacking ensemble models with Bayesian methods 
as base classifiers. In stacking, the model was used with three 
Bayesian methods, such as NB, hidden NB, and Bayesian 
network. Six models were created, and their performances 
were compared. In voting and stacking models, the classifiers 
were combined by the voting classifier, and three Bayesian 
methods were used individually with sequential minimal 
optimization (SMO) as the base classifier and a voting 
ensemble of REP Tree and RF as meta classifiers. The results 
revealed that the method using stacking alone and an 
ensemble of Bayesian methods exhibited the best 
performance, and NB combinations with LR and SMO gave 
the best prediction Acc of 97.8%. 

Hajar et al. [21] improved the performance of ML 
techniques to test their classification performances in large BC 
databases, such as the Surveillance, Epidemiology, and End 
Results (SEER) database. The KNN, NB, LR, and MLP 
techniques exhibited low Acc, contrary to the RF and DT, 
which proved their high performance. Ensemble approaches, 
such as voting, stacking, bagging, and boosting, were used to 
increase the performance of single algorithms. Voting 
techniques provided the greatest improvement and Acc 
(99.99%) with NB, DT, and RF. For more information about 
the use of ML models in BC classification, readers are guided 
to the following surveys [22],[23]. 

Previous works presented several shortcomings. 
(1) Several researchers used an insufficient number of 
features, (2) most of the researchers disregarded FS as the 
primary algorithm for BC diagnosis, and (3) others focused on 
the same algorithm in the classification although most of the 
different types of data require the use of various types of 
algorithms to be classified. Most algorithms work best on text 
data and others on numeric data. Thus, combining two types 
of data using the same algorithm affects the classification 
performance. Therefore, we suggested the use of ensemble 
learning and FS to overcome these limitations and improve the 
Acc and performance for BC classification. Table I shows the 
characteristic of the reviewed studies. 

TABLE I. MAIN CHARACTERISTICS OF THE REVIEWED STUDY 

Ref. Year Method Accuracy Application Dataset Data used Attributes 

[10] 2022 

SVM 97.3% 

Prediction 569 instances from WDBC Text 
10 

attributes 

NB 95.7% 

ANN 95.7% 

RF 97.3% 
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Ref. Year Method Accuracy Application Dataset Data used Attributes 

KNN 93.8% 

DT 93% 

[1] 2021 

KNN 87% 

Classification 

1222 samples )110 triple negative 992 non-triple 

negative; RNA-Seq 

Data 

[CrossRef] [PubMed] 

Text 
30 

genes 

NGB 85% 

DT 87% 

SVM 90% 

[17] 
2021 

 

 

 

 

 

N

L

P 

+ 

M

L 

J48 88.73% 

Prediction 

142 case patients from King Abdullah University 

Hospital in Jordan. Luminal A, 15%; luminal B, 46%; 

human epidermal growth factor receptor 2 positive, 

24%; triple-negative BC, 15% 

Text 

13 

attributes 

 

NB 89.44% 

Baggin

g 
92.25% 

Logisti

c 
85.92% 

SVM 90.14% 

KNN 89.44% 

MLP 90.85% 

PART 89.44% 

OneR 90.14% 

[21] 2021 

Voting 

ensemble 

methods 

(NB, DT, 

and RF) 

 

99.99% Classification 

699412 cases (81386 in 2016 and 618026 in 2008–

2015) from SEER; the National Cancer Institute from 

2008 to 2016 

Text 

-15 attributes 

from 2008 to 

2015 

-11 attributes 

for 2016 

[11] 
2021 

 

Curvelet 

transform - 

cubic SVM 

93.3% Classification 
60 (30 normal, 30 abnormal) from visual laboratory, 

Brazil, Fluminense Federal University 
Image 

16 

attributes 

 

[19] 2021 

Ensemble 

classifier 

(Bayesian 

network 

and RB 

function) 

 

97% Classification 

699 instances, WBCD 

https://archive.ics.uci.edu/ml/datasets/breast+cancer+wi

sconsin+(diagnostic). 

Text 10 attributes 

[15] 2020 

(15-neuron 

network) 

with FS 

96.4% Classification 

569 samples (357 normal, 

212 cancer) from University of California Irvine (UCI) 

Learning Repository dataset for diagnosis of breast 

cancer in Wisconsin 

http:/archive.ics.uci.edu/ml/index.php 

Text 
32 

attributes 

[14] 0202 

SVM 97.14% 
Prediction 

 

 

 

 

 

699 instances: 458 benign, 

241 malignant (UCI) 

https://archive.ics.uci.edu/ml/machine-learning-

databases/breast-cance rwisconsin/breast-cancer-

wisconsin.data. 

Text 
9 

attributes 

K NN 97.14% 

RF 95.71% 

ANN 98.57% 

LR 95.71% 

[20] 

 
2020 

Stacking 

ensemble 

methods 

(NB with 

LR and 

SMO) 

 

97.8% 
Prediction 

 

699 instances (16 missing values, 444 benign, and 239 

malignant cancers); Wisconsin Breast Cancer Database 

(WBC) available from UCI between 1989 and 1991 

Text 10 attributes 

[12] 2019 

SVM 97.2% 

Prediction 458 benign and 241 malignant (UCI ML Repository) Text 
10 attributes 

 
RF 96.6% 

NB 97% 

[13] 2019 

ANN 86.95% 

Classification 

64 patients with breast cancer and 52 healthy controls 

(UCI ML Repository) 

http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+C

oimbra 

Text 
10 attributes 

 NB 

 

83.54% 

 

[18] 2019 Ensemble 95.9943% Classification 699 instances (444 benign, 239 malignant, and 16 Text 9 
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Ref. Year Method Accuracy Application Dataset Data used Attributes 

hoffeding 

tree and 

NB 

missing) 

WBC 

attributes 

[16] 2018 

 

With 

out 

(PSO

) 

With 

(PSO

) 

Prediction 

198 instances (UCI 

from the Wisconsin Prognostic Breast Cancer) 

https://archive.ics.uci.edu/ml/datasets/Breast±Cancer±

Wisconsin± (Prognostic 

Text 
34 

attributes 
KNN 

66.3

% 

75.5

% 

NB 70% 
81.3

% 

REP 
76.3

% 
80% 

III. METHODS AND MATERIALS 

A. Data Set 

In this section, we used the Wisconsin Diagnostic Breast 
Cancer (WDBC) obtained from UCI ML Repository [24]. 
This data set was used to detect malignant and benign tumors. 
All features in the WDBC were extracted from fine-needle 
aspirate images, which describe the features of the nucleus. 
The WDBC included the features of 569 patients (357 benign 
and 212 malignant cases) and 32 attributes in Wisconsin 
hospitals. Each attribute represents a measurement result. The 
first and second attributes refer to the identifier number and 
patient diagnosis status, respectively. The remaining attributes 
correspond to standard error, mean, and the least of red 
nucleus features. Table II provides details of the dataset 
attributes and their description. 

TABLE II. DATASET ATTRIBUTES AND THEIR DESCRIPTION 

NO Attribute Description 
Domain 

value 

1 Id 

Alphanumeric code is used 

in a health record system to 

uniquely identify a patient. 

8670 to 912 

m 

2 Diagnosis 
Process of identifying the 

condition of the disease 
0 or 1 

3 Radius_mean 

Average of distances 

between the center and 

points around the perimeter 

6.99 to 28.2 

4 Texture_mean 
Gray-scale value standard 

deviation 
9.73 to 39.4 

5 Perimeter_mean Average tumor size 44 to 189 

6 area_mean 
Mean area inside the 

boundary of core tumor 

144.1 to 

2500 

7 smoothness_mean 

Local variation's mean in the 

radius lengths for the 

measurement of the 

smoothness of breast cells 

0.06 to 0.17 

8 compactness_mean 

Calculated using the 

equation )perimeter^2 / area 

- 1.0( 

0.03 to 0.35 

9 concavity_mean 
Mean of the degree to which 

the cell contour is concave 
0 to 0.44 

10 
Concave points 

_mean 

Mean of the quantity of 

concave contour parts 
0 to 0.4 

11 symmetry _mean 
Mean of similar area of 

tumor parts that match 
0.11 to 0.3 

12 
Fractal_ dimension 

_mean 

Mean for “coastline 

approximation”-1 
0.05 to 0.2 

13 
radius_se 

 

Error of standard for the 

average length from the 

center to the perimeter points 

0.11 to 2.88 

14 texture_se 

Error of standard for the 

grayscale values' standard 

deviation 

0.38 to 4.88 

15 perimeter_se 
Error of standard for the 

tumor perimeter 
0.77 to 22 

16 area_se 

Error of standard for the 

mean area inside the 

boundary of the core tumor 

6.9 to 543 

17 smoothness_se 

Error of standard for 

variations in radius lengths 

on a local scale 

0 to 0.03 

18 compactness_se 
Error of standard for 

perimeter^2/area-1.0 
0 to 0.15 

19 concavity_se 

Error of standard for the 

degree to which the cell 

contour is concave 

0 to 0.5 

20 concave points_se 

Error of standard for the 

quantity of concave contour 

parts 

0 to 0.06 

21 symmetry_se 

Error of standard for the 

mean of similar area of 

matching tumor parts 

0.01 to 0.08 

22 
fractal_ 

dimension_se 

Error of standard for 

“coastline approximation” 
0 to 0.04 

23 radius_worst 

Biggest or worst mean value 

for the average distance 

between the center and 

points on the perimeter 

7.94 to 36 

24 texture_worst 

Biggest or worst mean value 

for gray-scale value standard 

deviation 

12.1 to 49.6 

25 perimeter_worst 
Biggest or worst mean value 

size of the core tumor 
50.6 to 251 

26 area_worst 

Biggest or worst mean value 

for the mean area inside the 

boundary of the core tumor 

185 to 4255 

27 smoothness_worst 

Biggest or worst mean value 

for local variations of radius 

lengths 

0.08 to 0.23 

28 compactness_worst 
Biggest or worst mean value 

for ) perimeter^2 / area - 1.0( 
0.03 to 1.07 

29 concavity_worst 

Biggest or worst mean value 

for the degree to which the 

cell contour is concave 

0 to 1.27 

30 
concave 

points_worst 

Biggest or worst mean value 

for the quantity of concave 

contour parts 

0 to 0.30 

31 symmetry_worst 

Biggest or worst mean value 

for a similar area of 

matching tumor parts 

0.17 to 0.77 

32 

fractal_dimension_

worst 

 

Biggest or worst mean value 

for “coastline 

approximation”-1 

0.07 to 0.22 
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B. Machine Learning 

1) Single machine learning: In this paper, we used 

popular classification models to test the capability of data 

features in the classification of BC; these models included 

SVM [25]–[28], LDA [29], [30], [31] KNN [32]–[35], LR 

[35]–[38], DT[39], [40], and NB. The selection of classifiers 

was based on two main reasons: (1) popularity in medical 

domains (2) and their diversity in terms of classification 

structure. Table III shows the selected classifiers and their 

types. 

TABLE III. CLASSIFICATION MODELS 

Classifier Type Classifier Name Label 

Tree based Decision Tree DT 

Linear-based model 
Logistic regression LR 

Support Vector classifier SVC 

Nonparametric-based model K-Nearest Neighbor KNN 

Statistical based model 
Linear discriminant analysis LDA 

Naïve Bayes NB 

2) Ensemble machine learning: Ensemble classifiers 

integrate the decision of a set of base classifiers (single 

classifier) using either weighted or unweighted techniques to 

obtain a model that outperforms all base classifiers. Table IV 

describes the ensemble classifiers. Ensemble learning is an 

initiative technique that simulates the human nature of humans 

and considers several perspectives before making the final 

decision [31]. 

In traditional learning, only a single classifier is used to 
make the decision and solve a problem, whereas in ensemble 
learning, several classifiers are used to solve a problem [41]. 
The two main types of ensemble classifiers include (1) 
homogeneous classifiers, which use the same classifier such as 
RF, and (2) heterogeneous classifiers, which use a set of 
diverse classifiers such as LDA and DT. The sequence of 
running base classifiers and the decision combination are 
significant in building ensemble classifiers. Three major kinds 
of learning and aggregation exist. 

First, bagging considers a homogenous classifier in which 
learning occurs independently (parallel approach). Then, the 
results are combined using the averaging process as in the 
following equation E= (Σ eᵢ)/n, where E refers to the final 
classifier, and e indicates the base classifier (i.e., RF) [42]. 

Second, boosting is a homogenous classifier that works 
sequentially (self-learning technique). Boosting works by 
assigning weights for every classifier (equal weights in the 
first stage). Then, the weights are updated every iteration 
based on the classifier performance. The final model is 
averaged using a weighted average with the following 
equation e= ((Σ eᵢwᵢ)/*Σ wᵢ))/n, where e is the base model, and 
w is the weight (i.e., AdaBoost, light GBM, GBM, and 
XGBM). Fig. 1 shows the bagging, boosting, and subspace 
models [43], [44]. 

TABLE IV. DESCRIPTION OF ENSEMBLE CLASSIFIERS 

Classifier 

name 
Description Classifiers 

Aggregating 

result technique 

RF Ensemble of DT mode DT Majority voting 

Bagging 

Fits base classifiers on 

each random subset and 

aggregates the results 

(parallel) 

LR 
Average of five 

weak classifiers 

Boosting 

Trains data on a model 

and then uses the second 

algorithm to correct 

errors from the first 

model (sequentially) 

LR 

Weighted 

average of five 

weak classifier 

Voting 

Runs several classifiers 

on all dataset and then 

outputs class depending 

on the highest majority 

voting. 

LR, SVC, 

KNN, and 

LDA 

Soft voting 

Stacking 

Splits data into several 

data subsets; each subset 

runs on different 

classifiers, and the final 

results are aggregated. 

LR, SVC, 

KNN, DT, 

LDA, and 

NB 

Meta model 

(Level 2 

learning) 

 
Fig. 1. Bagging, boosting, and subspace models. 

Third, stacking considers heterogeneous classifiers that 
may run in two different ways, including the following. (1) All 
data are divided into feature subsets, with each subset running 
on all classifiers (several diverse classifiers) and a replacement 
for the selection of the most suitable classifier based on 
performance. Finally, the most accurate classifier is selected 
for each subset, and the final ensemble model is created. (2) 
For the second approach, all data sets are run in all classifiers 
(level 0); then, a meta learner is used to learn the best 
combination of predictions from all models. Fig. 2 displays 
the stacking ensemble model. 
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Fig. 2. Stacking ensemble learning. 

IV. PROPOSED FRAMEWORK 

Based on the literature review, it was found that in the 
majority of the cases disregarded the role of FS algorithm for 
BC diagnosis. Others focused on the same or single algorithm 
in the classification although most of the different types of 
data require the use of various types of algorithms to be 
classified. 

The steps of data pre-processing are as follows: 

A. Data Pre-processing 

This step aimed to represent data efficiently and improve 
the quality of the medical data collected. Data processing is  

The objective of our proposed work is to construct an 
ensemble model to aggregate the benefits of different single 
algorithms until we can come up with an ensemble model 
which can give the best accuracy. We also use the method of 
FS that helps for improving the quality and making the 
process of model more efficient. 

This framework is introduced a stacking ensemble 
classifier for the classification of BC based on tumor features 
(numeric features). It is a binary classification task in which 0 
= benign and 1 = malignant. The model has been evaluated 
based on the WDBC dataset. As shown in Fig. 3, the proposed 
framework has several steps. The first step collects the WDBC 
data and implements the preprocessing steps to improve the 

quality of data, including (1) data normalization for data 
scaling to hasten the training process and (2) data balancing to 
increase the number of cases in the minority class. The second 
step uses FS to remove the weakest feature. The third step 
evaluates the performance of six single ML classifiers (KNN, 
LDA, DT, NB, SVM, and LR) with and without a FS step for 
BC classification task. The fourth step builds an ensemble 
model from a set of single classifiers with and without a FS 
step and compares its performance with other models that do 
not use ensemble learning. The tested ensemble models 
included RF, AdaBoost, bagging, stacking, and voting models. 

We proposed a customized stacking ensemble model with 
high performance and Acc rate based on six optimized basic 
Classifiers required for ML to resolve several types of 
problems, such as noisy data, redundancy data, and missing 
data values, making it suitable for building and training ML 
mode: 

1) Data normalization: In this step, we scaled all the data 

from their original range to be within the range of 0 to 1 

through the following equation for normalization. This step 

speeds up the training processing. 

   
          

               
  (1) 

2) Data balancing: As we mentioned in Section 3.1, 

WDBC included the features of 569 patients (357 benign and 

212 malignant cases). The main problem of imbalanced data is 

that it affects the performance of ML algorithms. Algorithms, 

such as DT and KNN, will treat the minor class as not 

important as the major class and place more concern to the 

major class. Oversampling and undersampling are the main 

approaches used to deal with imbalanced data. 

Oversampling increases the number of the training set in 
the minor class, whereas undersampling removes data from 
the minor class [45]. In this paper, given the shortage of the 
dataset, we decided to use an oversampling technique known 
as random oversampling [46]. This technique is used to 
randomly duplicate training examples in the minor class. The 
final dataset included 607 patients (357 benign and 250 
malignant). 

 
Fig. 3. Proposed framework. 
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B. Feature Selection 

We used recursive feature elimination (REF) for FS. This 
method is used to reduce the input variable of a model by 
selecting relevant data only and cutting down the data noise 
[47]. 

The REF algorithm is based on filter and removes the 
weakest feature from our dataset to produce a new subset of 
features ranked by importance[48]. This process reduced the 
number of features from 32 to 24. 

V. RESULTS 

A. Experimental Setup 

All experiments were implemented on a PC workstation 
with an Intel Core i9, two tera hard disks, 32 GB RAM, and 
Windows 10 64 bit. All ML algorithms were implemented 
using Python language. Single and ensemble ML models were 
run using the Scikit-learn library. 

All models were trained using 10-fold cross-validation 
(CV), which is a technique for validating the efficiency of a 
model in which unobserved testing data are used to evaluate 
the model performance and ensure the generalization 
performance of the training models. 

We ensured that the training and testing datasets contained 
no data to prevent the algorithm from memorizing data and 
giving a better performance in the testing phase without 
ensuring its generalization capability. Fig. 4 shows the CV 
process. 

B. Evaluation Performance 

The effectiveness of ML algorithms was assessed using a 
set of performance measure parameters. The matrix of 
confusion, which included true positive (TP), False Positive 
(FP), true negative (TN), and FN results for actual and 
predicted data, was created to evaluate the parameters. In our 
study, we used the following parameters to evaluate terms by 
their formulas to evaluate our performance study. 

The following equations were used to evaluate the 
comparison study's performance: 

Accurcy (Acc): The correct ratio of samples that is 
classified to the total samples. 

(Acc)  
       

             
   (2) 

Specificity (Sp): The relationship between negative 
examples observed and all other negative examples; shows the 
rate of projected existence in the presence of BC in all 
samples. 

(Sp) = 
  

       
   (3) 

Precision (P): The division of samples that were positive 
among all the samples that we anticipated to be positive. 

(P)  
  

       
     (4) 

Recall (R): The rate of the case of positive impression 
divided by the total positive of cases. 

(R)  
  

       
     (5) 

F1 score (F1): The mean between P and R  

(F1)    
   

   
    (6) 

Area under the ROC curve (AUC): Measures the performance 

and how the evaluated model distinguishes between models. 

AUC = 
              

    
  (7) 

C. Experimental Results 

Four extensive experiments have been conducted to 
determine the efficiency of the proposed model using the 
WDBC dataset. WDBC provided 30 features for 560 patients 
and summarized the tumor status to determine benign or 
malignant tumors. 

1) Single model 

a) Without feature selection: In this section, we 

evaluated six diverse classifiers, including KNN, LDA, DT, 

NB, SVC, and LR. We carefully selected the most efficient 

classifier used frequently on the medical side. Table V shows 

the performance of all models represented by CV Acc, in 

addition to details about the testing performance in terms of P, 

R, F1, AUC, and SP. 

From Table V, (1) SVC generated the least performance, 
with testing results of Acc=78.9%, AUC = 77.88%, and F1 = 
69.2%, followed by LR with testing performance results of 
Acc = 92.1%, AUC = 90.49, and F1=87.32%. DT, KNN and 
NB performances improved by approximately 1%–2%, 
whereas LDA provided the best performance, with Acc = 
98.2%, AUC = 97.97%, and F1 = 97.22%. 

b) With feature selection: As shown in Table VI, in this 

section [31], [49], we explored the importance of using the FS 

technique to improve the ML model performance. In this 

paper, we used REF for FS. This technique works by fitting a 

model and then removing the weakest features. This process 

was repeated until the optimum feature set with 24 features 

was reached. FS techniques improved the Acc of the 

developed models by about 3%–6%. 

SVC enhanced by about 6% and achieved Acc, AUC, and 
F1 of 89.4%, 82.71%, and 86.6, respectively. NB, KNN, and 
LR attained 92.9%, 91.22%, and 91.22%, respectively. 

 
Fig. 4. Process of 10-fold CV. 
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TABLE V. SINGLE-CLASSIFIER RESULTS WITHOUT FEATURE SELECTION 

Algorithm name Training score % Testing score % Acc % Sp % P % R % F-score % AUC % 

NB 94.06 94.73 94.73 94.87 89.47 94.44 91.89 94.65 

SVC 81.75 78.94 78.9 80.7 64.2 75.01 69.2 77.88 

LR 91.64 92.10 92.1 92.1 88.57 86.11 87.32 90.49 

LDA 96.92 98.24 98.2 98.71 97.22 97.22 97.22 97.97 

KNN 94.94 92.10 92.1 92.30 84.61 91.66 87.99 91.98 

DT 96.9 92.98 92.9 91.02 83.33 97.22 89.7 94.12 

TABLE VI. SINGLE-CLASSIFIER RESULTS WITH FEATURE SELECTION 

Algorithm name Training score % Testing score % Acc % Sp % P % R % F-score % AUC % 

NB 94.505 92.98 92.9 95.8 92.3 92.3 87.8 91.8 

SVC 90.54 89.47 89.4 86.3 71.61 85.11 86.6 82.71 

LR 92.08 91.2 91.22 95.8 91.8 82.9 87.1 89.4 

LDA 96.9 95.6 93.5 95.6 80.80 87..0 93.5 93.9 

KNN 94.72 91.2 91.22 95.5 93.01 85.1 88.8 90.3 

DT 98.02 93.8 93.8 94.0 91.6 93.06 92.6 93.8 

 
(a)     (b) 

Fig. 5. (a) F-score of single classifiers with and without FS. (b) Acc result of single classifiers with and without FS. 

The best performance was obtained by the DT, with Acc = 
93.8%, F1 = 92.6%, and AUC = 93.8%. From the previous 
tables (Tables V and VI), we arrived at the following 
observations: (1) the use of FS improved the total performance 
with all classifiers; (2) DT worked better with less features. 
Fig. 5 compares F-score and Acc result of all single 
algorithms with and without FS. 

2) Ensemble models 

a) Without Feature Selection: In this section, we 

investigated the role of popular ensemble models, including 

voting, bagging, boosting, and RF, and compared them with 

the proposed stacking algorithm. The proposed stacking 

algorithm used three diverse classifiers: LDA, DT, and LR. 

LR was used as a meta classifier at level 2 of learning. These 

classifiers were selected because their diversity increases their 

search space and Acc accordingly. Table VII shows the CV 

Acc and testing performance of the used ensemble models. 

These results showed that (1) ensemble models improved the 

results by approximately 2%–4%; RF generated the least 

performance with the testing results of Acc = 93.8%, AUC = 

92.8%, and F1=91.7%. 

This finding may be attributed to the structure of RF, 
which selected a random subset to run in each branch. The 
other homogenous ensemble classifiers, including bagging and 
boosting classifiers, achieved better performances, with Acc = 
94.3%, AUC = 96.01%, and F1 = 96.5% for the boosting 
classifier and Acc = 94.73%, AUC = 94%, and F1 = 93% for 
the bagging classifier. Regarding heterogeneous ensemble 
classifiers (voting and stacking), stacking provided the best 
performance, with Acc = 97.2%, AUC = 96.2%, and F1 = 
97.72%. The performance improved by about 3%–5% over 
single classifiers and 1%–2% over homogenous ensemble 
classifiers. 

b) With Feature Selection: In this section, we explored 

the performance after using the FS technique with ensemble 

classifiers to improve the ML model performance. As shown 

in Table VIII, the FS techniques improved the Acc of the 

developed models by about 2%–3%. The RF enhanced by 

about 3% and achieved Acc, AUC, and F1 of 94.73%, 95.4%, 

and 92.1%, respectively. 
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TABLE VII. ENSEMBLE CLASSIFIER RESULTS WITHOUT FEATURE SELECTION 

Algorithm name Training score % Testing score % Acc % Sp % P % R % F-score % AUC % 

RF 96.4 93.85 93.8 97.1 95.1 88.6 91.7 92.8 

Bagging 98.5 94.7 94.73 97.14 95.2 90.9 93.0 94.0 

Voting 95.9 93.8 93.85 98.5 97.4 86.3 91.5 92.4 

AdaBoost 95.7 97.36 94.3 98.5 97.6 95.45 96.5 96.01 

Stacking 99.4 98.2 97.2 98.5 97.72 97.7 97.72 96.2 

TABLE VIII. ENSEMBLE CLASSIFIER RESULTS WITH FEATURE SELECTION 

Algorithm name Training score % Testing score % Acc % Sp % P % R % F-score % AUC % 

RF 96.7 94.73 94.73 93.64 87.5 97.2 92.1 95.4 

Bagging 99.7 95.61 95.6 94.8 89.7 97.2 93.3 96.04 

Voting 96.7 98.2 98.2 98.7 97.22 97.22 97.22 94.9 

AdaBoost 94.41 95.40 97.7 94.8 89.4 94.44 91.89 94.6 

Stacking 97.81 95.61 98.6 94.8 89.7 97.22 96.33 98.1 

 
(a)      (b) 

Fig. 6. (a). F-score of the ensemble classifiers with and without FS. (b) ACC result of the ensemble classifiers with and without FS. 

The best performance was obtained from our stacking 
compared with other studies with F1 score = 9 6.33%, Acc = 
98.6%, and AUC = 98.1%. From the previous tables (Tables 
VII and VIII), we arrived at the following observations; (1) 
the use of FS improved the total performance with all 
classifiers; (2) the combination of FS techniques with diverse 
stacking model improved the overall performance of the 
model. Fig. 6 compares F-score and Acc result of all ensemble 
algorithms with and without FS. 

3) Model evaluation: We used the Nemenyi critical 

difference (CD) diagram to calculate the rank of each model 

[29], [45]; then, we evaluated and compared the performances 

of all the developed models (stacking, boosting, RF, LDA, and 

DT) with FS. The diagram in Fig. 7 shows that all algorithms 

were connected using horizontal lines, and they were ranked 

from 1 to 5, with rank 1 being alloted for the most accurate 

model and 5 for the least. 

This ranking is equal to the average of ranking results of 
Friedman’s test. We obtained complete information and 
explored the role of all features, such as radius_mean, 
area_mean, etc., in BC classification. This diagram proves that 
the stacking model achieved the best rank with a value 1.6. 
We calculated the feature importance with two different 

techniques, including information gain and RF. Table IX 
shows this importance numerically. 

 
Fig. 7. CD between all classifiers with FS. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

600 | P a g e  

www.ijacsa.thesai.org 

TABLE IX. RESULT OF THE FEATURE IMPORTANCE WITH INFORMATION 

GAIN AND RF 

Feature Name Correlation coefficient RF 

radius_mean 0.02537 0.02848 

texture_mean 0.00337 0.00484 

perimeter_mean 0.04407 0.05925 

area_mean 0.05315 0.03405 

smoothness_mean 0.00045 0.00001 

compactness_mean 0.00049 0.01874 

concavity_mean 0.03083 0.03261 

concave points_mean 0.10136 0.14685 

symmetry_mean 0.00118 0.00023 

fractal_dimension_mean 0.00001 0.00108 

radius_se 0.03708 0.02408 

texture_se 0.00103 0.00028 

perimeter_se 0.02726 0.03035 

area_se 0.03464 0.03296 

smoothness_se 0.00001 0.00052 

compactness_se 0.01012 0.00001 

concavity_se 0.00368 0.00435 

concave points_se 0.00608 0.00799 

symmetry_se 0.00054 0.00031 

fractal_dimension_se 0.00001 0.00026 

radius_worst 0.16231 0.12677 

texture_worst 0.00825 0.00358 

perimeter_worst 0.14621 0.15511 

area_worst 0.17461 0.16965 

smoothness_worst 0.00182 0.00064 

compactness_worst 0.01091 0.00912 

concavity_worst 0.01233 0.01436 

concave points_worst 0.08065 0.09012 

symmetry_worst 0.00612 0.00189 

fractal_dimension_worst 0.00831 0.00121 

VI. DISCUSSION 

We introduced an ensemble ML classifier that can 
distinguish between malignant and benign BC cells. Our 
model was examined on the WDBC dataset. Our work faces 
the contribution of accelerating the training process, using 
data normalization for data scaling and increasing the number 
of instances in the minority class by data balancing. One of the 
main challenges in using FS is to remove the weakest feature 
in our model. 

In order to test how well the suggested model works, we 
performed four experiments with and without the FS method 
for both single ML and ensemble ML. 

In our research, we found that employing ensemble models 
with FS resulted in better overall performance across all 
classifiers. Based on six optimized basic classifiers (LR, SVC, 
KNN, DT, LDA, and NB), we proposed a customized stacking 
ensemble model that achieved the best performance and 
accuracy rate. 

VII. COMPARISON WITH LITERATURE 

In this section, we compared our proposed models with 
those of other literature. For fairness of comparison, we 
conducted this comparison only with studies that used the 
same dataset. 

For example, [50] utilized SVM classifier in their studies 
to achieve an Acc of 97.47%. Similarly, in [51], a single 
classifier was utilized, and a classification performance of 
96.5% was achieved in terms of Acc when using NB and 
ANN classifiers. Amrane et al. [52] used KNN and attained an 
Acc of 97.5%. Although these studies also used the same of 
classifiers, our results were superior with regard to the use of 
single classifiers. Such a conclusion can be attributed to the 
use of FS technique, which was used to extract the most 
important features. Bazila et al. [53] presented an ensemble 
known as tree augmented NB (TAN) with a boosting 
technique, and it achieved an Acc of 94.11%. Haifeng et al. 
[54] focused on an ensemble SVM learning approach named 
weighted area under the receiver operating characteristic curve 
ensemble (WAUCE). Their approach obtained an Acc of 
97.68%. Table X summarizes this comparison. 

Our proposed ensemble model used a heterogeneous 
ensemble classifier. This type of ensemble provides a high 
diversity between classifiers, which increases the overall 
classification performance. Our study achieved a superior Acc 
(98.6%) compared with other existing studies. On the other 
hand, our proposed model did not demonstrate a significant 
variation in the performance between training and testing. The 
proposed model can be potentially more stable and 
trustworthy and be used as an alternative to BC prediction. 

TABLE X. COMPARISON OF THE ACC OF VARIOUS METHODS FOR BC 

CLASSIFICATION (EXPERIMENTS CARRIED OUT ON WDBC) 

Ref. YEAR Method Accuracy 

[50] 0200 SVM 97.47% 

[51] 2021 NB-ANN 96.5% 

[55] 2021 KNN 97.15 

[4] 2019 PCA with K-NN algorithm 95.6 % 

[53] 2018 GBM -TAN 94.11% 

[54] 2018 SVM -WAUCE model 97.68 % 

[52] 2018 KNN 5..9% 

[56] 2016 FS+ANN 97.3% 

Proposed Model 2020 Stacking Ensemble ML 98.60% 

VIII. CONCLUSION AND FUTURE WORK 

In this paper, we proposed ML models for BC 
classification. We focused on the comparison of Acc when 
using single-classifier models, such as NB, KNN, LDA, LR, 
DT, and SVC, and ensemble models, such as RF, bagging, 
AdaBoost, stacking, and voting models, with and without 
using FS on WDBC. The key results from the study included 
the following. 

In a single model, the SVC generated the least 
performance with testing results of Acc = 78.9%, AUC = 
77.88%, and F1 = 69.2%. When using FS techniques, the total 
performance was improved, and SVC enhanced by about 6%, 
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with Acc, AUC, and F1 of 89.4%, 82.71%, and 86.6%, 
respectively. 

For the ensemble model, we compared traditional 
ensemble models combining FS techniques with our stacking 
proposed model. The results of our experiments revealed that 
the use of the ensemble model and FS improved the Acc of all 
classifiers. The performance improved by about 3%–5% over 
single classifiers and 1%–2% over homogenous ensemble 
classifiers. The results also showed that the best Acc (98.6%) 
was achieved by the stacking ensemble ML with FS 
techniques. The proposed model can help cancer specialists to 
recognize BC. 

In the future, we plan to expand our model to handle 
different types of data using different feature selection 
methods. We will investigate the role of machine learning 
models in dealing with time series data. Finally, we can apply 
classification with deep learning algorithms to investigate the 
accuracy enhancement of the classification. 
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Abstract—The harmonious and stable development of society 

is strongly related to the sustainable development of enterprises. 

In order to better face the challenges of environmental resources, 

sustainable development must be included in the development 

focus of accounting enterprises. The research proposes a 

performance evaluation model based on deep learning, improves 

RBMs model on the basis of deep belief network (DBN), 

improves the accuracy of the model through reverse fine-tuning 

technology, and effectively combines multiple restricted 

Boltzmann machines (RBMs) and Softmax classifiers to build a 

modular multi classification model to complete the sustainable 

development performance evaluation of accounting enterprises. 

The performance of RBM fine tuning classifier is higher than 

that of RBM expression and PCA (Principal Component Analysis) 

expression, which mainly shows the effectiveness and stability of 

feature extraction. The network output results of test samples are 

converted into prediction performance evaluation. The model is 

evaluated by average precision (AP), average recall (AR), and 

prediction accuracy. The AP, AR, and prediction accuracy of the 

proposed method are 86.95%, 89.74%, and 88.29% respectively, 

which are higher than Softmax classifiers, Back Propagation (BP) 

neural networks, and DBN based Softmax methods, It shows that 

this method is superior to other algorithms in the application of 

performance evaluation model for sustainable development of 

accounting enterprises, and it is feasible and effective, which is of 

great significance to the establishment of performance evaluation 

model for the accounting industry. 

Keywords—Deep learning; RBM; performance evaluation; 

classification accuracy; sustainability 

I.  INTRODUCTION 

The sustainable development of enterprises is an important 
guarantee for a harmonious and stable society [1]. The theory 
of sustainable development includes equity, commonality, 
sustainability, coordination, demand, limitation, and inherency 
[2]. Corporate sustainability can be influenced by resource 
resources such as corporate culture, human capital, intangible 
assets and ecological nature [3]. From the perspective of 
corporate sustainability, its essence is clearly different from 
the meaning of ecological sustainability, which in depth is the 
optimal allocation of resources. Enterprise performance 
evaluation is the basis for measuring the production and 
operation behaviour of enterprises; therefore, it is positive to 
construct an enterprise sustainability performance evaluation 
model [4]. Performance evaluation indicators include the 
evaluation of non-economic aspects and economic aspects, but 
the previous economic performance indicators of enterprises 
are no longer applicable to the concept of accounting 
standards [5]. Domestic and international research on the 

evaluation of corporate sustainability performance has gone 
through four evaluation stages: cost performance, financial 
evaluation, strategic performance, and multidimensional 
synthesis [6]. With the advantages of efficient storage capacity, 
parallel processing capability, and associative memory, deep 
learning has now been more widely used in natural language 
processing technology, speech recognition, image recognition 
and other information retrieval. Common deep learning 
evaluation models include Deep Belief Network (DBN), 
Stacked Autoencoder (SAE), CNN, etc., and have positive 
application value in evaluation. In order to realize the 
evaluation and prediction of the sustainable development of 
enterprises with the help of the deep learning algorithm, on 
this basis, the research introduces the requirements of the 
harmonious financial theory and the new accounting standards, 
constructs the performance evaluation system of the 
sustainable development of accounting enterprises, and 
constructs the corresponding evaluation model through the 
deep learning algorithm. The contribution of the research is to 
propose a new feature extraction method with stronger feature 
learning ability, improve the RBMs model on the basis of 
DBN, improve the accuracy of the model through reverse 
fine-tuning technology, and effectively combine multiple 
RBMs and Softmax classifiers to build a modular multi 
classification model to complete the sustainable development 
performance evaluation of accounting enterprises. The goal 
and significance of the research is to provide a more scientific 
theoretical basis for the evaluation of the sustainable 
development of enterprises, and provide advice and guidance 
for the long-term development of enterprises. The research 
makes up for the phenomenon that the subjectivity of 
traditional evaluation methods is too strong, and the 
evaluation methods constructed have merit. 

II.  RELATED WORK 

Sokil addressed the issue of information support and 
practical assumptions for sustainable development policy 
implementation through accounting analysis and mathematical 
analysis of the quadratic correlation and regression 
dependence of corporate value added on social and 
environmental cost scales [7]. Fu et al. used a 
multidimensional big data matrix model for optimization 
analysis to systematically construct a corporate performance 
evaluation system and two dimensions to construct a 
systematic model for the use of enterprise performance 
information. They applied logistic regression methods for 
empirical research, providing a theoretical and empirical basis 
for the division of the demand dimensions of the enterprise 
performance evaluation system [8]. Jana et al. proposed a 
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multi-attribute decision method for enterprise financial 
performance evaluation, applying the new Dombi hybrid 
operators, which work on parameters have the advantage of 
good adaptability to complete financial performance 
assessment through intuitionistic fuzzy methods [9]. Yan Y et 
al. researchers analysed the performance appraisal 
management of manufacturing enterprises based on the 
Analytic Hierarchy Process (AHP) of fuzzy multi-criteria 
decision making to establish an enterprise performance 
management evaluation system, and this This exploration can 
provide a theoretical basis for improving the management 
innovation ability of manufacturing enterprises, and also has 
important reference value for expanding the market 
competitiveness of manufacturing enterprises [10]. Fang H 
applied the enterprise value management theory to the 
performance evaluation of university discipline construction 
members, established a performance value evaluation model, 
and applied the AHP method and quantitative research 
methods to costs and the functions achieved were evaluated 
[11]. 

Bao through the analysis of many classical methods such 
as economic value added, key performance indicators, 
balanced scorecard and current performance evaluation 
methods, the application analysis shows that the evaluation 
model is reasonable and the mathematical method is effective 
[12]. Yang et al. proposed the design of the enterprise 
environmental performance evaluation system in the new 
economic situation, according to the basic laws of the new 
situation theory and big data technology, the evaluation 
principles and typical index system were applied to the 
performance evaluation system as a reference, and the 
experimental results were of reference value for the 
application of the performance evaluation system in the field 
of corporate finance, which substantially improved the overall 
performance of the enterprise[13]. Qi established an enterprise 
human resource management performance evaluation system, 
which combined the relevant features of the opposable theory 
to provide more effective evaluation of enterprise HRM 
performance, providing a scalable analytical model for 
enterprise HRM performance evaluation [14]. Xiong et al. 
researchers evaluated the performance of food cold chain 
logistics enterprises based on AHP and entropy method, based 
on the analysis of the current situation, AHP was used to 
determine the subjective weights and entropy method was 
used to obtain experts’ own weights. Finally, a comprehensive 
index fusion weight was performed [15]. Cui et al. researchers 
designed a multi-objective RBM model for training, and 
experiments showed that the proposed model could effectively 
improve the data classification accuracy of the heterogeneous 
network and reduce the loss in the data fusion process [16]. 
Sun L et al. proposed a gradient-enhanced Softmax classifier 
based on Convolutional Neural Networks (CNN), which 
alleviates the gradient disappearance problem in the Softmax 
classifier and can achieve better results [17]. Pan et al. 
proposed a novel deep learning network that performs 
hierarchical feature learning by limiting RBM machines in 
parallel, and the results demonstrate that the method is able to 
extract sensitive features for fault detection [18]. 

As can be seen through the research of domestic and 
international researchers on corporate innovation and 
development and performance evaluation models in the 
context of sustainable development, there are currently more 
studies that use AHP method for performance evaluation. In 
terms of building evaluation models based on deep learning, 
some researchers have proposed using RBM for hierarchical 
feature learning to improve feature extraction, but there are 
better methods for feature extraction of evaluation indicators. 
Therefore, the research will propose a new method of feature 
extraction with stronger feature learning capability, improve 
the model of Restricted Boltzmann Machine (RBM)s based on 
DBN, improve the correctness of the model through reverse 
fine-tuning techniques, and at the same time effectively 
combine multiple RBMs and Softmax classifiers to construct a 
modular multi-classification model to complete the 
sustainability performance evaluation of accounting firms. 

III.  RBMS MODULAR DEEP LEARNING MODEL FOR 

SUSTAINABILITY PERFORMANCE EVALUATION OF 

ACCOUNTING FIRMS 

A. RBMs Modular Deep Learning Models 

Because the data type of university performance 
evaluation is sample data with multiple feature modules, deep 
learning algorithms have outstanding advantages in 
performance evaluation. RBM, as a new method of feature 
extraction, has stronger feature learning capability. The study 
will improve the model of RBMs based on DBN, improve the 
correct rate of the model through reverse fine-tuning technique, 
and at the same time effectively combine multiple RBMs and 
Softmax classifiers to construct a modular DBN is a concept 
generation model, which consists of multiple RBMs stacked 
as in Fig. 1. 
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Fig. 1. Classic DBN network structure of two-layer RBM 

Fig. 1 shows the structure of a DBN network containing 
two layers of RBM, which is first trained on the parameters of 
each layer of RBM by a greedy layer-by-layer unsupervised 
strategy, and then after confirming that all input data have 
passed through the full RBM network in order for the me 
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network to obtain useful feature information. Finally, other 
algorithms such as the Back Propagation (BP) algorithm are 
used to receive the output data and use it as input data, and the 
whole network is supervised and adjusted according to the 
error between the expected and actual output data. At the top 
is the top layer network for supervised learning, which can 
become a classifier model such as Softmax depending on the 
specific practical application. 

The RBM is an energy-based model where the visible and 

hidden layers form a system  ,v h  with the energy shown in 

equation (1). 

 
1 1 1 1

,
n m n m

i i j j i ij j

i j j i

E v h a v b h h w v
   

     
 

(1) 

In equation (1), n  and m  denote the number of neurons in 

the visual layer and the hidden layer respectively; v  denotes 

the state vector of the visual layer, h  denotes the state vector 

of the hidden layer, a  denotes the bias vector of the visual 

layer, b  denotes the bias vector of the hidden layer, and
ijw  

denotes the connection weights of the i  neuron in the hidden 

layer and the j  neuron in the visual layer. The writing matrix 

of equation (1) is shown in equation (2). 

 , T T TE v h a v b h h Wv   
 

(2) 

Equation (2) can be understood as an energy function. This 
function combined with the RBM corresponding to the state

 ,v h  yields the expression for the distribution of the 

expression probability generation model as equation (3). 

   ,1
,

E v h
p v h e

Z




 
(3) 

In equation (3), Z  is the normalisation factor, i.e. it is the 
accumulation of the states of all visible and hidden layers, as 
in equation (4). 

 ,

,

E v h

v h

Z e


   (4) 

In contrast, for real life and work problems, the RBM 

network focuses on the marginal fraction of  ,p v h , the 

probability distribution of the input data v  p v , as shown in 

equation (5). 

     ,1
,

E v h

h h

p v p v h e
Z


     (5) 

Given that there are no neurons that play a connecting role 
between the visual or hidden layers that are connectionless, 
the individual neurons are seamlessly connected to each other, 
as in equation (6). 
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When given the state of the visual layer v , the probability 

of finding the hidden layer neuron 1jh   is given in equation 

(7). 

 
1

1
n

j j i ji

i

p h v b v w

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 
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When given the state of the hidden layer h  , the 

probability of finding the visual layer neuron 1iv   is given in 

equation (8). 

 
1

1
m

i i j ij

j

p v h a h w


 
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In equations (7) and (8),  x  is the Sigmoid function. 

The essence of the training process of the RBM is the use of 

learning algorithms to adjust the parameters of  , ,a b W  

through continuous iterative learning, which eventually makes 
the energy of the entire RBM move towards a gradient that 
gradually decreases, and finally reaches a state where the 
energy of the RBM is minimized, i.e., the model reaches a 
stable state [19]. When the energy of the RBM network is the 
lowest, it is known that the marginal distribution range of the 
RBM network is the largest according to the energy 
conversion formula, and then the parameter   needs to be 

solved for when the value of the marginal distribution is the 
largest. Based on the expert product system to fit complex 
high-latitude data, the system can have a more ideal 
probability distribution in the processing of high-dimensional 
model data, it can complete the target transformation training 
of RBM by maximizing the likelihood function, and the 
calculation expression is equation (9). 
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In equation (9)
      1 2

, ,
N

S v v v  ,  i
v  denotes the i

th training sample and N  is the number of samples. 

Considering that the function ln x  is strictly monotonically 

increasing and maximizing  ,L S  and maximizing

 ln ,L S   are equivalent, the objective of training the RBM 

becomes maximizing the log-likelihood function, as in 
equation (10). 
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The gradient ascent method is the most efficient way to 
maximise the log-likelihood function and it uses an iterative 
approach to update the parameters as shown in equation (11) 
[20]. 

 ln ,L S 
  


   (11) 

In equation (11), 0  is the learning rate. For the 

training sample S , Eq. (12) is obtained by derivative 

calculation. 
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In equation (12)   i
p h v

  denotes the mathematical 

expectation based on the training samples and
 ,p v h

  denotes 

the mathematical expectation based on the model 
reconstruction data. 

The study constructs a modular multi-classification model 
by combining multiple RBMs and Softmax classifiers. The 
model structure is shown in Fig. 2.

1x

1nx

1 1Lnx
 

Lnx

1y

2y

Ky

 RBMs i Top level classifier

 

Fig. 2. Structural diagram of RBMs based modular deep learning model 

The deep learning model designed in the study is a 
multiple RBMs feature extractor and a top-level classifier. The 
deep model first extracts different feature module samples 
using RBMs features, and then classifies various different 
types of data by the top-level classifier. The structure of the 
RBMs is contained in dashed lines, which is a modular feature 

extractor composed of RBMs, where  RBMs i  is the i  th 

RBM and 1,2, ,i L  . Set the input features set to

 1 2, , , nx x x  , divide them into L  feature modules 

according to the sample characteristics, without considering 
the sequential nature, the feature modules are noted as

 
11 , , nx x  ,  

1 21, ,n nx x  , ,  
1 1, ,

L Ln nx x
  , then the 

input layer of 
Ln n , i  feature module is equivalent to the 

visual layer of the first RBMs of  RBMs i . The hidden layer 

of the last RBM is the new feature data, then the input of the 
top-level classifier is the output reconstruction result of each 
RBMs. The solid line included in the figure shows one of the 
network structures of the top-level classifier, with the 

classifier’s first j  network output value being
jy , where

1,2, ,j K . 

The top layer of the deep learning model requires the 
addition of a classifier, and the study uses the Softmax 
classifier. The Softmax classifier is used as a non-linear model 
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for classification, and it has a high correct classification rate 
when combined with a deep neural network. The Softmax 
classifier performs model training through a cost function, and 
it solves for the optimal parameters of the model through a 
parametric gradient method [21]. 

Given the training sample dataset

               1 1 2 2
, , , , , ,

N N
S X y X y X y , where

 i
X  is 

the i  sample, the category output values of
 i

X  are referred 

to by
 i

y  and the number of samples is referred to by N . 

Assuming that the output data contains K  categories, the 
probabilistic classification values are calculated using the 

hypothesis function approach for    1,2, ,
i

y K  , and

 j p y j X   , which defines the hypothesis function of 

the form shown in (13). 
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  (13) 

In equation (13),  1 2, , ,
T

K     is the Softmax 

classifier model parameter; the expression for the probability 

value of the sample
 i

X  being classified as the j  class is

    i i
p y j X  , the value normalized to the model output 

value is
 

1

iT
j XK

i e


, and the sum of the output values of all 

classes is 1. The cost function of the Softmax classifier is 
shown in equation (14). 
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1 1
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
   (14) 

In equation (14) I  is the indicator function, when the 
expression is false, 0I  ; otherwise, 1I  . The cost function 

of the partial derivative processing Softmax classifier yields 
the gradient expression of the parameters, which is calculated 
as shown in equation (15). 

            
1

1
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      
  

    

 (15) 

B. Sustainability Performance Evaluation Model for 

Accounting Firms 

After obtaining the enterprise performance evaluation data, 
the modular deep learning model combined with RBMs 

constructed by the institute is shown in Fig. 3. S 1I 2I The 

RBM training algorithm is used to obtain the output values of 

the first layer of RBMs 2u and
2

u  connection weights, and the 

input data of the second RBM are the output values of RBMs 

2u  and 
2

u . The output values and connection weights of 

each layer are obtained through continuous iteration using the 
RBM training algorithm and a greedy layer-by-layer 
unsupervised pre-training strategy, and are used as the initial 
parameters of the network. After reconstructing the last output 

values 1Lu  and 
2L

u , they are fed directly into the top layer 

Softmax classifier as input data, and the desired output data is 
used to obtain the initial parameters  . A deep learning 

network model with classification function is formed by 
connecting the pre-trained RBMs(1), RBMs(2) and Softmax 
classifiers, and the parameters of the network are adjusted 
using the BP algorithm, and if the number of iterations meets 
the maximum number of iterations or the classification 
accuracy does not meet the requirements, the learning is 
terminated, otherwise the iteration step is repeated. 
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Fig. 3. Flow chart of modular deep learning algorithm based on two RBMs 
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The sustainable development of accounting enterprises 
depends on the optimal allocation of resources. Based on the 
experience of previous studies, the principles to be followed in 
the evaluation system for sustainable development of 
accounting enterprises are multiple evaluation subjects, 
multiple evaluation objectives, multiple evaluation contents 
and multiple evaluation methods, and the performance 
evaluation index system includes three aspects: social, 
resource and economic. According to the basic characteristics, 
completeness and reliability of the economic performance 
evaluation system, the study sets five secondary indicators, 
including cash flow, development capacity, profitability and 
quality, asset operation capacity and debt servicing capacity. 
Moreover, there are 15 tertiary indicators, including net asset 
cash return rate, net asset additional economic value rate, unit 
asset cash flow from operating activities, capital preservation 
growth rate, operating income growth rate, net asset additional 
economic value rate and net operating profit index. The 15 
level 3 indicators are cash return on net assets, economic value 
added to net assets, cash flow from operating activities per 
unit of asset, capital preservation growth rate, operating 
income growth rate, economic value added to net assets, 
operating net profit index, return on total assets, return on net 
assets, total assets turnover, inventory turnover, accounts 
receivable turnover, quick ratio, interest earned multiple and 
gearing ratio. 

According to the characteristics of human resources of the 
resource performance evaluation system, four secondary 
indicators are constructed including human resources output 
capacity, human resources utilization capacity, human 
resources input situation and basic human resources situation. 
15 tertiary indicators include the adoption rate of rationalized 
suggestions, market share of new products, number of patents 
per capita, new technology development capacity, employees’ 
profit generating capacity, staff turnover rate, employees’ 
satisfaction rate, employees’ career development level, staff 
training expenditure, human resources maintenance capacity, 
human resources investment level, professional work 
experience level of technical staff, proportion of technical 
staff, average age of staff, and education level of staff. Based 
on the definition of corporate social responsibility, the three 
secondary indicators of the social performance evaluation 
system selected for the study are the fulfillment of 
responsibility to the community, the fulfillment of 
responsibility to the government and the fulfillment of 
responsibility to consumers. After-sales service rate, return or 
repair rate, consumer complaint rate, and customer satisfaction. 
Table I refers to secondary and tertiary indicators at the social 
level. 

TABLE I.  SECONDARY AND TERTIARY INDICATORS OF SOCIETY, RESOURCES AND ECONOMY 

Evaluation level Evaluating indicator 

Fulfillment of community 

responsibilities 

Proportion of public service advertising expenditure 

Contribution rate of community activities 

Donation income ratio 

Performance of government 

responsibilities 

Employment rate of the disabled 

Employment ratio 

Social contribution rate 

Asset tax rate 

Performance of consumer 

responsibilities 

After sales service rate per unit income 

Return or repair rate 

Consumer complaint rate 

Customer satisfaction 

The dataset selected for the study was data related to 83 
accounting firms for the period 2017-2021, with a total sample 
data of 415 entries. Given the low relevance of the data 
sample data to the performance evaluation indicators, missing 
feature data and most of the data values being zero, the study 
cleared some of the indicator data. The raw values of the study 
performance were taken as 56-100, and the performance of the 
sample data was taken as the output variable, and the 
performance values were discretized into four category labels 
with values of 1, 2, 3 and 4 according to K  mean clustering, 
with larger category labels indicating better performance, 
while the performance single output was discrete into a 

multiple output form. Given the variation in input feature 
magnitudes and magnitude units, the study utilises minmax 

normalisation for sample data processing. Assuming that
ix is 

the input feature and '

ix is the normalised feature, the 

normalisation formula can be expressed as equation (16). 

      ' min max mini i i i ix x x x x    

In equation (16), the maximum and minimum values of the

ix  feature are  min ix  and  max ix , respectively. 
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IV.  ANALYSIS OF THE EFFECTIVENESS OF THE APPLICATION 

OF THE SUSTAINABLE DEVELOPMENT PERFORMANCE 

EVALUATION MODEL FOR ACCOUNTING FIRMS 

The study used the 348 samples close to the centre of 
clustering as the training sample and the remaining samples as 
the test sample. Table II shows the results of the mean 
clustering referred to K . The four centres of performance 
clustering were 62.7, 68.5, 75.7 and 89.6. 

The loss function values of the four different deep learning 
algorithms for both the training and test sets are shown in 
Fig. 4(a) and 4(b). From the figures, it can be seen that the 
RBM-Softmax deep learning algorithm has the lowest value of 
loss for both the training and test sets, and the reduced value 
of loss decreases gradually as the number of iterations 

increases. The results for both the training and test sets show 
that the minimum loss value is achieved at 160 iterations, with 
corresponding values of 0.213 and 0.202, respectively. 

TABLE II.  RESULTS OF MEAN CLUSTERING K  

Performance 

clustering 

centre 

Category 

label 

Multiple 

output 

form 

Total 

samples 

Number 

of 

training 

samples 

Number 

of test 

samples 

62.7 1 [1,0,0,0] 168 143 25 

68.5 2 [0,1,0,0] 123 103 20 

75.7 3 [0,0,1,0] 96 82 14 

89.6 4 [0,0,0,1] 28 20 8 

(a)Training set results of different depth learning algorithms
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Fig. 4. Loss function values of four different depth learning algorithms in training set and test set 

Setting the dimensionality of the input features and the 
dimensionality of the new features to 4 and 53, respectively, 
the changes of RBM fine-tuning, PCA (Principal Component 
Analysis) expression, and RBM expression on the 
performance of the Softmax classifier were analyzed, and the 
results are shown in Fig. 5. PCA expression and RBM 
expression refer to the method of classifying feature data 
through the Softmax classifier after the extraction of PCA and 
RBM features, respectively, while RBM fine-tuning refers to 
parameter tuning of the network based on the RBM expression 
(Ye F X et al. 2019) [22]. The study set each feature 
dimension to be run 10 times, and their average result was 
taken as the final result. Along with the gradual increase in the 
number of feature dimensions, the RBM expression Softmax 

classifier performed better compared to the PCA expression, 
and the RBM expression Softmax classifier extracted features 
with a correct rate of up to 75%. This is due to the fact that 
PCA as a linear feature extraction method decreases 
significantly when the number of feature dimensions increases, 
while the performance of the RBM fine-tuned Softmax 
classifier is higher than that of both PCA and RBM expression. 
There is no significant fluctuation in the performance of the 
classifier at different dimensions, with accuracy varying 
within a certain range. This indicates that the data features 
extracted by RBM fine-tuning are highly effective and stable, 
which in turn improves the accuracy of the model with a high 
probability. 
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Fig. 5. Curve of accuracy with feature dimension 

The study fed test samples into the already trained network 
and the corresponding classification results for each sample 
were obtained by classifying them with the top layer Softmax 
classifier. The input data of five randomly selected samples 
and the output values of the RBMs at each layer of the RBM 
were used as data for the performance analysis of the RBMs 
feature extractor, as shown in Fig. 6. For sample 1, sample 2, 
sample 3, sample 4 and sample 5 respectively, each dash in 

Fig. 6 indicates the input data value or RBM output value of a 
sample. As can be seen from the figure, the samples have high 
input data complexity and low correlation, which results in 
poorly differentiated and distinguishable samples. Each dash 
in Fig. 6 represents a sample’s input data value or RBM output 
value. The output values of the input data after the two-layer 
RBM action are shown in Fig. 7. 

Sample1 Sample2 Sample3 Sample4 Sample5

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
1 5 9 13 17 21 25 29 33 37 41 45 49 53

Input dimension

In
p
u

t 
d

at
a 

v
al

u
e

 

Fig. 6. Input value of sample 
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As can be seen in Fig. 7, after the extraction of data 
features by the two-layer RBM network, each sample presents 
an extremely clear data distribution, and the test samples are 
highly differentiable between different features. The feature 
results of the five samples show that the node output values of 
samples 3 and 4 are all greater than 0.7. The node output 
values of sample 2 are all relatively intermediate; and the 
number of nodes of samples 1 and 5 is close to 90% of the 

Therefore, the study divided the test samples into three 
categories, namely sample 3 and sample 4, sample 2, sample 1 
and sample 5. The longitudinal comparison shows that the 
relationship between the magnitude of the second layer RBM 
output values of the samples is, sample 4 > sample 3 > sample 
2 > sample 1 > sample 5. The cross-sectional comparison of 
the samples illustrates the characteristic of differentiability of 
the sample features. 
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Fig. 7. Output value of the sample in the second layer RBM 

The input samples indicate that the data distributions for 

sample 5 and sample 1 are indeed at a much lower position. 

The network outputs of the partial test sample data in the 

Softmax classifier are shown in Table III, where the sum of 

the probability values of each sample belonging to the four 

categories is 1. A higher probability value of a sample 

belonging to a category indicates that the sample belongs to 

that type. The categories for samples 1 - sample 10 are 2, 2, 3, 

1, 2, 1, 2, 4, 4, and 3 in that order. This further validates that 

the deep learning model, after obtaining abstract feature 

representations through a multi-layer RBM network structure, 

the higher the differentiability of the features, which in turn 

allows for more accurate classification. 

TABLE III.  PARTIAL TEST SAMPLE DATA OUTPUT VALUE 

Sample Category 1 Category 2 Category 3 Category 4 

1 0.0426 0.9402 0.0086 0.0086 

2 0.0303 0.9514 0.0151 0.0032 

3 0.0016 0.0715 0.8948 0.0320 

4 0.9403 0.0423 0.0088 0.0086 

5 0.2406 0.7315 0.0188 0.0091 

6 0.9388 0.0435 0.0090 0.0087 

7 0.0952 0.8816 0.0172 0.0060 

8 0.0005 0.0032 0.0460 0.9504 

9 0.0030 0.0004 0.0442 0.9524 

10 0.0214 0.0006 0.9602 0.0179 
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The model is evaluated by average precision (AP), average 
recall (AR) and prediction accuracy, as shown in Fig. 8. It can 
be seen from the table that the AP of the proposed method is 
86.95%, AR is 89.74%, and the prediction accuracy is 88.29%. 
The three evaluation indicators of the proposed method are 
greater than Softmax classifier, BP neural network and DBN 
Softmax. BP neural network algorithm is likely to fall into 

local extreme value, making training failure. The 
approximation and generalization ability of networks are 
closely related to the typicality of learning samples. For the 
Softmax classifier, the exponential Softmax function can be 
used to extend the numerical distance with large difference. 
Therefore, the proposed performance evaluation model for 
sustainable development of enterprises is more practical than 
other evaluation models.
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Fig. 8. Comparison of evaluation indexes of each algorithm 

V.  CONCLUSION 

On the basis of analyzing the sustainable development 
evaluation system of accounting enterprises, the research 
constructs a sustainable development performance evaluation 
model combining multiple RBMs and Softmax classifiers. The 
results of training set and test set show that the minimum loss 
value is obtained when the number of iterations is 160 and the 
corresponding values are 0.213 and 0.202, respectively. The 
model is evaluated by AP, AR and prediction accuracy. The 
AP, AR and prediction accuracy of the proposed method are 
86.95%, 89.74% and 88.29% respectively, which are higher 
than the Softmax classifier, BP neural network and DBN 
based Softmax method. This method is superior to other 
algorithms in the application of accounting enterprise 
sustainable development performance evaluation model. 
Embed sustainable development into the theory of enterprise 
performance evaluation, realize the comprehensive 
combination of sustainable development and enterprise 
performance evaluation theory, theoretically solve the 
problem of disconnection between enterprise performance 
evaluation and sustainable development, and enhance the 
scientificity, integrity and systematicness of performance 
evaluation theory. In the context of sustainable development, 
the model has important reference value and significance in 
the application of accounting enterprise performance 
evaluation. Although the proposed model has effectively 
improved the accuracy, the network initialization parameter 
color setting of this model refers to the empirical value and 
previous research results, and the training algorithm needs to 

be further studied in the future. The methods given need to be 
applied to empirical analysis in the future, and the follow-up 
research is expected to provide referential ideas and methods 
for the implementation of the concept of sustainable 
development at all social levels. 
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Abstract—Clustering Spatio-temporal data is challenging 

because of the complexity of processing the spatial and temporal 

aspects. Various enhanced clustering approaches, such as 

partition-based and hierarchical-based algorithms have been 

proposed. However, the ST-DBSCAN density-based algorithm is 

commonly used to process irregularly shaped clusters. Moreover, 

ST-DBSCAN considers neighborhood parameters as spatial and 

non-spatial. The preliminary results from our experiments 

indicate that the ST-DBSCAN algorithm addresses temporal 

elements less effectively. Therefore, an improvement to the ST-

DBSCAN algorithm was proposed by considering three 

neighborhood boundaries in neighborhood function. This 

experiment used the El Niño dataset from the UCI repository. 

The experimental results show that the proposed algorithm 

increased the performance indices by 27% compared to existing 

approaches. Further improvement using the hierarchical Ward’s 

method (with thresholds of 0.3 and 0.1) reduced the number of 

clusters from 240 to 6 and increased performance indices by up 

to 73%. It can be concluded that ST-HDBSCAN is a suitable 

clustering algorithm for Spatio-temporal data. 

Keywords—Data mining; hierarchical clustering; density-based 

clustering; spatio–temporal clustering 

I. INTRODUCTION 

Clustering is a process for grouping data based on 
similarity distance. It is an effective data mining technique for 
data segmentation, feature selection, pattern recognition, and 
anomaly detection. Clustering is an unsupervised method that 
does not require a prior definition of the input data classes. 
Clustering techniques help uncover hidden patterns in the 
examined data [1]. Unlike conventional clustering algorithms 
that process nonspatial or non-temporal data, clustering spatio–
temporal data is challenging. Spatio-temporal data is different 
from relational data, in which computational approaches are 
developed for both spatial and temporal attributes [2]. Because 
of spatio–temporal data structure features, which record the 
general variables and the corresponding location and time [3], 
it became challenging to cluster the spatial and temporal data 
together. 

Spatio–temporal clustering is an emerging research area. It 
gains actual location and time information from the enormous 
amount of geographical data provided by GPS, satellite, 
wireless technology, sensor networks, and other devices that 
could transmit location and time-stamped data. For instance, an 
organization has invested more resources in obtaining hidden 

knowledge and information from spatio–temporal data making 
research in this field more critical. The work by Bogorny and 
Shekar [4], Mazimpaka and Timpf [5], and Atluri et al. [6] 
have reviewed spatio–temporal data mining and its applications 
in surface ozone (O3) variations [7], forest fire [8], 
groundwater potential zone [9], citizens security [10], traffic 
congestion [11], healthcare, and social media. 

Kisilevich et al. [12] categorized spatio–temporal data 
based on temporal extension, spatial extension, and spatial 
location. Spatial extension expands the spatial shape from 
points into lines and then areas. The expansion starts from a 
single snapshot to an updated snapshot and the completed time 
series in temporal extension. The spatial location is divided 
into two categories depending on the data collection location 
(fixed or dynamic). Based on these extensions, Kisilevich et al. 
[12] defined the following five types of spatio–temporal data: 
ST-events, geo-referenced variable, geo-referenced time series, 
moving objects, and trajectories. 

M. Y. Ansari et al. [13] presents six categories of 
spatiotemporal clustering algorithms: event clustering, geo-
referenced data item clustering, geo-referenced time series 
clustering, moving clusters, trajectory clustering, and semantic 
based trajectory data mining. ST-events have a fixed location 
and only store one snapshot of variable values. The geo-
referenced variable also has a fixed location but stores only the 
current updated values. Similarly, geo-referenced time series 
also have a fixed location, but it stores the entire history of 
variable values as time-series data for each location. Moving 
objects and trajectories have dynamic locations. The object 
changes its location over time; however, only current values 
are recorded. In contrast, trajectories record each object‘s 
movement as a completed time series. Similar to Madraky et 
al. [14], this research focuses on clustering geo-referenced 
time-series data and utilizes a nature-inspired approach. 

Various clustering approaches have been proposed to 
enhance the traditional algorithm, such as density-based, 
partition-based, and hierarchical-based [15]. The density-based 
algorithm is widely used because it can process irregular-
shaped clusters, e.g. ST-DBSCAN [16], ST-OPTICS [17], ST-
Shared Nearest Neighbors (SNN) and ST-SEP-SNN [18], P-
DBSCAN [19], ST-DCONTOUR [20], RT-DBSCAN [21], 
CorClust [22], and MDST-DBSCAN [23]. One of the 
commonly used spatio–temporal density-based clustering 
approaches is Spatio–temporal (ST)-Density-based Spatial 
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Clustering of Applications with Noise (DBSCAN) [16]. 
However, the algorithm does not address the temporal elements 
of data. The neighborhood parameters are defined as spatial 
and non-spatial objects only. Therefore, the maximum 
temporal distance was later introduced to improve the ST-
DBSCAN algorithm. 

Other techniques extended to other traditional density-
based clustering algorithms. For example, Spatio–temporal 
Shared Nearest Neighbor (ST-SNN) and Spatio–temporal 
Separated Shared Nearest Neighbor (ST-SEP-SNN) extend 
SNN by Ertöz et al. [24] but introduce the polygon distance 
algorithm to search core polygon [18]. Their results have been 
compared with that of PDBSCAN [19]. 4D+SNN also added 
weighting for spatial and temporal attributes [25]. The ST-
DCONTOUR algorithm by Zhang and Eick [20] emphasizes 
the batching process of SNN density-based clustering 
algorithms. 

The ST-DBSCAN algorithm by Birant and Kut [16] is one 
of the standard benchmark algorithms for spatio–temporal 
clustering. In ST-DBSCAN, introducing a new distance limit 
for spatial data called Eps 2 enhanced the DBSCAN algorithm. 
The sea surface temperature, sea surface height, and wave 
height in the Black, Marmara, Aegean, and Mediterranean seas 
were clustered. The result was presented as a map with labels 
of the cluster numbers for each group. Besides, utilizing a 
cluster map emphasizes the spatial aspect of the data rather 
than the temporal aspect. Therefore, this research aims to 
improve ST-DBSCAN by considering spatial and non-spatial. 

The following Sections II discuss how the ST-DBSCAN 
algorithm is limited and how to improve it by proposing Three 
Neighborhood Boundary in neighborhood function and 
improving it again using the hierarchical ward‘s method. 
Section III discusses the dataset and parameter settings; 
Section IV discusses the results obtained from experiments, 
including comparison results with the benchmark algorithm, 
and the conclusion and future work. 

II. RELATED WORK 

Density-Based clustering is an unsupervised learning 
technique that locate distinct groups or clusters in the data. 
These techniques are based on the notion that a cluster in data 
space is a contiguous region of high point density, separated 
from other such clusters by contiguous regions of low point 
density. The fundamental density-based clustering algorithm is 
called Density-Based Spatial Clustering of Applications with 
Noise (DBSCAN). Outliers and noise-filled massive amounts 
of data can be used to find clusters of various sizes and shapes. 

Three minor modifications to DBSCAN, known as ST-
DBSCAN , are proposed by D. Birant et al. [16]. ST-DBSCAN 
deal with the detection of (i) core items, (ii) noise objects, and 
(iii) neighboring clusters. The ability to identify clusters on 
spatial-temporal data is the primary motivation behind this 
modification. When clusters of various densities occur, the 
second adjustment is required to locate noisy objects. D. Birant 
et al. [16] introduce the idea of density factor. Each cluster is 
given a density factor, which indicates how dense the cluster is. 
The third adjustment compares the cluster's average value with 
a new value that will soon be available. 

In ST-DBSCAN, the DBSCAN algorithm was enhanced by 
introducing a new distance limit for spatial data called Eps 2. 
In terms of its research, sea surface temperature, sea surface 
height, and wave height in the Black Sea, the Marmara Sea, the 
Aegean Sea, and the Mediterranean Sea are clustered. The 
clustering result was presented on a map labeled with a cluster 
number for each area. Using a cluster map, the result focused 
more on the spatial part of data and lacked in showing the 
temporal part. 

The problem with ST-DBSCAN is the lack of an algorithm 
on the temporal aspect of spatio-temporal data. This is because 
the temporal data were separated manually by filtering the data 
that occurred on a consecutive day or the same day in a 
different year [16]. Thus, the algorithm did not identify the 
cluster with a pattern that exists continuously in two different 
years. The cluster generated took into account the spatial and 
non-spatio-temporal part of the data; however, it lacks the 
usage of the temporal aspect of the data. 

The clustering algorithm ―Spatio-Temporal-Ordering 
Points to Identify Clustering Structure (ST-OPTICS)‖ was 
proposed by K.P. Agrawal et al. [17] and is a modified version 
of the previous density based technique ―Ordering Points to 
Identify Clustering Structure (OPTICS).‖ The proposed 
algorithm can produce spatio-temporal clusters and address 
issues such as (i) handling spatio-temporal data, non-spatial 
values to take into account temporal dimensions, (ii) algorithm 
does not depend on dimensions of data, so it is ready to handle 
n-dimensions, and (iii) independence of ordering of 
observations in database can be observed by the working 
principle of the proposed technique like it first performs Orde, 
(iv) locating nested and nearby clusters, and (v) ultimately, it is 
also scalable. 

The ST-OPTICS algorithm employs ST-DBSCAN to 
extract the clusters and then performs hierarchical clustering to 
aggregate the clusters. The result generated has better 
performance indices compared to ST-DBSCAN. However, 
comparing to a similar version of ST-DBSCAN, ST-OPTICS 
still performs clustering using spatial and non-spatio-temporal 
aspects of the data but lacks the temporal aspect of the data. 
Similarly, the results are also shown in the form of maps which 
limit the description of the temporal part of data. Therefore, 
there is still a need for a clustering algorithm that could cluster 
spatio-temporal data that will account not only the spatial and 
non-spatio-temporal parts of data but also the temporal part of 
data. 

To cluster overlapping polygons that can change their 
positions, sizes, and shapes over time, Sujing Wang et al. [18] 
introduce two new spatiotemporal clustering algorithms, called 
Spatiotemporal Shared Nearest Neighbor clustering algorithm 
(ST-SNN) and Spatiotemporal Separated Shared Nearest 
Neighbor clustering algorithm (ST-SEP-SNN). The core 
polygon notion and the spatial closest neighborhood of a 
polygon are both redefined by Sujing Wang et al. [18]. Even 
with high-dimensional data with outliers, ST-SNN and ST-
SEP-SNN may locate clusters of various sizes, shapes, and 
densities. 

P-DBSCAN, a novel DBSCAN for analysis of locations 
and events utilizing a collection of geo-tagged photographs, 
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was proposed by Slava Kisilevich et al. [19]. Two new ideas 
were introduced by P-DBSCAN: (i) the density threshold, 
which is based on the population of the neighborhood, and (ii) 
adaptive density, which is utilized to quickly converge to high-
density areas. 

Yongli Zhang et al. [20] proposed the ST-DCONTOUR 
algorithm, a unique serial density-contour-based spatio-
temporal clustering technique that uses location streams as 
input and a model-based clustering approach to produce spatio-
temporal clusters. In our method, the incoming data is divided 
into batches, and we use a serial technique to construct spatial 
clusters for each batch individually first. The formation of 
spatio-temporal clusters is then accomplished by establishing 
ongoing connections between spatial clusters in successive 
batches. Our method makes use of contouring algorithms to 
recognize spatial clusters as closed contours of a region whose 
density exceeds a predetermined threshold and contour analysis 
methods to recognize persistent, transient, and freshly formed 
spatial clusters in batches. 

Yikai Gong et al. [21] proposed a technique called RT-
DBSCAN to enable continuous cluster checkpointing-based 
real-time data clustering. In order to provide scalability, the 
platform is developed using container-based technologies and 
Apache Spark running on massive Cloud resources. The real-
time data streams were the exclusive focus of the DBSCAN 
algorithm. With the use of density-based clustering, the 
DBSCAN algorithm handles rapidly expanding high velocity 
data streams.  

Based on empirical geographical correlations across time, 
M. Hüsch et al. [22] proposed a method called CorClustST. 
CorClustST compares and interprets clustering outcomes for 
various scenarios, such as those involving several underlying 
variables or various time scales. The clustering technique is 
extended in a way that enables massively parallel execution 
and works around memory constraints. 

C. Choi et al. [23] proposed a clustering method, called 
MDST-DBSCAN for large-scale, multidimensional 
spatiotemporal data in a reliable and efficient manner. The 
MDST-DBSCAN is applied to idealized patterns and a real 
data set, and the results from both examples demonstrate that it 

can identify clusters accurately within a reasonable amount of 
time. The MDST-DBSCAN has a limitation in that the method 
of defining the neighbors in the clustering process operates 
conservatively. 

III. PROPOSED METHOD 

The spatio-temporal dataset is different from the traditional 
dataset in many ways. Firstly, it contains implicit spatial or 
temporal data that initially need to be calculated. Secondly, 
spatio-temporal data has granularity, and making its selection 
differently will impact mining results. Thirdly, spatio-temporal 
data has an auto-correlation. 

The ST-DBSCAN algorithm was proposed by Birant and 
Kut [16] and has been widely utilized in various studies, 
achieving impressive results on spatio–temporal data. The 
distance between two objects o and p denoted as dist (o, p) is 
defined by measures such as the Manhattan, Euclidean and 
Haversine distance functions. The neighborhood of object o is 
defined as *        (   )     + , where p is another 
object in database D and Eps is the predefined minimum 
distance between object o and p. Eq. 1 formally defines the 
neighborhood utilized in ST-DBSCAN as follows: Eps 1 for 
spatial data and Eps 2 for non-spatiotemporal data, whereas 
Eq. 2 defines the core objects. As per Eq. 2, objects that satisfy 
the minimum number of neighborhoods within the radius of 
Eps and are greater than or equal to the MinPts are defined as 
core objects. The ST-DBSCAN is also defined by its density-
reachable, density-reachable, density-connected, density-based 
cluster and border objects [16]. 

The temporal data aspect was separated manually by 
filtering daily observations in different years. Thus, this 
method cannot identify clusters that contain patterns of two 
different years. The neighborhood in Eq. 1 only considers the 
spatial and non-spatial distances. It does not include the 
temporal features, as the algorithm uses two boundary 
neighborhood-clustering methods. Fig. 1 illustrates the 
limitation of ST-DBSCAN. Only the spatial dimension is 
considered in the clustering process; thus, only one cluster will 
be generated. However, the distance becomes apparent if the 
data is viewed from the right or topside. Hence, the blue and 
grey boxes will not be grouped into the same cluster. 

 
Fig. 1. Two-dimensional view of spatio–temporal data with views from the front, right and top. 
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The proposed Hierarchical ST-DBSCAN (ST-HDBSCAN) 
algorithm was developed in two parts. The first part improves 
the neighborhood of the ST-DBSCAN by introducing Three 
Neighborhood Boundary. The second part introduces the 
hierarchical ward‘s method to improve the performance of 
DBSCAN. 

            (   )      )  (        (   )      )   
        (   ) (1) 

           ( )                   ( ) 
  (2)

A. ST-DBSCAN with Three Neighborhood Boundary 

Fig. 2 illustrates the spatio–temporal data in three 
dimensions to incorporate the temporal aspect. The spatial 
dimension is represented along the z-axis and y-axis, whereas 
the temporal dimension is represented along the x-axis. In the 
three-dimensional view, it becomes clear that when the 
temporal aspect is taken into consideration, proper separation is 
achieved: the grey boxes are on the positive side of the x-axis, 
and the blue boxes are on the negative side of the x-axis. 
Therefore, ignoring the temporal aspect could lead to 
inconsistent clustering. 

 
Fig. 2. A three-dimensional view of spatio–temporal data (the spatial 

dimension is represented along the z-axis and y-axis while the temporal 

dimension is represented along the x-axis). 

Eq. 3 defines the spatio–temporal neighborhood utilized in 
the improved ST-DBSCAN algorithm. It is composed of Three 
Neighborhood Boundary: Eps 1 for spatial data, Eps 2 for non-
spatio-temporal data, and Eps 3 for temporal data. 

In the improved ST-DBSCAN algorithm, temporal 
neighbors are defined by Eps 3 to limit temporal distance. As a 
result, two objects are temporally close if the distance between 
them in terms of time is in the range of Eps 3. For example, the 
temporal distance could be defined over 1 year or 1 month. If 
values are collected daily, a temporal distance defined over 1 
year will limit the data to the range of a year, that is, 182 days 
before and after the date for each value. Therefore, to spatially 
and temporally cluster the data, there is a need to develop a 
new algorithm that could incorporate the spatial and temporal 
aspects of data. Based on this information, in this research, the 
density-based algorithm ST-DBSCAN is enhanced by 
incorporating a temporal distance limit called maximum 
temporal distance (Eps 3). The maximum temporal distance is 
defined in Eq. 4. 

The proposed approach can be illustrated as follows. Given 
objects O (s1, s2, n1, n2, t1) and P (s3, s4, n3, n4, t2), each 
comprising of five variables (latitude, longitude, wind speed, 
sea surface temperature, and date), Eq. 5 (haversine function) is 
utilized to compute the spatial distance (spatial_dist) between 
O and P and Eq. 6 (Euclidean distance) computes the non-
spatiotemporal distance (non_st_dist). Also, Eq. 7 computes 
the absolute date difference between the two objects measured 
in days. The Euclidean distance was an unsuitable measure for 
the earth‘s curved surface due to the utilized spatial data 
(latitude and longitude coordinates). Therefore, the haversine 
distance was the preferred option for spatial distance 
computation. 

(           (   )      )  (         (   )      )  

(        (   )      )          (    ) 

             

        (√    (
     

 
)     (  )   (  )   

 (
     

 
))

    

where: 

h: is the haversine distance 

r: is the radius of Earth with value 6371 km 

1: is the latitude of point 1 

2: is the latitude of point 2 

1: is the longitude of point 1 

2: is the longitude of point 2 

             

        (√    (
     

 
)     (  )   (  )   

 (
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    

          √(     )
  (     )  

                    

Pseudocode 1 describes the pseudocode of ST-DBSCAN 
with maximum temporal distance (ST-DBSCAN Eps 3). The 
algorithm starts by initializing the cluster number as described 
in line 13. Afterward, it searches for the neighbors of 
unlabelled data utilizing the retrieve-neighbor function (lines 
15–16). The expectation is that if the retrieve-neighbor 
function meets all the conditions, the objects are considered 
neighbors. Conversely, if the number of neighbors does not 
satisfy the MinPts, these objects will be labeled as noise (lines 
19–20). Otherwise, its neighbors are labeled as the same cluster 
(lines 23–24). Therefore, the algorithm checks the neighbors of 
each discovered neighbor (lines 26–29). Similarly, the 
neighbor would be labeled the same cluster (lines 30–33). 
These processes are repeated until all objects have been 
observed. Lastly, the Clustered_Data set, which contains all 
data labeled with a Cluster ID, is returned as the result of the 
algorithm (line 42). 
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Line Pseudocode 1: Pseudocode of ST-DBSCAN with Eps3 Algorithm 

1.  Inputs: 

2.     D = (d1, d2, … , dn) Set of objects 

3.     N = (d1, d2, … , dn) Set of Retrieved Neighbors 

4.     R = (r1, r2, … , rn) Set of Retrieved Neighbors of N 

5.     Eps1: Maximum spatial distance value 

6.     Eps2: Maximum non-spatial distance value 

7.     Eps3: Maximum temporal distance value 

8.     Mint: Minimum number of points within Eps1, Eps2, and Eps3 

9.   

10.  Output 

11.     Clustered_Data : Data that has been labeled with ClusterID 

12.   

13.  Initialize cluster label as 0 

14.   

15.  For i in range of number of data rows in D 

16.     If label of the current data with index i set as ―unmarked‖ 

17.        Retrieve neighbors of data with index i based on Eps1, Eps2, and Eps3 values 

18.        Store the neighbors in N 

19.        If number of neighbors are less than MinPts 

20.           Set label of data with index i as ―noise‖ 

21.        Else 

22.           Create new cluster label 

23.           For all neighbors in N 

24.              Set cluster label for each neighbor as new cluster label 

25.           End For 

26.           For all neighbors in N 

27.              Get one neighbor data and store it as current object 

28.              Retrieve neighbors of current object based on Eps1, Eps2, and Eps3 

29.              Store the neighbors of current object in R 

30.              If number of neighbors in R less than or equal to MinPts 

31.                 For all neighbors in R 

32.                    If the neighbor label‘s is not ―noise‖ or ―unmarked‖ 

33.                       Set cluster label for the current object as new cluster label 

34.                    End If 

35.                 End For 

36.              End If 

37.           End For 

38.        End Else 

39.     End If 

40.  End For 

41.   

42.  Return data D with cluster label as Clustered_Data 
 

Pseudocode 2 shows the pseudocode of the retrieve-
neighbor function. This function returns the neighbors of an 
object by computing the spatial, temporal, and non-
spatiotemporal distance between the object and other objects in 
the dataset. The algorithm starts by excluding the current object 
from the data (lines 12–13). It then computes the spatial 
distance between the two objects using the Haversine function 
(Eq. 5) and stores the distance in the spatial_dist variable (lines 
15–16). Afterward, it computes the non-spatiotemporal 
distance utilizing the Euclidean distance function (Eq. 6) and 
stores the result in the non_st_dist variable (lines 17–18). 
Finally, it calculates the temporal distance by calculating the 

date differences between the current object and other objects in 
the dataset (Eq. 7) and stores it in temporal_dist (lines 19–21). 

The next step determines the neighbors of each object in 
the dataset in turn by comparing the spatial_dist, non_st_dist 
and temporal_dist with the values of Eps 1, Eps 2 and Eps 3. 
For each evaluation, if each distance value is less than the 
corresponding Eps value, the current object (p) is considered a 
neighbor of the examined object (o) and will be added to the 
set of the object's neighbors (Data_Neighbors) (lines 22–26). 
The Data_Neighbors is returned to the ST-DBSCAN Eps 3 
Algorithm (line 30). 
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Line Pseudocode 2: Pseudocode of the Retrieve Neighbors for ST-DBSCAN with maximum temporal distance (Eps 3) 

1.  Inputs: 

2.     D      : Data of all objects 

3.     n      : Index of current object 

4.     Eps1: Maximum spatial distance value 

5.     Eps2: Maximum non-spatial distance value 

6.     Eps3: Maximum temporal distance value 

7.   

8.  Output 

9.     Data_neighbors : Data of current object‘s Neighbors 

10.   

11.  For i in range of data row in D 

12.     If i is equal to n 

13.        Continue the program 

14.     Else 

15.        Calculate spatial distance of object index i with object index n using Harversine function 

16.        Store the spatial distance as spatial_dist 

17.        Calculate non-spatio-temporal distance of object i with object index n using Euclidean function 

18.        Store the non-spatio-temporal distance as non_st_dist 

19.        Calculate temporal distance of the object index i with object index n by 

20.        subtracting time of object index i with object index n 

21.        Store the temporal distance as temporal_dist 

22.        If spatial_dist is less than Eps1 and 

23.           non_st_dist is less than Eps2 and 

24.           temporal_dist less than Eps3 

25.              Set object index i as neighbor of object index n 

26.              Add object index i to Data_neighbors 

27.        End If 

28.     End If 

29.  End For 

30.  Return Data_neighbors 
 

B. An Improved ST-DBSCAN with Hierarchical Ward’s 

Method 

ST-HDBSCAN improves the ST-DBSCAN algorithm by 
utilizing the hierarchical ward‘s method. Pseudo code 3 shows 
the ST-HDBSCAN algorithm, which consists of the clustering 
and hierarchical phases. Lines 15–41 outline the clustering 
procedure with Eps 3. After clustering, the hierarchical ward‘s 
method is employed to aggregate the results (line 50). It 
combines close and similar clusters into new larger ones based 

on the temporal distance value (computed by fast dynamic time 
warping) (lines 43–48). For the hierarchical phase, the Fast 
Dynamic Time Warping (FastDTW) algorithm warps the 
timeline of data points into compressed values (line 47) to 
simplify hierarchical cluster grouping. After computing the 
similarity pair of each cluster, the distance is condensed to 
minimize duplication (line 49). The minimum distance is 
selected as the cut point of the hierarchy to obtain the proper 
clusters (line 51). 

Line Pseudocode 3: Pseudocode of the ST-HDBSCAN Algorithm 

1.  Inputs: 

2.     D = (d1, d2, … , dn) Set of objects 

3.     N = (d1, d2, … , dn) Set of Retrieved Neighbors 

4.     R = (r1, r2, … , rn) Set of Retrieved Neighbors of N 

5.     Eps1: Maximum spatial distance value 

6.     Eps2: Maximum non-spatial distance value 

7.     Eps3: Maximum temporal distance value 

8.     Mint: Minimum number of points within Eps1, Eps2, and Eps3 

9.   

10.  Output 

11.     Clustered_Data : Data that has been labeled with ClusterID 

12.   

13.  Initialise cluster label as 0 

14.   

15.  For i in range of number of data rows in D 

16.     If label of the current data with index i set as ―unmarked‖ 

17.        Retrieve neighors of data with index i based on Eps1, Eps2, and Eps3 values 

18.        Store the neighbors in N 

19.        If number of neighbors are less than MinPts 

20.           Set label of data with index i as ―noise‖ 

21.        Else 
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22.           Create new cluster label 

23.           For all neighbors in N 

24.              Set cluster label for each neighbor as new cluster label 

25.           End For 

26.           For all neighbors in N 

27.              Get one neighbor data and store it as current object 

28.              Retrieve neighbor of current object based on Eps, Eps2, and Eps3 

29.              Store the neighbor of current object in R 

30.              If number neighbor in R less than or equal to MinPts 

31.                 For all neighbor in R 

32.                    If the neighbor label‘s is not ―noise‖ or ―unmarked‖ 

33.                       Set cluster label for the current object as new cluster label 

34.                    End if 

35.                 End for 

36.              End if 

37.           End for 

38.        End Else 

39.     End If 

40.  End For 

41.  Return data D with cluster label as Clustered_Data 

42.   

43.  For i in range of number of cluster in Clustered_Data 

44.     For j in range of number of cluster in Clustered_Data 

45.        Get non spatial data with ClusterID i 

46.        Get non Spatial data with ClusterID j 

47.        Calculate FastDTW time series distance between cluster1 and cluster2 

48.        Store the calculated value in variable ‗dist‘ 

49.  Convert pair distance ‗dist‘ into condensed distance 

50.  Generate hierarchy with ward method 

51.  Get new cluster label from hierarchy with cutting level of threshold value 

52.  For i in range of Clustered_Data 

53.     Replace cluster label with the new cluster label from hierarchy 

54.  Return Cluster_Data with new label 
 

IV. EXPERIMENT RESULTS AND DISCUSSION 

A. Equations 

The El-Niño dataset from the UCI Repository was utilized 
for this research. This dataset was provided to study the El-
Niño/Southern Oscillation cycle phenomena, which is well-
known in climatology as the cause of the climate anomalies 
worldwide [26]. The data was collected from 1980 to 1998 and 
comprised different observations for each buoy. In total, there 
are 75 buoys and 178,080 observations in the dataset. The 
dataset was pre-processed using several techniques such as 
data cleaning, data transformation, and data reduction. The data 
cleaning technique employed the K-Nearest Neighbor 
Algorithm as the imputation technique. A new variable was 
added for data transformation, and Min-Max normalization 

was implemented. Since the wind speed value is vital in 
determining El-Niño cycles, a new variable, ‗Wind Speed,‘ is 
also estimated using the Zonal and Meridional wind values. On 
the other hand, air temperature and humidity were removed 
from the dataset because air temperature values are similar to 
sea surface temperature. It does not contribute much to 
determine El-Niño because 36% were missing the humidity 
values. 

B. Parameter Setting 

Table I shows the parameter settings used in the two 
experiments. The settings are as follows. Experiment 1 
improves the ST-DBSCAN algorithm with the maximum 
temporal distance, whereas Experiment 2 improves it with the 
hierarchical ward‘s method. 

TABLE I.  PARAMETERS SETTINGS OF EXPERIMENT 1 AND 2 

Parameters 
Experiment 1 Experiment 2 

ST-DBSCAN ST-DBSCAN Eps 3 ST-HDBSCAN 0.3 ST-HDBSCAN 0.1 

Eps 1 (spatial) 5000 5000 5000 5000 

Eps 2 (non-spatio–temporal) 0.3 0.3 0.3 0.3 

Minimum points Log(178080) = 12.0899 Log(178080) = 12.0899 Log(178080) = 12.0899 Log(178080) = 12.0899 

Eps 3 (temporal) N/A 182 182 182 

Threshold value - - 0.3 0.1 
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C. ST-DBSCAN with Three Neighbourhood Boundary Result 

Table II and Table III show the clustering results for ST-
DBSCAN compared with ST-DBSCAN Eps 3. The results 
indicate that the ST-DBSCAN algorithm does not consider the 
dataset‘s temporal aspect. Obs 87567–174633 was recognized 
as one cluster: Cluster 6. Its similarity term was based on the 
spatial distance (latitude, longitude) and non-spatio–temporal 
distance (wind speed and sea surface temperature) only. 
Similarly, in Table III, Obs 87799–151340 was grouped into 
Cluster 4 only. On the other hand, ST-DBSCAN Eps 3 grouped 

Obs 87567–174633 into two clusters; 233 (Obs 174633–
177614) and 166 (Obs 87230–87567), as shown in Table II. In 
Table III, Obs 87799–151340 was grouped into four clusters, 
which are 217, 220, 228, and 166. The results show that ST-
DBSCAN Eps 3 clusters the data according to the temporal 
distance. It separated observation 177614, collected on 
November 5, 1998, from observation 87230, collected on 
April 5, 1994, which have about a four-year difference 
(Table II). 

TABLE II.  SAMPLE DATA 1 CLUSTER RESULT FOR ST-DBSCAN COMPARED WITH OTHER ALGORITHMS 

Obs Date 
Lati-

tude 
Longi-tude Wind Speed 

Sea Surface 

Temp 
Buoy 

ST-DBSCAN Eps 

3 

STHDB SCAN 

(0.1) 

STHDB SCAN 

(0.3) 
ST-DBSCAN 

174633 21/05/1998 1 −95.02 0.8591 0.4721 28 233 9 2 6 

174692 22/05/1998 1 −139.96 0.7599 0.3475 20 233 9 2 6 

174750 23/05/1998 1 −109.96 0.8296 0.4640 38 233 9 2 6 

174930 26/05/1998 1 −139.88 0.8052 0.4815 41 233 9 2 6 

174932 26/05/1998 1 −94.95 0.8922 0.1858 48 233 9 2 6 

175050 28/05/1998 −1 −95.07 0.7038 0.3980 57 233 9 2 6 

175161 30/05/1998 1 −109.96 0.7656 0.4383 38 233 9 2 6 

175273 01/06/1998 1 −125.05 0.8303 0.5245 18 233 9 2 6 

175584 06/06/1998 −1 −110 0.6650 0.3932 49 233 9 2 6 

175736 15/06/1998 1 −95.04 0.7965 0.5333 28 233 9 2 6 

175890 20/06/1998 1 −94.95 0.8520 0.5123 67 233 9 2 6 

177012 01/10/1998 −1 −95.1 0.7074 0.5374 74 233 9 2 6 

177614 05/11/1998 −1 −95.1 0.7664 0.6282 74 233 9 2 6 

87230 29/04/1994 1 −179.9 0.7779 0.5883 47 166 17 3 6 

87232 29/04/1994 1 −124.98 0.8210 0.3705 39 166 17 3 6 

87234 29/04/1994 −1 −154.99 0.8699 0.4464 52 166 17 3 6 

87288 30/04/1994 1 −110.1 0.6636 0.3485 17 166 17 3 6 

87459 03/05/1994 1 −125.02 0.6858 0.3758 18 166 17 3 6 

87460 03/05/1994 1 −179.85 0.7786 0.3967 27 166 17 3 6 

87461 03/05/1994 1 −179.89 0.7994 0.3079 47 166 17 3 6 

87462 03/05/1994 0.04 −124.35 0.6190 0.2969 2 166 17 3 6 

87513 04/05/1994 0.04 −139.99 0.7297 0.4579 3 166 17 3 6 

87567 05/05/1994 1 −140.26 0.7311 0.5450 0 166 17 3 6 

TABLE III.  SAMPLE DATA 2 CLUSTER RESULT FOR ST-DBSCAN COMPARED WITH OTHER ALGORITHMS 

Obs Date 
Lati-

tude 
Longi-tude Wind Speed 

Sea Surface 

Temp 
Buoy 

ST-DBSCAN Eps 

3 

STHDB SCAN 

(0.1) 

STHDBS CAN 

(0.3) 
ST-DBSCAN 

151340 01/04/1997 1 −125.01 0.6679 0.3474 61 217 15 2 4 

153131 01/05/1997 1 156.01 0.9001 0.3355 23 220 11 2 4 

153133 01/05/1997 −1 164.86 0.8605 0.1847 71 220 11 2 4 

153134 01/05/1997 −1 164.33 0.8807 0.3707 34 220 11 2 4 

154959 01/06/1997 1 147.05 0.8648 0.2051 42 220 11 2 4 

156725 01/07/1997 1 147.05 0.8562 0.2225 42 220 11 2 4 

158575 01/08/1997 −1 156.01 0.8706 0.3821 53 220 11 2 4 

160492 01/09/1997 1 164.98 0.8850 0.1768 25 220 11 2 4 

162354 01/10/1997 1 −179.86 0.8713 0.2448 47 228 8 2 4 

164284 01/11/1997 −1 −170.03 0.7692 0.3121 35 228 8 2 4 

87679 07/05/1994 −0.5 166.92 0.8534 0.1437 16 166 17 3 4 

87681 07/05/1994 1 −154.93 0.8296 0.4567 43 166 17 3 4 

87682 07/05/1994 −1 −170.03 0.8454 0.3735 35 166 17 3 4 

87742 08/05/1994 1 −125.07 0.6147 0.5030 18 166 17 3 4 

87743 08/05/1994 −0.03 −170.02 0.8541 0.3364 12 166 17 3 4 

87744 08/05/1994 1 −170.04 0.8864 0.3627 26 166 17 3 4 

87745 08/05/1994 1 −154.92 0.8224 0.3427 43 166 17 3 4 

87746 08/05/1994 0.04 −139.97 0.6276 0.1990 3 166 17 3 4 

87799 09/05/1994 1 −179.89 0.8929 0.1243 47 166 17 3 4 
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A heatmap can be utilized to visualize the performance of 
the algorithms. Fig. 3 shows the heatmap of the 14 clusters by 
ST-DBSCAN. Each color represents a different cluster, and 
each line represents the timeline of a buoy. Each buoy changes 
its cluster membership accordingly in its timeline, represented 
by the changing color in the buoy timeline. The heatmap shows 
that the clusters generated by ST-DBSCAN do not separate the 
data based on time. The small clusters indicate this problem 
with various colors spread across the timeline. This problem 
shows that clusters contain data with similar values but could 
occur at any time. 

Fig. 4 shows the heatmap of the ST-DBSCAN Eps 3 
algorithm. The Fig. 4 clearly shows the separation of data 
based on time, although 240 clusters were generated in the 
process. Though the cluster areas are enormous, the members 
in each cluster are small. However, the clusters are well-
ordered based on time. However, since the number of clusters 
is enormous, it is difficult to interpret the data pattern, and each 
cluster has a tiny number of members. Therefore, to reduce the 
number of clusters and increase the understanding of the 
patterns generated, an improvement is conducted by 
aggregating the similar clusters based on the temporal 
similarity of the clusters. This technique was previously 

employed in ST-OPTICS, where the algorithm combined the 
density-based and hierarchical-based methods to cluster 
spatio–temporal data [17]. 

D. ST-HDBSCAN Result 

The ST-HDBSCAN algorithm was utilized to minimize the 
number of clusters generated by ST-DBSCAN with Eps 3. The 
clusters generated from the previous experiment were 
aggregated according to their similarity to form a hierarchy of 
clusters. FastDTW was employed as the cluster aggregation 
function. If the FastDTW value is small, the cluster is 
considered similar and is grouped into a larger cluster. 

The cut point of the dendrogram decides the number of 
clusters generated by ST-HDBSCAN. The higher the cut point 
affect to the fewer clusters generated. The number of vertical 
lines at the different cut-point levels indicates the number of 
clusters. Fig. 5 shows the hierarchical clustering dendrogram 
for the ST-HDBSCAN algorithm using the hierarchy threshold 
(0.1). The cut point of the dendrogram is calculated by 
multiplying the threshold with the maximum hierarchy distance 
or maximum FastDTW distance of all clusters. For the data 
utilized in our experiment, the maximum distance was 249.95. 

 
Fig. 3. The cluster heatmap of ST-DBSCAN. 

 
Fig. 4. The cluster heatmap of ST-DBSCAN with Eps 3. 
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Fig. 5. Hierarchical Clustering Dendrogram ST-HDBSCAN 0.1. 

 
Fig. 6. Hierarchical Clustering Dendrogram ST-HDBSCAN 0.3. 

On the other hand, Fig. 6 shows the cut point hierarchy for 
the threshold (0.3). It achieved a maximum distance of 749.98 
and generated six clusters. 

It is evident from Fig. 5 and 6 that the cluster colors are 
similar because the groups are the same; only the level of detail 
is different. Also, the result of the ST-HDSBCAN algorithm 
with the threshold (0.1) is more detailed. It is observed when 
the smaller cluster size and more significant cluster number in 
Fig. 5 compared with Fig. 6. However, the result of ST-
HDBSCAN with a threshold (0.3) has interesting cluster 
patterns. 

Furthermore, Fig. 7 shows the heatmap of ST-HDBSCAN 
with a threshold (0.3). It indicates how each cluster is 
distinguished. This pattern appears at a particular timeline, 
identified by ‗ClusterID 3‘ in cyan color. This distinctive 
cluster occurred between 1994 and 1995. According to the 
Earth System Research laboratory, one of the National Oceanic 
and Atmospheric Administration research centers, the El-Niño 
that occurred within the above specified years is considered 
one of the top 24 strongest between 1895 and 2015. It is also 
regarded as one of the new El-Niño events that warmed the 
central–equatorial area of the Pacific Ocean rather than the 
eastern part of the Pacific Ocean. 

It is evident from the heatmaps of ST-HDBSCAN with a 
threshold (0.3) that the clusters are spread across the timeline, 
except for Cluster 3. Cluster 1 (dark blue) mostly appears 
between 1990 to 1995 and starts to disappear after a few years. 
On the other hand, cluster 2 (light blue) appears close to 
Cluster 1 and spreads through the entire timeline. Cluster 4 
(yellow color) appears mostly early in the timeline but starts to 
disappear between 1990 to 1995. It is replaced by Cluster 6 
(brown color), although Cluster 4 reappears in the following 
years. Cluster 5 only appeared in 1990, and its effect on the 
environment was significant in later years. Cluster 6 appears in 
the early years of the timeline but mostly has a strong presence 
between 1990 to 1995. It gradually diminishes, and it 
completely vanishes in early 1997. 

Fig. 8 shows the heatmap of the ST-HDBSCAN of 
threshold (0.1). The heatmap indicates a similar pattern to that 
of Fig. 7. Furthermore, the clusters are not as clear compared 
with the ST-HDBSCAN threshold (0.3). A cluster 1 to 6 
mostly appears from 1990 to 1995, whereas Cluster 7 to 9 
appears after. Clusters 1 to 6 shows a resurgence in 1998. This 
pattern is similar to Cluster 1 and 2 in ST-HDBSCAN of 
threshold (0.3). 
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Fig. 7. Seven cluster 3 heatmaps of Cluster ST-HDBSCAN with Threshold (0.3). 

 
Fig. 8. Cluster heatmap of ST-HDBSCAN with Threshold (0.1). 

Similar to Clusters 4 and 6 in ST-HDBSCAN of threshold 
(0.3), Clusters 16 to 19 start appearing early (1981) and are 
dominant from 1994 to 1995. Likewise, Clusters 28 to 30 
appear early (1988), but they appear primarily between 1990 
and 1994. They are replaced by Clusters 24 to 26 but reappear 
in early 1997 and are replaced again by Clusters 24 to 26. 
However, other clusters generally spread across the timeline 
and are not noticeable in the heatmap. 

E. Performance Indices of the Proposed Method 

Table IV shows six performance indices for ST-
HDBSCAN, ST-DBSCAN, and ST-DBSCAN with Eps 3. The 
high and low values differ according to the type of 
performance indices method, as indicated in column Best If 
Value. For example, in the performance index Ball-Hall, the 
higher value indicates the best performance, whereas Det Ratio 
is in direct contrast to it. The result specifies that ST-
HDBSCAN with a threshold (0.3) has the best performance 
indices values for all performance indices except for KsqDetW. 
Table V specifies the comparison of the performance indices of 
ST-DBSCAN with ST-HDBSCAN 0.3. From Table V, it is 
evident that ST-HDBSCAN with 0.3 improves the 
performance indices of ST-DBSCAN by more than 40%. 

Similarly, the GDI51 and Trace W performance indices of ST-
HDBSCAN 0.3 improve ST-DBSCAN by more than 100%. 

The negative percentage of Det Ratio and Log Det Ratio 
were converted to positive values to calculate the average 
percentage improvement. This conversion is because a 
negative percentage indicates that the index is getting lower. 
Note that lower indices imply better performance indices. The 
average percentage improvement in the Dat Ratio index by ST-
HDBSCAN 0.3 is 75%. Thus, adding the maximum temporal 
distance (Eps 3) and hierarchical aggregation using the ward‘s 
method improves all performance indices. However, this is not 
the case for the KsqDetW index. 

The KsqDetW index value is lower because the number of 
clusters generated by ST-HDBSCAN (6 clusters) is smaller 
than that by ST-DBSCAN (14 clusters). Given that the 
function to evaluate the KsqDetW is highly dependent on the 
number of clusters, a smaller number of clusters results in 
lower KsqDetW values. Eq. 8 evaluates the value of KsqDetW, 
where K is the number of clusters and WG is the sum of the 
within-group scatter matrix. 

              (  ) 
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TABLE IV.  PERFORMANCE INDICES COMPARISON OF ST-DBSCAN, ST-DBSCAN WITH EPS 3, ST-HDBSCAN 0.1 AND ST-HDBSCAN 0.3 

Indices Best If Value ST-DBSCAN ST-DBSCAN Eps 3 ST-HDBSCAN 0.1 ST-HDBSCAN 0.3 

Ball-Hall high 0.01615323 0.0157 0.02011439 0.0230969 

Det Ratio low 14.4842 6.41 4.69 3.55 

GDI51 high 0.0331 0.0315 0.0779143 0.0944 

KsqDetW high 1.69E+08 1.11E+11 3.27E+09 1.27E+08 

Log Det Ratio low 476018.2 330972 275336.7 225691 

Trace W high 1904.39 2951 3386.383 3912 

TABLE V.  PERFORMANCE INDICES COMPARISON OF ST-DBSCAN AND ST-HDBSCAN 0.3 

Indices Best If Value ST-DBSCAN ST-HDBSCAN 0.3 Difference Percentage 

Ball-Hall high 0.01615323 0.0230969 0.00694367 43% 

GDI51 high 0.0331 0.0944 0.0613 185% 

KsqDetW high 1.69E+08 1.27E+08 -42000000 25% 

Trace W high 1904.39 3912 2007.61 105% 

Det Ratio low 14.4842 3.55 -10.9342 75% 

Log Det Ratio low 476018.2 225691 -250327.2 53% 
 

V. CONCLUSION AND FUTURE WORK 

The proposed ST-HDBSCAN effectively incorporates the 
spatial and non-temporal data aspects in clustering. Likewise, it 
utilizes the temporal aspect of data in the clustering process, 
thus significantly improving the clustering performance 
indices. The algorithm introduces an additional temporal 
distance boundary (Eps 3), known as the Three Neighborhood 
boundary. ST-HDBSCAN further improves the clustering 
performance by employing the hierarchical ward‘s method and 
fast dynamic time warping. We made comparisons with the 
ST-DBSCAN algorithm utilizing heatmaps and some 
performance indices. ST-HDBSCAN outperformed by 185% 
and indicated interesting patterns with spatio–temporal data. 
Several directions in future work are possible such as adapting 
the algorithm to process streaming data, indexing spatial and 
temporal aspects of data, and implementing parallel computing 
to improve the efficiency of the ST-HDBSCAN algorithm. 
Also, implementing the experiments for other spatio–temporal 
datasets in other fields such as criminology, medical and social 
media will also be beneficial to discovering hidden knowledge 
in the data. 
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Abstract—Based on establishing the mathematical model of 

the system provided system parameters, using the discrete-time 

Markov chain and a function set by a non-negative integer 

random variable as Probabilistic methods, discrete time variable, 

two-queue different gated polling system has been fully analyzed, 

the low- and higher-order properties and cycle period of the 

system are deduced, and average queue pair length and average 

waiting delay for message packets are calculated accurately. The 

simulation experiments agree well with the theoretical 

calculations. The analysis further deepens the cognition of the 

asymmetric threshold polling system, lays a foundation for 

researches on the asymmetric threshold polling system, and has 

positive significance for a better and more flexible control 

periodic query polling work system. 

Keywords—Discrete time query; asymmetric two-queue; 

threshold service; second-order characteristic quantity; information 

packets average delay 

I. INTRODUCTION 

Due to the difficulty of researches on asymmetric 
threshold service polling system [1], it generally begins by 
studying an asymmetric threshold service polling system with 
two queues. Therefore, the performance [2] of the two-queue 
asymmetric threshold service system is deeply analyzed and 
studied in this paper, whose purpose is to further explore the 
inherent laws [3] of the multi-queue threshold service polling 
system. As is known to all, the periodic [4] query queuing 
service system has been widely used in industrial process 
control [5], communication network technology [6], and 
computer network technology. However, for the periodic 
query queuing service system, parameters [7] such as the 
number of packets of information entering the network system 
at each moment, the time of packet service and the transfer 
time are all random variables, so the analysis of its related 
performance has considerable complexity [8]. Especially in 
the study of asymmetric systems [9], because there are still 
some problems in the analysis method [10], the results are 
local results obtained under certain limited conditions, and 
some precise parsing is given in the literature [11]. Based on 
the literature [12], This article uses the discrete-time Markov 
chain and a function [13] set by a non-negative integer random 
variable to parse the asymmetric threshold service system of 
discrete-time type and the double queue of periodic query type, 
deduces the low- and higher-order characteristic quantities [14] 
of the system, calculates the average length and cycle time of 
message grouping, and the mathematical reasoning of the 
average waiting delay [15]. The simulation experiments are in 
good agreement with the theoretical numerical calculations 

[16]. This topic discusses a deeper understanding of the multi-
queue asymmetric threshold service polling system, which has 
positive significance for a more flexible control polling system. 
The content and scope of this paper further expand the 
research space of polling system. 

II. THEORETICAL MODEL OF THE ASYMMETRIC 

THRESHOLD SERVICE 

A. Physical Model of the Asymmetric Threshold Service 

The dual-queue asymmetric [17] threshold service receives 
service on a first-in, first-out basis in the same queue. Both 
Queue one and Queue two are running in threshold service 
policy mode [18]. In the first queue, until the current threshold 
information packet is serviced, the newly added information 
packets in the service process should be accumulated until the 
next polling cycle before service is performed, transition to 
queue two service after a transition time, and the service of 
queue two only serves the current threshold information 
packet until the service [19] is complete. And then, after a 
transition time, it is switched to another queue for the next 
round of service. The physical structure [20] of the 
asymmetric threshold service is shown in Fig. 1. 

Buffer queue for any input, the numbers of information 
packets arriving in the buffer in each unit slot are independent 
of each other and have the same probability distribution [21]. 
The probabilities generating function, mean and variance of 
the distribution of the number of information groups in the 

queue are )( ii zA 、 )1('ii A 、
2''2 )1( iiiA

i
   . 

The probabilities generating function, mean and variance of 

the transformation time distribution are )( jj zR 、

)1('

jj Rr  、
2''2 )1( kkk rrR

k
 . The probabilities 

generating function, mean and variance of service time 

distribution are )( kk zB 、 )1('

kk B 、

2''2 )1( kkkB
k

   . The above 2,1,, kji . Large 

buffer storage capacity for each group of queues is enough not 
to cause packet loss. Services in each queue are done on a 
first-come, first-served basis. 

*Corresponding Author. 
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Fig. 1. Physical model of the asymmetric dual-queue threshold service 

In order to facilitate the analysis of the queuing system 
[22], it is necessary to define the following random variables. 

)(nui  is defined as the query conversion while for waiter 

from service site i to service site 1i  at nt . )(nvi is defined 

as the waiter starts serving while for the service site i at nt . 
The number of information packets[23] entered by the waiter 

in the 3rd column of the queue is within 3 times。 )( ij u is 

defined as the number of information packets entered by the 

waiter in the j Queue at iu . )( ij v  is defined as the number 

of information packets entered by the waiter in the service site

j  within iv . )(ni  is the number of information packets 

queued in the service object i  at the nt .  For asymmetric two-

queues 2,1, ji
.
 

B. State Variable Expression [24] 

For a two-queue asymmetric threshold service polling 

system, when querying the threshold service queue at the 1nt , 
the relation [25] is as follows: 

)()(0)1( 11111 uvn  
 (1) 

)()()()1( 121222 uvnn  
 (2) 

C. A Function set by a Non-Negative Integer Random 

Variable of State Variable Distribution [26] 

For a two-queue asymmetric threshold service polling 
system, systematic probability generating function expression 
is as follows: 









 






2

1

211

)1(

lim),(
j

j
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i

n

jzEzzG


 (3) 

Bring (1), (2) into (3), a function set by a non-negative 
integer random variable [27] is as follows 

   ))()((,)()(),( 221121222112211 zAzABzGzAzARzzG 

 (4) 

   222111122111212 )),()(()()(),( zzAzABGzAzARzzG 

 (5) 

This 
),( 211 zzG

in (4) is a function set by a non-negative 
integer random variable of state variable probability 
distribution of information packet in threshold 1st Queue. This 

),( 212 zzG
in (5) is a function set by a non-negative integer 

random variable of state distribution of information packet in 
threshold 2nd Queue. 

III. THEORETICAL ANALYSIS OF SYSTEM PERFORMANCE 

INDICATORS 

A. Parse Low-Order Characteristic Quantities Expression 

[28]: 

j

i

zz
i

z

zzG
jg








),(
lim)( 21

1, 21 2,1;2,1  ji  (6) 

The following expression [29] can be obtained by parsing 
(4), (5) and (6). 

1222121 )2()1()1(  ggrg 
 (7)

222221 )2()2(  grg 
 (8) 

111112 )1()1(  grg 
 (9) 

2111212 )1()2()2(  ggrg 
 (10) 

The following expression can be obtained by parsing (8) 
and (9). 
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The following expression is average length of queue by 
bringing (11) and (12) into (7) and (10). 
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B. Resolve Two-Order Characteristics [30] Define: 
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lim),( 21

2

1, 21 2,1;2,1;2,1  kji

 (15) 

The equation can be obtained by reduction and resolving 
(4) and  (5) according to (15). 
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The higher-order feature [31] can be obtained by solving 
(16), (17), (18), (19), (20) and (21). 
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C. The Average Waiting Time of the System 

In the periodic query threshold service, the average 
waiting time of the service object is the average waiting time 
[32], of the information packet from entering the queue to the 
start of the service. From [33], the average waiting delay of 
the two queues of the gate service [34] can be obtained.  
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IV. NUMERICAL CALCULATION AND EXPERIMENTAL 

SIMULATION 

Numerical calculations from theoretical analysis, it is time 
to carry out programming and simulation experiments 
according to the operating mechanism of the system. Let the 
arrival process of each queue in any time slot obey the Poisson 
distribution. The channel rate is 54Mbit/s; the message packet 
length is 2700 bit; the query conversion time is 10µs; the slot 

width is 10µs. And the numerical calculation is consistent 
with the simulation experimental parameters. Set polling 

number 
610M . When 121  rr , 01.01  ,

04.02   the average-length and average waiting time of 

the first and second queue changes with service rate is in 

Tables I and II. If you set the number of cycles 
6103M . 

Under  121  rr , 11  , 32   conditions, the average-

length and average waiting time of the first and second queue 
will change with arrival rate in Tables III and IV. If you set 

the number of cycles 
7105M  under 1021   ,

01.01  , 04.02   conditions, the average waiting time 

will change with shifting-time, which is shown in Tables V 
and VI. If the first and second queue is exactly the same, 

running the number of polling cycles 
7105M the 

average-length and average waiting time of the first and 
second queue changes will change with the variation-load, 
which is shown in Fig. 2 and Fig. 3. 
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TABLE I.  THE AVERAGE QUEUE-LENGTH AND AVERAGE WAITING-TIME OF QUEUE ONE CHANGES WITH SERVICE RATE 

TABLE II.  THE AVERAGE QUEUE-LENGTH AND AVERAGE WAITING-TIME OF QUEUE TWO CHANGES  WITH SERVICE RATE 

i1  

)1(1g
 

Numeral Calculations 

)1(1g
 

Simulation results 

1GW  

Numeral Calculations / slot 

1GW  

Simulation results / slot 

1 0.0209 0.0208 0.5888 0.5586 

2 0.0223 0.0225 0.7372 0.7402 

3 0.0236 0.0235 0.9598 0.9530 

4 0.0251 0.0249 1.2597 1.2578 

5 0.0266 0.0263 1.6536 1.6550 

6 0.0285 0.0285 2.1565 2.1966 

7 0.0309 0.0310 2.7938 2.7039 

8 0.0334 0.0336 3.5954 3.7181 

9 0.0362 0.0355 4.6048 4.8738 

10 0.0399 0.0390 5.8625 5.4977 

i2  

)2(2g
 

Numeral Calculations 

)2(2g
 

Simulation results 

2GW  

Numeral Calculations / slot 

2GW  

Simulation results / slot 

1 0.0843 0.0843 0.6209 0.6194 

2 0.0888 0.0882 0.8125 0.8144 

3 0.0946 0.0950 1.0863 1.0769 

4 0.1001 0.1002 1.4598 1.4344 

5 0.1066 0.1066 1.9529 1.9254 

6 0.1139 0.1129 2.5930 2.5883 

7 0.1238 0.1220 3.4172 3.4498 

8 0.1331 0.1329 4.4598 4.4635 

9 0.1452 0.1436 5.7832 6.1967 

10 0.1601 0.1560 7.4961 7.0018 
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TABLE III.   THE AVERAGE QUEUE-LENGTH AND AVERAGE WAITING-TIME OF QUEUE ONE CHANGES WITH ARRIVAL RATE 

TABLE IV.  THE AVERAGE QUEUE-LENGTH AND AVERAGE WAITING-TIME OF QUEUE TWO CHANGES WITH ARRIVAL RATE 

i1  

)1(1g
 

theory 

)1(1g
 

experiment 

1GW  

Theory / slot 

1GW  

Experiment / slot 

0.010 0.0207 0.0207 0.6308 0.6041 

0.025 0.0555 0.0552 0.7711 0.7802 

0.040 0.0953 0.0954 0.9561 0.9488 

0.055 0.1409 0.1410 1.1672 1.1567 

0.070 0.1942 0.1935 1.4101 1.4006 

0.085 0.2574 0.2571 1.6928 1.7012 

0.100 0.3338 0.3351 2.0323 2.0523 

0.115 0.4256 0.4249 2.4409 2.4518 

0.130 0.5412 0.5409 2.9506 2.9511 

0.145 0.6912 0.6941 3.6053 3.6452 

i2  

)2(2g
 

theory 

)2(2g
 

experiment 

2GW  

Theory / slot 

2GW  

Experiment / slot 

0.010 0.0207 0.0207 0.6254 0.6234 

0.025 0.0555 0.0559 0.8354 0.8451 

0.040 0.0951 0.0946 1.0771 1.0822 

0.055 0.1409 0.1411 1.3584 1.3311 

0.070 0.1942 0.1941 1.6871 1.6642 

0.085 0.2572 0.2563 2.0768 2.0662 

0.100 0.3336 0.3361 2.5452 2.5758 

0.115 0.4261 0.4259 3.1197 3.1301 

0.130 0.5415 0.5396 3.8358 3.8472 

0.145 0.6915 0.6927 4.7583 4.7846 
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TABLE V.  THE AVERAGE QUEUE-LENGTH AND AVERAGE WAITING-TIME OF QUEUE ONE CHANGES WITH TRANSFER TIME 

TABLE VI.  THE AVERAGE QUEUE-LENGTH AND AVERAGE WAITING-TIME OF QUEUE TWO CHANGES WITH TRANSFER TIME 

 
Fig. 2. The curve of the average queuing length following the load changes 

 
Fig. 3. The curve of the average waiting delay following the load changes 

i1  

)1(1g
 

theory 

)1(1g
 

experiment 

1GW  

Theory / slot 

1GW  

Experiment / slot 

1 0.0400 0.0398 5.8771 5.8765 

2 0.0800 0.0802 8.0773 8.0752 

3 0.1200 0.1203 10.271 10.208 

4 0.1600 0.1607 12.477 12.479 

5 0.2000 0.2003 14.679 14.682 

6 0.2400 0.2401 16.872 16.821 

7 0.2800 0.2803 19.079 18.987 

8 0.3200 0.3203 21.275 21.231 

9 0.3600 0.3581 23.479 23.487 

10 0.4000 0.4004 25.679 25.789 

i2  

 

)2(2g
 

theory 

)2(2g
 

experiment 

2GW  

Theory / slot 

2GW  

Experiment / slot 

1 0.1600 0.1597 7.5051 7.5047 

2 0.3200 0.3232 10.3010 10.4120 

3 0.4800 0.4801 13.1009 13.0360 

4 0.6400 0.6402 15.9050 15.9380 

5 0.8000 0.7999 18.7040 18.7035 

6 0.9600 0.9568 21.5058 21.4448 

7 1.1200 1.1201 24.3069 24.2318 

8 1.2800 1.2797 27.1050 27.1030 

9 1.4400 1.4378 29.9050 29.9020 

10 1.6000 1.6011 32.7068 32.7691 
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V. DISCUSSION ON SIMULATION EXPERIMENT AND 

NUMERICAL CALCULATION RESULTS 

Referring to Tables Ⅰand Ⅱ , it can be seen that the 

average queuing length and average waiting delay changes 

with the variety of i when i  and i  remains constant. 

Looking at the two types of plots in Fig. 2 and 3, it can be 
seen that the system delay changes faster with the changing of 

i  . System delay is bigger when i  is bigger and when i  

remains constant. Experiment results and theoretical analysis 
expression (24) and (25) are consistent. In practice, the 
experimental results are approximately equal to the theoretical 
numerical calculations, there is a certain deviation. The main 
factor is that the number of polling statistics loops is too small, 

which is only
610M . If the number of polling cycle 

statistics is further increased, the error between the 
experimental value and the theoretical value will be further 
reduced. 

By viewing Tables Ⅲ  and Ⅳ , it can be seen that the 

average queuing length and system delay changes with the 

variety of i when i  and i  remains constant. It can be 

seen that the average waiting delay changes faster as i is 

variety. System delay is bigger as i is bigger and i  remains 

constant. Experiment results and theoretical analysis 
expression (24) and (25) are consistent. Experimental data are 
subject to minor deviations, which is because the polling 

statistics loop count reaches
6103M . If the number of 

polling cycle statistics is further increased, the error between 
the experimental value and the theoretical value will be 
smaller. 

Referring to Tables Ⅴ and Ⅵ, It can be seen that the 

average queuing length and average waiting delay changes 

with the variety of i when i  and i  remains constant. It 

can be seen that the system delay changes faster as i is 

changing. System delay of the ones if lighter loads are smaller 
and shifting time remains constant. Experiment simulations 
and theoretical calculation expression (24), (25) are consistent. 
Experimental data are subject to minor deviations, which is 

because the polling statistics loop count reaches
6103M . 

If the number of polling cycle statistics is further increased, 
the error between the experimental value and the theoretical 
value will be smaller. 

By viewing Fig. 2 and 3, it can be seen that the system 
queuing length and system waiting delay changes when the 

variety of i if the same i  under the two queues are set to be 

symmetrical. Experiment results and theoretical analysis 
expression (24) and (25) are consistent. There may be minimal 
deviation of experimental data because the polling statistics 

loop count reaches
7105M . If the number of polling 

cycle statistics is further increased, it can also improve the 
quality of experimental data analysis and can further reduce 
the uncertainty of the system. 

Comparing Tables Ⅰand Ⅱ, the load on the 10th service 

terminal is 1.0101max ， , 4.0102max ， , Comparison 

Table Ⅲ and Ⅳ, the maximum load on the 10th service 

terminal is 145.0101max ， , 435.0102max ， , 

Comparison Table Ⅴand Ⅵ, the maximum load on the 10th 

service terminal is 1.0101max ， , 4.0102max ， . In a 

word, the value of the maximum load on the service terminal 

is 5.0max  , System service terminals are running under 

light load. In the following research work, it is also necessary 
to analyze and discuss the system under heavy load, so as to 
strive for the integrity of the analysis. 

By comparing Tables I, Ⅱ, Ⅲ, Ⅳ, Ⅴand Ⅵ as well as  

Fig. 2 and Fig. 3,  it can be seen that the deviation between the 
simulated experimental value and the numerical calculation 
value is further reduced with the increase of the threshold 
polling times. Proven by experiment, if you take the statistical 

polling times
810M , it can prove that the error can be 

controlled within 1% under heavy load. 

When the network system operates with symmetric 
parameters, Formula (24) and (25) of theoretical analysis is 

simplified to formula (20) in [26] under the 2N condition 

is exactly the same. 

VI. SUMMARY 

The article, using the discrete-time Markov chain and a 
function set by a non-negative integer random variable, 
Accurate Analysis of Two-Queue Asymmetric Threshold 
Service System, is based on the establishment of a theoretical 
model and the definition of system-related parameters, in 
which the low-order characteristic quantity, higher-order 
characteristic quantity and query period of the system are 
deduced, and the system queuing length and system waiting 
delay are accurately calculated. The simulation experiment 
comes from the operating mechanism of the system and the 
theoretical analysis and sample calculation are in good 
agreement. The article lays a foundation for the researches on 
the related problems of multi-queue asymmetric threshold 
service polling system, further deepens the cognition of the 
asymmetric threshold polling system, and further expands the 
research space of polling system. 
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Abstract—Cross-lingual summarization (CLS) is a process of 

generating a summary in the target language from a source 

document in another language. CLS is a challenging task because 

it involves two different languages. Traditionally, CLS is carried 

out in a pipeline scheme that involves two steps: summarization 

and translation. This approach has a problem, it introduces error 

propagation. To address this problem, we present a novel end-to-

end abstractive CLS without the explicit use of machine 

translation. The CLS architecture is based on Transformer 

which is proven to be able to perform text generation well. The 

CLS model is a jointly trained CLS task and monolingual 

summarization (MS) task. This is accomplished by adding a 

second decoder to handle the MS task, while the first decoder 

handles the CLS task. We also incorporated multilingual word 

embeddings (MWE) components into the architecture to further 

improve the performance of the CLS models. Both English and 

Bahasa Indonesia are represented by MWE whose embeddings 

have already been mapped into the same vector space. MWE 

helps to better map the relation between input and output that 

use different languages. Experiments show that the proposed 

model achieves improvement up to +0.2981 ROUGE-1, +0.2084 

ROUGE-2, and +0.2771 ROUGE-L when compared to the 

pipeline baselines and up to +0.1288 ROUGE-1, +0.1185 

ROUGE-2, and +0.1413 ROUGE-L when compared to the end-

to-end baselines. 

Keywords—Cross-lingual summarization; multilingual word 

embeddings; transformer; automatic summarization 

I. INTRODUCTION 

Automatic summarization is a process of automatically 
producing a shorter version of an original while retaining 
contents and meanings that are considered essential. This 
shorter version is called a summary. The purpose of 
summarizing is to produce a summary that contains the main 
content of a document in less space [1]. Automatic 
summarization helps users get the main idea of a document 
without having to read the whole document thus saving time 
and effort compared to doing it manually [2]. In general, 
automatic summarization can be categorized into two based on 
the approach in summarizing: extractive summarization and 
abstractive summarization. The extractive approach produces a 
summary by copying words or sentences from source 
documents that are considered important. The abstractive 
approach produces a summary using its own words or 
sentences. In addition to text, summaries of images and videos 
can also be produced [3] [4] [5]. In the context of this work, 

automatic summarization is an activity that uses a machine 
(computer) to automatically summarize a document using a 
certain algorithm or method. 

The study on automatic summarization was first reported 
by Luhn [6]. The system is based on bag-of-words. The 
frequency and relative position of a word in a sentence are the 
main features in determining how important the sentence is. 
Gradually, linguistic information such as word type and 
structure are utilized using natural language processing (NLP). 
The extractive approach is then widely used because of its 
simple approach without the need for extensive NLP [7] [8]. 
The success of the sequence-to-sequence (Seq2Seq) recurrent 
neural network (RNN) model has made the rapid development 
of abstractive approaches [9] [10]. Inspired by the attention-
based neural machine translation (MT) model [11] [12], the 
RNN is used by adding the attention mechanism so that the 
model can focus on some parts of text while diminishing other 
parts at a certain time/context. 

Cross-lingual summarization (CLS) is a task to produce a 
summary in the target language, from source documents in 
another language [13] [14]. Traditionally, CLS can be done by 
involving two processes: translation and monolingual 
summarization (MS). However, there is a problem when doing 
it with two processes in a pipeline scheme. The pipeline 
process introduces error propagation which adversely affects 
the final quality of the summary. This problem can be solved 
by conducting end-to-end model training [15] [16]. Another 
challenge in CLS research is the limited data or corpus that can 
be used to train the model. Research on end-to-end CLS is still 
relatively new, so resources related to it are still quite scarce. 
There is no dataset that is considered a standard that can be 
used as a benchmark. The researchers still tend to create their 
own dataset for the language pair domain that is of interest to 
them. 

In this paper, we present a novel end-to-end abstractive 
CLS that solves the error propagation problem found in the 
pipeline scheme. We adapt transformer-based architecture and 
extended it by including multilingual word embeddings 
(MWE) [17] components. These components allow the model 
to be able to represent words in two different languages. This 
paper is an extended study of our previous work on the end-to-
end abstractive CLS model [18]. The model is trained in the 
English domain for source documents and the Bahasa 
Indonesia domain for its summary using the dataset that we 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

637 | P a g e  

www.ijacsa.thesai.org 

have constructed. Inspired by [19] and [20], we use a round-
trip translation technique to generate CLS dataset from MS 
dataset. This technique is similar to that used by [15], but we 
apply it to the document and its summary, not just the 
summary. The resulting dataset is then evaluated using 
bilingual evaluation understudy (BLEU) [21]. BLEU is a 
method for evaluating the quality of text that has been machine 
translated from one language to another automatically. The 
CLS model can produce a Bahasa Indonesia summary from an 
English source document end-to-end without explicitly using a 
machine translator. 

The main contributions of this work are: 

 A novel framework for generating end-to-end 
abstractive cross-lingual summary by incorporating 
MWE components in the architecture. These 
components are used to represent words in both 
languages used in the source document and its 
summary. 

 This works produces a new cross-lingual dataset. This 
dataset can be used for CLS research with the English 
domain as the source document and the Bahasa 
Indonesia domain as the summary. 

The rest of this paper is organized as follows. In Section II, 
we review the related work in CLS. In Section III, we explain 
the proposed method. In Section IV, the details of the 
experimental setup and the evaluation metrics are presented. 
The experimental results are given in Section V. Finally, the 
conclusions of this research are found in Section VI. 

II. RELATED WORKS 

CLS is the process of generating a summary in the target 
language from source documents in another language. Unlike 
MS, CLS involves at least two different languages. Traditional 
approaches treat CLS as a pipeline scheme. The newer 
approach does it end-to-end to avoid error propagation that 
occurs in the pipeline process. 

A. Traditional Cross-Lingual Summarization 

CLS research has been conducted [22] [23] [24]. The 
approaches are generally divided into extraction-based and 
compression-based. Summarization is done in a pipeline 
manner which is divided into two steps: summarizing and 
translating. There are two patterns of utilization or use of 
machine translation. The first pattern is to first translate the 
source document using a machine translator and then the 
results of the translation are used to summarize. The second 
pattern summarizes the source document first and then 
translates the results using a machine translator into the target 
language. Another approach utilizes existing source documents 
in two languages to generate summaries in the target language 
[25] [26]. This target language is one of the two languages. In 
addition to the extraction process, a compression process is 
also carried out in the compression-based approach. 
Summarization begins with a selection process to obtain 
relevant content in the form of sentences or phrases (bilingual). 
The compression is carried out by removing parts of sentences 
or phrases that do not meet some criteria, such as information 
content, legibility, and grammar/structure [27] [28] [29]. 

In contrast to the CLS previously described which uses an 
extractive approach, Zhang, Zhou, and Zong [30] developed an 
abstractive CLS system. The system works by first translating 
the source document from English to Chinese using Google 
Translate. The next step is to extract bilingual concepts and 
fact pairs. Then the score of translation and salience is 
calculated from this set of pairs. Based on the scores, a set of 
pairs is selected to be used in the summary. This selection 
considers several criteria, including compatibility between 
concepts and facts, number of sentences, summary length, etc. 
Post-processing begins with determining which pairs of 
concepts and facts are included in a particular sentence. Then 
the last step is to put them in order. Abstractive summarization 
has the ability to paraphrase. In the system developed by [30], 
the abstractive process is carried out by combining pairs of 
concepts and facts into one sentence. This process is indeed a 
form of paraphrasing, but these pairs of concepts and facts are 
taken extractively and used as they are. 

Similar to [30], our work also falls under the abstractive 
CLS category. The difference is that our approach is based on 
neural networks and summarization is done directly, rather 
than in two steps in a pipeline scheme. This straightforward 
CLS can avoid error propagation that occurs in the pipeline 
process. 

B. Neural Network-based Cross-Lingual Summarization 

In 2019, neural network-based CLS began to emerge. 
Ouyang, Song, and McKeown [31] use neural networks for 
CLS in pipeline schemes, on the translation side using Marian 
[32] and on the summarization side using pointer-generators 
[33]. The system summarizes Somali, Swahili, or Tagalog 
source documents into an English summary. Zhu et al. [15] are 
the first to report on end-to-end CLS. A CLS from English to 
Chinese was built using transformer architecture that has been 
proven to have good performance in text generation. The 
network is trained using a multi-task learning approach. 
Specifically, they combine CLS loss with MS loss. The CLS 
dataset used was built by modifying the CNN/Dailymail 
dataset. The dataset is translated into Chinese using a machine 
translation service. Duan et al. [16] see CLS as a zero-shot 
problem. They do not have a CLS dataset to train the model 
directly. The network is trained by adapting a paradigm on 
neural machine translation (NMT) called triangular NMT 
systems. A network called a student network is a CLS network 
that is trained to imitate the behavior of a teacher network 
which is an MS network. Ladhak et al. [34] proposed a 
benchmark dataset for abstractive CLS named WikiLingua. 
The data is taken from WikiHow in the form of document and 
summary pairs in 18 languages. Not all data is available in 18 
languages, availability in each language varies. The dataset is 
tested for CLS with pipeline and end-to-end approach. The 
end-to-end approach uses mBART [35] which is fine-tuned 
using the source language document and the target language 
summary. 

Our approach is inspired by [15]. However, we propose to 
add MWE components which we believe will improve the 
performance of the model. MWE represents the two languages 
in the CLS task in the same vector space. This facilitates the 
mapping of the relation between inputs and outputs during 
model training. 
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C. Multilingual Word Embeddings 

Multilingual word embeddings (MWE) are word 
embeddings that represent words in various languages in one 
vector space [17]. Conneau et al. [36] developed MWE using 
an unsupervised approach. Supervised approaches generally 
require bilingual resources such as dictionaries or parallel 
corpus. They proposed an unsupervised way to map 
monolingual word embeddings without the need for bilingual 
data. Word embeddings for each language are initially trained 
independently. Then, each word in the two languages is 
mapped into the same vector space using deep adversarial 
networks [37]. Heinzerling & Strube [38] developed MWE for 
word segmentation (subword embeddings). Word segmentation 
is done by using the byte pair encoding (BPE) approach. BPE 
performs segmentation to words that rarely appear into several 
tokens. Embeddings are trained in a simple way. All articles 
from Wikipedia in various languages are combined, then used 
to train subword embeddings. Artetxe & Schwenk [39] also 
developed multilingual embeddings but specifically developed 
embeddings for sentences. These sentence embeddings were 
trained using a single bidirectional LSTM (BiLSTM) encoder. 

In this work, we use MUSE from Conneau et al. [36]. 
MUSE is used because the embedding is word-based so it is 
expected to be able to cover most of the vocab. MWE based on 
word segmentation such as BPEmb from Heinzerling & Strube 
[38] may be better than MUSE because it can recognize tokens 
that rarely or never appear in the training data. However, it is 
not suitable for the case in this work because the embedding is 
trained using various language versions of the articles available 
on Wikipedia. The amount of data which is an aggregate of all 
articles in various language versions can also result in many 
words being segmented due to their small frequency, thus 
causing the size of vocab to be very large. In general, a vocab 
size that is too large can adversely affect the performance of 
NLP system. 

III. METHODS 

CLS can be expressed as an input sentence in the source 
language                   and      , where   is the 
input sentence length and    is the source vocab in the source 
language, with an output summary in the target language 

                  and      , where   is the output 
summary length,    , and    is the target vocab in the target 
language. 

A. Transformer-based Cross-Lingual Summarization 

NLP systems that are built specifically for a particular 
language are generally trained using datasets in that language. 
This approach has a problem when applied to other languages. 
The system needs to be retrained with separate datasets in the 
other specific language. This is equivalent to building the 
system from scratch. Another way is to use machine 
translation. The system is combined with machine translation 
in a pipeline so that it can produce output in the desired 
language. MWE can be used to tackle this problem. Both 
languages are represented by embeddings that are mapped into 
the same vector space. This mapping makes the two languages 
seem to be the same language, at least at the word level. The 
CLS architecture proposed in this work is based on transformer 
architecture [40] by adding MWE components to handle cross-
lingual problem. Transformer was chosen because it is state-of-
the-art in many NLP topics including CLS and has proven to 
be able to perform text generation well [41] [42]. 

Inspired by Zhu et al. [15], the architecture also added a 
second decoder with a single shared encoder. During training, 
the input of CLS decoder (decoder1) is a summary in Bahasa 
Indonesia, while the input of MS decoder (decoder2) is a 
summary in English. MS decoder is only used during training. 
So, in the training process, encoder-decoder1 is trained for 
CLS problems, while encoder-decoder2 is trained for MS 
problems. The losses from the two are combined and can be 
calculated as follows: 

      
 

 
∑ [  
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∑ [  
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 )  (    

 )    (   ̂ 
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         (1) 

where   are parameters in the model,   
  and   

  are the 

correct labels for both tasks, and  ̂ 
  and  ̂ 

  are predictive 
labels for both tasks. The combined loss was used to update the 
weight. During test, the MS decoder was ignored. The 
architectural diagram can be seen in Fig. 1. 
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Fig. 1. CLS architecture 

B. Cross-Lingual Summarization Architecture Components 

1) Input and output: The input of the encoder is an 

English document                  . This document is 

tokenized using a subword tokenizer. Words that occur 

infrequently will be segmented into several tokens, while 

words that occur frequently (high frequency) are left as is. 

This sequence of tokens is then converted into a sequence of 

indexes according to the vocab. The output of CLS decoder is 

a Bahasa Indonesia summary and the output of MS decoder is 

an English summary. At the time of training, the tokens here 

are also an input that will be converted into a sequence of 

indexes according to the vocab. Vocab for Bahasa Indonesia is 

different from vocab for English. At the time of test, the CLS 

decoder generates a Bahasa Indonesia summary          
         while the MS decoder is ignored. 

2) Multilingual word embeddings: The proposed CLS 

architecture incorporated pre-trained MWE from MUSE [36]. 

We use MUSE because it can cover most of the words in 

vocab while maintaining vocab cohesiveness. MWE 

Component maps the input English document          
         into a sequence of embeddings          
         whose size varies with respect to the source 

sequence length. 

3) Positional Encoding: This component provides 

position information to the tokens in the sequence by adding 

the "positional encodings" to the embeddings. The positional 

encodings are obtained using the following formula: 

                               

                                                                (2) 

where     is the position (      
 

 
, where   is the 

length of the sequence),   is the embedding dimension, and   is 
used for mapping to indices of elements in positional encoding 

vector (    
 

 
). Positional encoding is necessary because 

the proposed transformer-based architecture does not consider 
positional information or word order. Without positional 
encoding, this architecture is essentially a bag-of-words model. 

4) Multi-head self-attention: Multi-head self-attention 

consists of several heads which correspond to scaled dot-

product attention (self-attention). Called self-attention because 

it can generate its own value of query ( ), key ( ), and value 

( ). These three values are abstractions that represent the 

input needed to calculate the attention weight. It is obtained 

using the following formula: 

      

      

               (3) 

where Z is the input embeddings and   ,   , and    are 

learnable matrices. The scaled dot-product attention is then 

calculated using the scaling factor of 
 

√  
. 

                         
   

√  
   (4) 

where   is dimension of  . The output of each head is then 
concatenated to get the final values. 
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where   is the number of heads and   ,   
 

,   
 , and   

  

are learnable matrices. Multi-head self-attention on the decoder 
is also called encoder-decoder attention because it receives 
input from the encoder and decoder. There is a mapping of the 
relation between input and output here. This component can be 
calculated in parallel because the attention weight here is 
independent of one another. 

5) Masked multi-head self-attention: This component has 

a similar function to the multi-head self-attention component. 

However, unlike multi-head self-attention, masked multi-head 

self-attention has a function to mask output that has not been 

seen/predicted. The model must predict the output based on 

the results of the previous output and must not look at the 

output that appears later. When the matrix operation is 

performed, the output that has not been seen/predicted will be 

masked/changed to zero so that it cannot be seen by the 

model. 

6) Positionwise FNN: Positionwise FNN is a simple 

feedforward neural network that runs for all attention weights. 

Its main task is to convert the attention weight into an 

acceptable form for the next step, such as encoder layer, 

decoder layer, or linear layer. This component consists of two 

linear layers. The first layer uses ReLU activation. 

                           (6) 

7) Linear Layer and Softmax: Linear layer is a component 

in the form of a feedforward layer that acts as a classifier. This 

component is used to adjust the dimensions as needed. For 

example, to accommodate the number of words (classes) in 

the vocab. Finally, there is the softmax layer which converts 

the vector into a probability distribution. 

IV. EXPERIMENTS 

This section describes the experiments. First, we describe 
the dataset which includes English documents and their 
summary, Bahasa Indonesia documents and their summary, 
and English-Bahasa Indonesia parallel corpus. Then, we 
explain the implementation and model variations including the 
baseline model. Finally, we discuss the evaluation metrics used 
to measure the performance of CLS models. 

A. Dataset 

Developing a CLS system is a challenging task because it 
involves two different languages, especially if the language is a 
low-resource language. The experiments conducted in this 
work require a cross-lingual dataset from English documents to 
Bahasa Indonesia summaries which is not readily available. 
Therefore, the dataset needs to be created first. Creating a 
dataset from scratch for deep learning-based models can take a 
lot of time and effort. The alternative is to create a new dataset 
by utilizing existing data. The closest problem to CLS is the 
MS problem. The best dataset as a basis to work with is a 
dataset of MS for Bahasa Indonesia because the output target 
of our CLS model is a summary in Bahasa Indonesia. We use 

IndoSum [43] as the basis for creating a new CLS dataset. 
IndoSum is an attempt to create a benchmark dataset for 
Bahasa Indonesia summarization. This dataset contains nearly 
20000 news articles taken from online websites. This number 
is still relatively small when compared to the available English 
summarization dataset. Each article has an abstract summary 
that was created manually by 2 native Bahasa Indonesia 
speakers. The dataset has 6 categories: entertainment, 
inspiration, sports, show world, headlines, and technology. The 
dataset has been divided into 5-fold cross-validation and has 
been divided into training sets, development sets, and test sets. 
In this work, only the first fold was used. This dataset is written 
in JSON format. 

Based on the need to train the CLS models, IndoSum's 
articles and summaries need to be translated into English. 
English articles are used as input for the CLS model. In 
addition, these English articles and their English summary are 
used to train the English MS model used in the pipeline 
approach. The strategy for creating the CLS dataset can be seen 
in Fig. 2. At first the original dataset of Bahasa Indonesia 
documents and summaries are translated into English using 
Google Translate (forward translation). The result of this 
English translation is then translated back into Bahasa 
Indonesia (back translation). This is done to ensure the quality 
of the CLS dataset. The back translation results were evaluated 
against the original dataset using BLEU [21]. The evaluation of 
the back translation can be seen in Table I. The evaluation is 
the cumulative BLEU score calculated using the NLTK. The 
results show that the quality of the cross-lingual dataset is quite 
good. As a comparison to get the intuition of the BLEU score, 
specific machine translators from English to Bahasa Indonesia 
have been reported to have BLEU scores of 25.3 [44] and 24.5 
[45]. In the end, we obtained the Sum (Ina) dataset to train 
Bahasa Indonesia summarization, the Sum (Eng) dataset to 
train English summarization, and the CLS (Eng-Ina) dataset to 
train CLS as can be seen in Fig. 3. The total of data is 18774 
document-summary pairs. The statistics of the CLS dataset are 
presented in Table II. To train machine translators from 
English to Bahasa Indonesia, the Pan Asia Networking 
Localization (PANL) parallel corpus dataset was used [45]. 
This data is divided into 15373 train data, 3845 validation data, 
and 4806 test data. 

 
Fig. 2. CLS dataset creation strategy 
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Fig. 3. CLS dataset diagram 

TABLE I.  CLS DATASET EVALUATION 

Back 

Translation 
BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Document 0.8056 0.7046 0.6251 0.5527 

Summary 0.7991 0.7076 0.6327 0.5626 

TABLE II.  DATASET STATISTICS 

CLS Dataset Train Val Test 

# Documents/Summaries 14262 750 3762 

# Average Sentence in Document 20.08 19.89 19.92 

# Average Sentence in Summary 4.69 4.65 4.69 

# Average English Words in Document 377.50 377.86 374.41 

# Average Bahasa Indonesia Words in Document 326.58 327.38 323.84 

# Average English Words in Summary 75.35 75.18 75.40 

# Average Bahasa Indonesia Words in Summary 64.39 64.22 64.37 

# Average English Words in Sentence (Document) 16.80 16.96 16.79 

# Average Bahasa Indonesia Words in Sentence (Document) 14.72 14.99 14.71 

# Average English Words in Sentence (Summary) 14.54 14.63 14.55 

# Average Bahasa Indonesia Words in Sentence (Summary) 12.45 12.57 12.44 

B. Implementation 

In this work, we train 10 CLS models. Two models are 
pipeline and eight models are end-to-end. All models use 
transformer as their basis. The model is implemented using 
Python programming language and TensorFlow library. 
TensorFlow is an open-source library for machine learning and 
artificial intelligence. TensorFlow is developed by Google 
Brain Team. TensorFlow can run on CPUs and GPUs and is 
available for Linux, macOS, Windows, Android, and iOS 
operating systems. TensorFlow is widely used for NLP and 
computer vision applications. Each model is accompanied by a 
subword tokenizer which is used to prepare the input to be 
submitted to the model. The vocab size for English is 26331 
and the vocab size for Bahasa Indonesia is 27373. All models 
have the same hyperparameters as can be seen in Table III. 
Each model uses Adam's optimization [46] with a custom 
learning rate scheduler. Regarding randomness, all models are 
trained on the same seed value of 777, whether it is a seed for 
Python, NumPy, or TensorFlow. The same seed is applied to 
global conditions as well as to any operations involving 

randomness. The pre-processing carried out are: 1) converting 
all text to lowercase; 2) removing symbols, special characters, 
HTML tags, and emoticons; 3) performing Unicode 
normalization; and 4) brackets: (), [], {} and all characters in 
between are discarded. The 26 characters of the alphabet are 
preserved, digits/numbers are preserved, and some punctuation 
marks are preserved, such as period, comma, exclamation 
mark, and question mark. 

TABLE III.  CLS MODEL HYPERPARAMETERS 

BUFFER_SIZE 15000 

BATCH_SIZE 64 

NUMBER_LAYERS 4 

DIMENSION_MODEL 300 

DIMENSION_FNN 512 

NUMBER_HEADS 5 

DROPOUT_RATE 0.1 

POSITIONAL_INPUT 202 

POSITIONAL_OUTPUT 122 

C. Model Variations 

In this work we build ten variations of the model which are 
grouped into three main groups: 1) pipeline CLS; 2) end-to-end 
CLS; and 3) end-to-end CLS with MWE components. We also 
conducted experiments by implementing two strategies of 
truncating the input, namely using only the head of the 
document and using the head and tail of the document. This 
input truncation strategy is inspired by Sun et al. [47] and 
Mutasodirin & Prasojo [48] who use this strategy for text 
classification problems. Both use the BERT model [42] but get 
different conclusions about this input truncation strategy, so 
this strategy cannot be generalized yet. In this work, the head 
strategy means using the first 200 tokens from the document, 
while the head-tail strategy means using the first 100 tokens 
from the document and concatenating them with the last 100 
tokens from the document. So, the models in groups 2 and 3 
are further divided into two groups: models that use the head of 
the document as input and models that use the head and tail of 
the document as input. Four out of 10 are baseline models: two 
pipeline models, PipeTS and PipeST, an end-to-end model that 
uses a vanilla transformer, VCLS, and an end-to-end model 
based on Zhu et al. [15], MCLS. The following is an 
explanation of each model variation: 

1) PipeTS: Translation  Summarization. The model is 

built in a pipeline scheme, starting with the English translation 

process first and then continuing with the Bahasa Indonesia 

summarization process. The machine translation model is 

trained using the PANL dataset. The Bahasa Indonesia 

summarization model is trained using the Sum (Ina) dataset. 

Both the translation and the summarization models use a 

vanilla transformer. 
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2) PipeST: Summarization  Translation. The model is 

built in a pipeline scheme, starting with the English 

summarization process first and then continuing with the 

English translation process. The English summarization model 

is trained using the Sum (Eng) dataset. The machine 

translation model is the same as that used in PipeTS. Both the 

summarization and the translation models use a vanilla 

transformer. 

3) VCLS: Head + CLS. The model is built end-to-end 

with head truncation strategy for the input. The model uses a 

vanilla transformer architecture but is trained using the CLS 

(Eng-Ina) dataset. 

4) MCLS: Head + CLS-MS. The model is built end-to-end 

with head truncation strategy for the input. The model is based 

on Zhu et al. [15] CLS architecture. The model is trained with 

2-task learning, which is jointly training CLS and MS using 

CLS (Eng-Ina) dataset and Sum (Eng) dataset. 

5) VCLS_T: Head-Tail + CLS. The model is built end-to-

end with head-tail truncation strategy for the input. The model 

uses a vanilla transformer architecture but is trained using the 

CLS (Eng-Ina) dataset. 

6) MCLS_T: Head-Tail + CLS-MS. The model is built 

end-to-end with head-tail truncation strategy for the input. The 

model is based on Zhu et al. [15] CLS architecture. The model 

is trained with 2-task learning, which is jointly training CLS 

and MS using CLS (Eng-Ina) dataset and Sum (Eng) dataset. 

7) MWE_VCLS: Head + CLS + MWE. The model is built 

end-to-end with head truncation strategy for the input. The 

model uses a vanilla transformer architecture but is trained 

using the CLS (Eng-Ina) dataset. This model is equipped with 

MWE components. 

8) MWE_MCLS: Head + CLS-MS + MWE. The model is 

built end-to-end with head truncation strategy for the input. 

The model uses the proposed CLS architecture explained in 

section 3. The model is trained with 2-task learning, which is 

jointly training CLS and MS using CLS (Eng-Ina) dataset and 

Sum (Eng) dataset. 

9) MWE_VCLS_T: Head-Tail + CLS + MWE. The model 

is built end-to-end with head-tail truncation strategy for the 

input. The model uses a vanilla transformer architecture but is 

trained using the CLS (Eng-Ina) dataset. This model is 

equipped with MWE components. 

10) MWE_MCLS_T: Head-Tail + CLS-MS + MWE. The 

model is built end-to-end with head-tail truncation strategy for 

the input. The model uses the proposed CLS architecture 

explained in Section III. The model is trained with 2-task 

learning, which is jointly training CLS and MS using CLS 

(Eng-Ina) dataset and Sum (Eng) dataset. 

D. Evaluation Metrics 

This work uses a quantitative research method with the 
independent variable being the transformer-based CLS model 
and the dependent variable being the evaluation of the model's 
performance measured quantitatively. Recall-oriented 
understudy for gisting evaluation (ROUGE) is a suite of 
measurement metrics and a software package used to evaluate 

automatic summarization and machine translation [49] [50] 
[51]. ROUGE is a popular metric widely used to evaluate 
automatic summarization. The advantages of using ROUGE: 

 ROUGE is easy and fast compared to evaluation by 
humans, 

 ROUGE is used by “everyone” so it is easy to compare 
one research result with another. 

ROUGE compares the summary generated by the system 
with a reference summary or a set of reference summaries. 
Here are some of the available comparison methods: 

 ROUGE-N: Compares n-grams between system 
summary and reference summary. 

 ROUGE-L: Compares the longest matching sequence 
(LCS) between system summary and reference 
summary. 

 ROUGE-S: Compare skip-bigrams, whether there are 
any word pairs in a consecutive sentence, gaps are 
possible. For example, skip-bigram measures the 
overlap of word pairs that can have a maximum of two 
gaps between words. The sentence “I eat fried rice” 
then the skip-bigram is “I eat, I fried, I rice, eat fried, 
eat rice, fried rice.” 

There are still other measurement metrics, for more 
information refer to Lin [49]. 

Bilingual evaluation understudy (BLEU) is a method for 
automatic evaluation of machine translation. The BLEU score 
is a measurement metric that assesses the degree of similarity 
between sentences produced by machine translation and 
reference sentences made by human translators. The more 
similar, the higher is the value. This method works by counting 
the number of n-grams in the produced sentence that matches 
the n-grams in the reference sentence. BLEU was proposed by 
papineni et al. [21]. 

V. RESULTS AND DISCUSSION 

We evaluated the models trained using the ROUGE metric 
described in the previous section. Specifically, we used 
ROUGE-1, ROUGE-2, and ROUGE-L. The discussion 
regarding the experimental results is divided into three parts. 
First, we discuss the comparison of the pipeline model and the 
end-to-end model. Second, we discuss the comparison of the 
end-to-end model with the MWE components and the end-to-
end model without the MWE components. In the end, we 
discuss the strategy of input truncation. 

A. Comparison between Pipeline CLS Model and End-to-End 

CLS Model 

Traditionally, CLS is done in a pipeline which involves two 
steps: summarization and translation. There are two patterns of 
using a machine translator in a pipeline scheme. The first 
pattern does the translation on the source document first and 
then the results of the translation are used to generate the 
summary. The second pattern performs summarization on the 
source document first and then the summary is translated into 
the target language. To construct CLS for these two patterns, 
three constituent models are needed: English summarization 
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model, Bahasa Indonesia summarization model, and English 
translation model. We trained a transformer-based English 
summarization model on Sum (Eng) dataset and a transformer-
based Bahasa Indonesia summarization model on Sum (Ina) 
dataset. Then, we trained a transformer-based English 
translation model on PANL parallel corpus. The performance 
of these three models individually can be seen in Table IV and 
Table V. 

We use the two patterns of the pipeline scheme as baseline 
models (PipeTS and PipeST). These two pipeline models were 
constructed using MS model and MT model which had 
previously been trained independently. Both are then tested 
using the CLS (Eng-Ina) dataset. The results are shown in 
Table VI. The pipeline approach introduces error propagation. 
To solve this, we trained several end-to-end CLS models (4 
variations of VCLS models and 4 variations of MCLS models) 
on CLS (Eng-Ina) dataset. The performance of these end-to-
end models can also be seen in Table VI. All the end-to-end 
models outperform the model that uses the pipeline scheme. 

The end-to-end model can achieve improvement from +0.1298 
ROUGE-1, +0.0763 ROUGE-2, +0.1083 ROUGE-L up to 
+0.2981 ROUGE-1, +0.2084 ROUGE-2, +0.2771 ROUGE-L 
compared to the pipeline baselines. This verifies the purpose of 
performing end-to-end summarization. Unlike the pipeline 
method, the end-to-end model performs CLS in one direct step. 
This approach avoids the error propagation that occurs when 
doing it in two steps, namely in the pipeline scheme. 

TABLE IV.  PERFORMANCE OF OUR MONOLINGUAL SUMMARIZATION 

Model ROUGE-1 ROUGE-2 ROUGE-L 

SumINA 0.6456 0.5580 0.6355 

SumENG 0.6434 0.5123 0.6088 

TABLE V.  PERFORMANCE OF OUR MACHINE TRANSLATION 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Tran 0.3683 0.2078 0.1191 0.0628 

TABLE VI.  ROUGE F1 SCORE 

Type Model Variations ROUGE-1 ROUGE-2 ROUGE-L 

P
ip

el
i

n
e 

PipeTS Translation  Summarization 0.1266 0.0142 0.1038 

PipeST Summarization  Translation 0.1661 0.0278 0.1313 

E
n
d

-t
o

-E
n
d

 VCLS Head + CLS 0.2959 0.1041 0.2396 

MCLS Head + CLS-MS 0.4087 0.2112 0.3652 

VCLS_T Head-Tail + CLS 0.2981 0.1093 0.2448 

MCLS_T Head-Tail + CLS-MS 0.3809 0.1893 0.3385 

E
n
d

-t
o

-E
n
d

 

M
W

E
 

MWE_VCLS Head + CLS + MWE 0.3617 0.1519 0.3038 

MWE_MCLS Head + CLS-MS + MWE 0.4247 0.2226 0.3809 

MWE_VCLS_T Head-Tail + CLS + MWE 0.3347 0.1311 0.2767 

MWE_MCLS_T Head-Tail + CLS-MS + MWE 0.3886 0.1919 0.3438 

B. Comparison between End-to-End CLS Model with MWE 

and End-to-End CLS Model without MWE 

We also use two end-to-end models as baseline besides the 
two pipeline baselines which were discussed in the previous 
section. The first end-to-end baseline is an end-to-end CLS 
model built using a vanilla transformer (VCLS). The second 
end-to-end baseline is an end-to-end CLS model based on Zhu 
et al. [15] (MCLS). The model is trained with 2-task learning, 
which is jointly training CLS and MS using CLS (Eng-Ina) 
dataset and Sum (Eng) dataset. 

CLS is a Seq2Seq problem, when given a text sequence in 
the source language it produces a shorter version of an original 
text sequence in the target language. In Seq2Seq problem, it is 
important to learn the relation (alignment) between the input 
sequence and the output sequence. The CLS model that cannot 
do a proper alignment mapping is unable to produce a correct 
and meaningful summary. We propose using MWE to help 
with this alignment. MWE can represent words in various 
languages in one vector space. Words that have similar 
meanings are in proximity. This pre-mapping of words is 
expected to facilitate the model in aligning word sequences 

between input and output. The VCLS and MCLS are then 
modified by adding MWE components (MWE_VCLS and 
MWE_MCLS). 

The experimental results can be seen in Table VI. We can 
find that the model that utilized MWE components beats the 
underlying baseline model that does not use it. This shows that 
the MWE helps to better map the relation (alignment) between 
source document input in English and its summary output in 
Bahasa Indonesia. This can happen because every word in both 
languages is already in the same vector space. The 
MWE_MCLS model can achieve maximum improvement up 
to +0.1288 ROUGE-1, +0.1185 ROUGE-2, and +0.1413 
ROUGE-L when compared to the end-to-end baselines. This is 
the best-performing model in our experiments. 

C. Input Truncation Strategy 

Sun et al. [47] and Mutasodirin & Prasojo [48] use an input 
truncation strategy on text classification problems. The strategy 
is not only to take the head of the data as input but also to 
combine it with the tail of the data. Generally, only the head of 
the data is used because it is assumed that the core information 
is here. However, their experimental results did not reach the 
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same conclusion, so this strategy cannot be generalized yet. We 
adapt this strategy to our CLS models which previously only 
took the head part of the document into a combination of the 
head and the tail. This adaptation produces models VCLS_T, 
MCLS_T, MWE_VCLS_T, and MWE_MCLS_T. The 
experimental results of these four models can be seen in 
Table VI. However, in general, the results have not been able 
to exceed the score obtained by the model that only uses the 
head of the document. The best score is obtained by 
MWE_MCLS_T. A decrease in performance of -0.0361 
ROUGE-1, -0.0307 ROUGE-2, and -0.0371 ROUGE-L when 
compared to the best model uses the head truncation strategy 
(MWE_MCLS). 

The IndoSum dataset that we use is constructed from online 
news articles. Upon further examination of this dataset, we 
found that most of the important information is at the 
beginning of the document. This information appears in the 
summary, while the end of the news article generally contains 
additional information or explanatory information that does not 
appear in the summary. Strategies that use a combination of 
head and tail from the document are proven to be unable to 
improve the performance of the models that originally uses 
head truncation strategy, it even can decrease the model 
performance due to including insignificant information in the 
summary. 

VI. CONCLUSION 

In this work, we present the end-to-end abstractive CLS for 
English documents to Bahasa Indonesia summary. The CLS 
architecture is based on transformers, modified by adding 
MWE components to address cross-lingual problems. The 
architecture also has a second decoder with a shared encoder. 
This second decoder is used only during training to carry out 
joint learning between CLS and MS. During the test, the 
second decoder is ignored. The model is also trained using two 
input truncation strategies: head and head-tail. The head 
truncation strategy cuts off and takes the head part of the 
document as input while the head-tail truncation strategy 
combines the head and the tail of the document as input. To 
train the model, we create a new CLS dataset from MS dataset 
by adapting the round-trip translation technique. The resulting 
CLS dataset is evaluated using BLEU to ensure its quality. 

Based on the experimental results, it can be concluded that 
the use of MWE improves the performance of the CLS model, 
specifically for summarizing an English source document into 
a Bahasa Indonesia summary. The proposed model 
successfully outperformed the baseline model and improved its 
performance. The strategy of utilizing information at the end of 
the data failed in improving the performance of the model. 
Using only the head part of the data is still better. Furthermore, 
it can be concluded that the end-to-end model is better than the 
pipeline model. The use of machine translation is a weak point 
of the pipeline model because it introduces error propagation. 
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Abstract—Image retrieval using a textual query becomes a 

major challenge mainly due to human perception subjectivity 

and the impreciseness of image annotations. These drawbacks 

can be overcome by focusing on the content of images rather 

than on the textual descriptions of images. Traditional feature 

extraction techniques demand for expert knowledge to select the 

limited feature types and are also sensitive to changing imaging 

conditions. Deep feature extraction using Convolutional Neural 

Network (CNN) are a solution to these drawbacks as they can 

learn the feature representations automatically. This work 

carries out a detailed performance comparison of various pre-

trained models of CNN in feature extraction. Features are 

extracted from men footwear and women clothing datasets using 

the VGG16, VGG19, InceptionV3, Xception and ResNet50 

models. Further, these extracted features are used for 

classification using SVM, Random Forest and K-Nearest 

Neighbors classifiers. Results of feature extraction and image 

retrieval show that VGG19, Inception and Xception features 

perform well with feature extraction, achieving a good image 

classification accuracy of 97.5%. These results are further 

justified by performing a comparison of image retrieval 

efficiency, with the extracted features and similarity metrics. 

This work also compares the accuracy obtained by features 

extracted by the selected pre-trained CNN models with the 

results obtained using conventional classification techniques on 

CIFAR 10 dataset. The features extracted using CNN can be 

used in image-based systems like recommender systems, where 

images have to be analyzed to generate item profiles. 

Keywords—Convolutional neural network; deep learning; 

feature extraction; accuracy; similarity 

I. INTRODUCTION 

Image retrieval systems browse, search and retrieve 
visually similar images from large image databases. Traditional 
image retrieval methods utilize the image annotations for 
obtaining the metadata that help in finding the similar images, 
but this is a laborious process and is subjective to human 
perceptions. Efficient image retrieval is the backbone of most 
of the search engines and recommender systems. Search 
engines may not be able to retrieve relevant information 
according to user’s preferences due to imperfect textual query, 
less knowledge about the search query or due to wrong tagging 
of the database images. This gap between real intention of a 
user’s search and his understanding of the object is called as 
semantic gap [1]. With the large amount of image data 
encountered in social networks, online e-commerce website, 
medical imaging, etc., it is a challenging problem to search the 

humongous databases for similar images, especially when it 
comes to real time image retrieval. Feature extraction 
techniques help in getting a representation of the attributes of 
an image, which gives information about the image contents 
and hence helps in efficient retrieval of visually similar images. 
Feature extraction transforms data into more informative forms 
with efficient representation for analysis and classification [2]. 
Advantages of feature extraction include: 

 Reduction of redundancy. 

 Reduction in the number of processing resources. 

 Helps in avoiding overfitting problem in machine 
learning models. 

 Increase in accuracy. 

Motivation: Any image recognition or image retrieval task 
requires a good feature representation in order to achieve high 
performance. However, since it is not feasible to define  a good 
feature set manually, feature extraction plays a major role in 
image retrieval tasks. Features obtained using traditional 
methods of feature extraction are not capable of expressing the 
semantic information of the image. Deep Learning techniques 
make the task of feature extraction automatic and more 
efficient. Since deep learning techniques require a large 
amount of labelled training data, transfer learning can be used 
to reduce this overhead [3]. Fine tuning a CNN allows 
pretrained models to be used in a new task with a new dataset. 

CNN models have two stages, of which, the first is feature 
extraction and the second is classification. This paper focusses 
on feature extraction using pretrained CNN and comparing 
their performance. 

The open research questions which are addressed in this 
work include: 

i) How effective are deep learning methods for learning 
good feature representations from images for Content 
Based Image Retrieval? 

ii) How do the feature extraction and image retrieval time 
vary with the different models? 

A. Contributions: 

 This work contributes to the existing knowledge of 
feature learning by exploring feature extraction and 
transfer learning techniques using the five selected pre-
trained CNN architectures. 
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 Comparison of the goodness of the features extracted 
by the selected CNN models by comparing the image 
retrieval performance using similar image search 
technique and also by using the extracted features for 
image classification. 

The following sections of this paper are organized as 
follows. Related work in the   domain of feature extraction and 
image retrieval is discussed in Section II. The fundamental 
concepts in image retrieval and the methodology adopted are 
given in Section III. Section IV gives the framework and the 
algorithm used in Reverse Image Search. Section V discusses 
the implementation details and results in Feature Visualization 
and Feature Extraction. Section VI concludes the paper by 
discussing the open research issues in the field of image 
retrieval and deriving an outlook for further research. 

II. RELATED WORK 

The goodness of an effective image retrieval system is 
attributed to the effectiveness of image feature extraction 
techniques used by the system. Various techniques have been 
proposed for feature extraction, starting from extraction of 
handcrafted features using traditional feature extraction 
techniques like SIFT, SURF, HOG to recent techniques 
utilizing Deep Learning. Work proposed in [4] investigated the 
use of various color, texture and shape features for image 
retrieval in CBIR (Content Based Image Retrieval) and 
biometrics systems, by mapping the image content onto low-
level features. 

An integrated image representation model has been   
proposed by complementary fusion of SIFT and CNN, to 
describe contents at multiple levels in images, followed by a 
series of operations of L2 normalization, PCA and whitening, 
on the integrated representation for a more compact 
representation [5]. 

The various techniques for extraction of texture and color 
features include color correlogram, color histogram, color co-
occurrence matrix, wavelet transform and Tamura feature [6]. 
Several recent works have focused on the use of machine 
learning and Deep Learning for feature extraction [7-9]. The 
convolution layers in CNN can change the shape of the output, 
thereby enabling the learning of basic object shapes in the 
primary layers and more complex objects in the deeper layers, 
with a drastic reduction in the error rate [10]. 

Studies reveal that high level features are of different 
behavior from low and middle level features under certain 
conditions, and hence, CNN features in each of the layers can 
be utilized for representation of knowledge. The level of noise 
included in these features have been studied and a thresholding 
approach is proposed to remove as much noise as possible, 
thereby generating efficient CNN embedding spaces [11]. 

Some of the models with combination of CNN features and 
handcrafted images have also shown good results. The work in 
[12] automates the extraction of electroencephalogram (EEG) 
signals the feature extraction methods of Wavelet Packet 
decomposition and Genetic Algorithm-Based Frequency-
Domain Feature Search. A combination of handcrafted and 

CNN features has been used for liver MR image adequacy 
assessment yielding a model performance of AUC = 0.94, 
wherein, HC features of intensity values, topological structure, 
texture information (GMM, ECC, and GLCM features) are 
extracted from the images and used for classification using 
Random Forest classifier. 

Many algorithms use Hashing   based   methods for image 
retrieval. While some of the algorithms identified   
approximate regions of the objects in an image using attention 
sub-network, focusing mainly on the foreground objects [13], 
image features extracted using deep hashing methods with 
deep neural networks (DNN) gave better image retrieval 
performance [14]. 

Histogram features have also given good results in CBIR. 
Work proposed in [15] used color spectral histogram for 
computing the similarity between images, whereas the method 
proposed in [16] used correlated primary visual texton 
histogram features. 

The use of color and texture features have been proposed in 
several works. The work proposed in [17], calculates the image 
similarity by giving equal priority to dominant color Hu 
moments for CBIR, wherein, the texton template detects and 
extracts the consistent zone of an image and uses the seed 
point’s selection approach for initiating the clustering process. 
Study [18] uses both Hu moments and dominant color 
descriptor on the pixels. Research [19] uses LBP-DBN training 
algorithm with adaptive momentum learning rate to overcome 
the issues of longer training time and reduction in classification 
accuracy. The author in [20] uses Directional Magnitude Local 
Hexadecimal Patterns, for image retrieval, by reducing the 
semantic gap problem using a learning- based approach. 
Quadruplet loss function and feature fusion are also used for 
clothing retrieval [21]. The features extracted using Resnet-50 
are merged with middle-level features to get a combined 
feature representation. Work proposed in [22] uses a visual re-
ranking approach, by using a correlation matrix of an image 
retrieval list and a CNN model learns the relevance of each of 
the image pairs simultaneously. The model is further optimized 
using a weighted MSE loss, which also considers the sparsity 
of labels. Feature reduction using an improved CNN and PCA 
quadratic dimensionality reduction has been proposed [23]. 
Deep Learning techniques for feature extraction are more 
promising due to their capability to extract and learn features of 
an image automatically. 

Recent advances in image retrieval have started focusing on 
graph neural networks for CBIR. The work done in [24] 
proposes graph neural networks to reframe the re-ranking 
process for CBIR by using a 2-layer GNN to aggregate 
neighbor information of the entire data. Several new 
approaches have been proposed for deep feature embedding. In 
[25] a GNN characterizes and predicts the local correlation 
structure of images in the feature space, using which, 
neighboring images collaborate and refine their feature 
embeddings based on local linear combination. The 
representation capability of graphs has led to various graph-
based image recommendation systems also [26]. Table I gives 
a performance comparison of some of the results obtained in 
CBIR. 
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TABLE I. PPERFORMANCE COMPARISON OF REVIEWED CBIR SYSTEMS 

Author Method Dataset Performance 

Salamh et 

al. [7] 

Multi-descriptor- 

local binary 

patterns 

Extended 

Yale B & 

Grimace 

database 

Accuracy=99.4% 

Alsuwaike

t et al.[9] 

Wavelet Packet 

decomposition 

(WPD), Genetic 

Algorithm-Based 

Frequency-Domain 

Feature Search 

(GAFDS) 

Children’s 

Hospital 

Boston: EEG 

recordings of 

23 cases 

CNN: 97.93% accuracy 

SVM: 94.49% accuracy 

RF : 88.03% accuracy 

Manjunath 

et al. [10] 

AlexNet inspired 

CNN 
CIFAR-10 

KNN:28.2% accuracy 

SVM:37.4% accuracy 

CNN: 85.97% accuracy 

Y. Zhang 

et al. [13] 

 

Supervised hashing 

method which 

fusions 

simplex feature 

similarity & 

location similarity 

among multiple 

objects 

 

VOC 2007 

VOC 2012 

NUS-WIDE 

6% increase on   

Weighted MAP 

-3.0% increase on 

NDCG@1000 

-2.9% on ACG@1000 

X. Zhang 

[19] 

Classification: 

Image local feature 

multi-level 

clustering and 

image-class nearest 

RPC: 

Defiance 

Technology 

Nanjing 

Research 

Institute 

Average Classification 

accuracy=84% 

as compared to 

ISDH(Instance Similarity 

Deep Hashing) 

III. FUNDAMENTAL CONCEPTS AND METHODOLOGY 

The basic steps involved in image retrieval include 
extraction of features and computation of image similarity. The 
features of the collection of database images are extracted and 
stored. The query image undergoes the feature extraction 
process and subsequently the similarity matching algorithm 
computes the similarity between the features of query image 
and the features of the database images. Distance metrics like 
Cosine distance and Euclidean distance are used for similarity 
computation. Finally, top-n similar images are retrieved. 

A. CNN Models 

Convolutional Neural Networks use supervised learning 
and train the network by backpropagation. CNNs have the 
advantage of reduced amount of preprocessing when compared 
to other deep learning networks. A CNN consists of two basic 
parts of feature extraction and classification. 

The feature extraction part has several convolution layers 
followed by max pooling layers and an activation function. The 
classifier part consists of fully connected layers. Normalization 
layers in CNN help in keeping signals from each layer at 
suitable levels. 

The output size at each of the convolution layer is given by 
the following formula: 

Output size = [(W-F+2P)/S] +1 

where, W is the size of the input image, F is the size of the 
receptive field, S is the stride, and P indicates the zero-padding 
used on the border. 

1) ResNet50: The ResNet model was developed by He et 

al. in the year 2015 with the concept of residual connections 

[27]. ResNet50 consisting of 50 weighted layers, has five 

times lesser memory requirement as compared to VGG model 

because of the usage of Global Average Pooling layer, 

converting the 2D feature maps of the last layer to an n-classes 

vector calculating the probability of belonging to each class. 

Fig. 1 shows the Residual block which is the basic building 
block of ResNet model. In a plain CNN network, the input X 
gets transformed into H(X) by passing through the different 
layers. In the residual model, the identity connection 
transforms the input X into F(X)+X, i.e., the original H(x) gets 
modified into F(X)+X. The ResNet model can learn from much 
deeper network, as the identity mapping from the input acts as 
a shortcut for the gradient to pass through, thereby avoiding the 
vanishing gradient problem. 

2) VGG16: VGG 16 architecture proposed by Simonyan 

and Zisserman in 2014 [28], consists of blocks with increasing 

number of convolutional layers with 3x3 filters as shown in 

Fig. 2. 

The size of the activation maps reduces by half due to the 
max-pooling blocks between the convolutional blocks. The 
classification blocks consist of two layers, each with 4096 
neurons, followed by the final output layer of 1000 neurons. 

3) VGG19: VGG19 model consists of 16 convolution 

layers, three Fully connected layers, five Max Pool layers and 

one SoftMax layer. RGB image of dimension (224 * 224) is 

given as input and the kernels used are of (3 * 3) size with a 

stride of 1.  Max pooling over a (2 * 2) window with stride 2, 

followed by Rectified linear unit introduces non-linearity for 

better classification and improved computation time as 

compared to the models using sigmoid or tanh functions. Two 

fully connected layers of size 4096 is followed by a layer with 

1000 channels and final layer is softmax function. 

4) InceptionV3: Szegedy et al. proposed the Inception V3 

architecture [29]. This model uses varying sizes filters and a 

concatenation of these filters is used to extract features at 

different scales as shown in Fig. 3. In Inception, the input is 

compressed using 1x1 convolutions after which, filters of 

different sizes are used on each of these spaces. 

5) Xception: The Xception model is an “extreme” version 

of the Inception module that involves “Depthwise Separable 

Convolutions” [30]. The number of computations is high in 

the case of a basic convolution operation because the 

operation of applying filters on every input channel and the 

combining of these values is done in one step. 

 
Fig. 1. Residual block in ResNet model. 
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Fig. 2. VGG16 and VGG19 models. 

 
Fig. 3. The inception module. 

Depthwise separable convolutions separates these steps into 
two, the first being the depthwise separation which is the 
filtering stage, followed by combining stage of pointwise 
convolution. Depthwise convolution applies convolution to the 
input image (Df * Df *M) with filters of depth 1 (Dk * Dk *1), 
to a single input channel at a time as shown in equation (1) and 
then pointwise convolution compresses the input by applying 
N filters of dimension 1*1*M across the depth as shown in 
equation (2). 

                                    (1) 

                                          (2) 

where Df is dimension of input image, Dg is dimension of 
feature map and M is number of channels in input image 

Table II gives a summary of the five pre-trained CNN 
models used in feature extraction. 

B. Fine Tuning CNN 

Fine tuning is the technique for speeding up the training 
process by overcoming the problems posed by small size 
dataset, by taking the weights of a pre-trained neural network 
and using it to initialize a new model which is being trained on 
similar domain data. This can be broadly categorized into 
Transfer Learning and Feature Extraction. 

TABLE II. SUMMARY OF CNN MODELS USED IN FEATURE EXTRACTION 

Model Input Size 

Length 

of Feature 

Vector 

Parameters 

Inception 

V3 

(2015) 

299*299*

3 
2048 

Total parameters: 23,851,784 

Trainable parameters: 23,817,352 

Non-trainable parameters: 34,432 

ResNet50 

(2015) 

224*224*

3 
2048 

Total parameters: 25,636,712 

Trainable parameters 25,583,592 

Non-trainable parameters: 53,120 

SGD - mini-batch size = 256 

Learning rate starts from 0.1 and is 

divided by 10 when the error 

plateaus 

Weight decay = 0.0001 

Momentum = 0.9 

No Dropout 

VGG16 

(2014) 

224*224*

3 
4096 

Total parameters: 138,357,544 

Trainable parameters: 138,357,544 

Non-trainable parameters: 0 

SGD(lr=0.1,decay=1e-6, 

momentum=0.9) 

VGG19 

(2015) 

224*224*

3 
4096 

Total parameters: 143,667,240 

Trainable parameters 143,667,240 

Non-trainable parameters 0 

Xception 

(2015) 

299*299*

3 
2048 

Total parameters: 22,910,480 

Trainable parameters: 22,855,952 

Non-trainable parameters: 54,528 

Most of the popular CNN architectures including VGG16, 
VGG19, ResNet50, AlexNet, InceptionV3, Xception have been 
pre-trained on ImageNet dataset. ImageNet consists of around 
1.2 million training images, 50,000 validation images and 
100,000 testing images, belonging to 1000 categories. 

1) Transfer learning: Transfer learning works by loading 

pre-trained weights into a base CNN model, followed by 

freezing all the base model layers, making them non-trainable. 

This is followed by creating a new model on top of the output 

of any of the base model layers and training this newly created 

model on the new dataset. 

2) Feature extraction: Feature Extraction is a lighter 

approach, wherein, after loading pre-trained weights into a 

base CNN model, the new dataset is run through the base 

model to extract the output of the layers of this model, and use 

this output as the input data for a new model. 

C. Classification Algorithms 

Classification is a “Supervised Learning” technique for 
identification of the category of new observations based on the 
training data. In classification, a program learns from the given 
observations and then classifies new observations into 
categories. In this work, classifiers are used for classification of 
images by utilizing the features extracted by the CNN models 
on the fashion dataset having men footwear and women 
clothing. 

1) Random forest: Random Forest classifiers use a 

combination of many classifiers to solve complex problems. 

The advantages of Random Forest include its capability to 

maintain high accuracy through cross validation with higher 

dimensionality dataset, prevention of overfitting and the 

capability to handle missing data. 
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2) Support Vector Machine: Support Vector Machine 

(SVM) is a “supervised” machine learning algorithm that finds 

a hyperplane in an N-dimensional space that distinctly 

classifies the data points. SVM is very effective in high 

dimensional cases with the number of features deciding the 

dimension of the hyperplane. SVM maximizes the margin 

between the data points and the hyperplane. 

3) K Nearest Neighbors: KNN is a “supervised learning” 

algorithm for regression and classification. KNN takes into 

consideration K nearest data points to predict the category or 

continuous value of the newly observed data. KNN uses all of 

the training instances for output prediction for new data. 

Model learning process is performed only at the time when 

prediction is requested on the new instance. 

D. Similarity Metrics 

The similarity metrics used for similarity matching are: 

 Minkowski Distance: This distance metric takes two 
vectors and computes the distance between these 
vectors. The parameter “p” is called the “order”, which 
allows calculation of different distance measures. 

                            (   )  (∑ |     |
  

   )       (3) 

For Manhattan distance, p = 1. 

For Euclidean distance p = 2. 

 Manhattan Distance: This distance is computed as the 
sum of the absolute differences between two vectors. 

  (   )  ∑ |     |
 
                   (4) 

 Euclidean Distance: 

    (   )   √∑ (     )
  

         (5) 

 Cosine Similarity: 

                                 (   )     

|| ||  || ||
                  (6) 

 Jaccard Similarity: 

                    (   )  
|   |

|   |
   (7) 

IV. REVERSE IMAGE SEARCH FRAMEWORK AND 

ALGORITHM 

Problem Definition: For a given image query, retrieve the 
top-n similar images. 

The features extracted using the different CNN models are 
utilized for reverse image search, using the framework shown 
in Fig. 4. For dimensionality reduction, Principal Component 
Analysis is used. Manhattan, Euclidean, Cosine distances and 
Jaccard similarity are used as the similarity measures. 

A. Framework 

The Reverse Image Search framework for retrieving 
visually similar images, shown in Fig. 4, consists of the 
following modules: 

1) Data collection and preprocessing module: The 

Crawler utility fetches the retailer-specific webpages and 

extracts images. The preprocessing module prepares the 

images for the feature extraction process according to the 

input specifications of the selected pre-trained model. The 

image preprocessing utilities transform the raw image data 

to dataset objects, that can be further used as inputs to the 

model. 

2) Feature extraction module: Text-based image 

retrieval methods may fail to retrieve visually similar relevant 

images because of the absence of query terms in the 

description of image. The feature extraction module 

overcomes this disadvantage by incorporating CNN layers for 

extraction of features. This module consists of the specific 

CNN model with the last fully connected layers removed, to 

extract the various levels of features. The extracted feature 

vectors are of high dimensionality and are therefore 

computationally expensive, with high memory requirement. 

Principal component analysis transforms the data into fewer 

number of dimensions, thereby giving summarized feature 

vectors. This helps to reduce the complexity in data and at the 

same time retains the patterns in the images. 

3) Similarity Calculation module: This module 

computes the similarity between the feature vector of the input 

query image and the feature vectors of the database images 

extracted using the CNN models and the ranking of images is 

done according to their similarity. Finally, the top-n ranked 

images will be retrieved using the similarity metrics as in 

Equation (3) – Equation (7). 

B. Algorithm: Top-n similar Images Retrieval 

The algorithm for Top-n similar images retrieval is as follows: 

Input  : User query Image q, Image database Idb with image I. 

Output: Top-n similar images 

begin 

Offline:  

Pre-process the images in the image database Idb based on 

the input size of the CNN models 

Extract Visual features F using the pre-trained CNN models 

for each image I in Idb 

Reduce dimensionality using Principal Component 

Analysis 

Online: 

Extract Visual features Fq of the input query image q using 

the CNN models 

for each feature vector Fj in F do 

Compute the feature similarity Sim(Fq, Fj) using 

Equation (6) 

Retrieve the Top-n similar images based on similarity calculation. 
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Fig. 4. Reverse image search framework. 

V. IMPLEMENTATION AND RESULTS 

A. Dataset and Experiment Setup 

This work is carried out on 11th Gen Intel Core i7 
processor with NVIDIA GeForce RTX 3050 Ti GPU. The men 
footwear dataset consists of a total of 2167 images belonging 
to three different classes of casual sandals, formal shoes and 
flip flops. The women clothes dataset consists of 4339 images 
belonging to five different classes of jeans, salwars, shirts, 
shorts and tops. The data is split into train and test sets with 
80:20 ratio. The work concentrates on feature extraction using 
the pre-trained models VGG16, VGG19, InceptionV3, 
Xception and ResNet50 models, followed by evaluating the 
feature extraction efficiency by giving the extracted features as 
input to classifiers. Feature Visualization is done to know the 
depth and granularity of different features extracted at different 
layers. 

B. Feature Extraction and Classification 

This work utilizes the Keras Implementation of the pre 
trained CNN models. After initializing the input image size and 
applying the corresponding preprocessing functions, the 
pretrained weights are loaded into the model. The 
preprocessing function of the ImageDataGenerator module is 
used for data augmentation to improve generalization. Next, 
for feature extraction, the training images are loaded after 
expanding their dimensions according to the input size of the 
respective CNN models. Random Forest Classifier from Scikit 
learn library with n estimators’ value of 50 is used in this work. 
SVC from the Scikit learn library is used here with a Linear 
kernel for SVM classification. KNN classifier with K=20 is 
used for the nearest neighbour classification. 

For the men footwear dataset, as shown in Fig. 5, Random 
Forest gave an image classification accuracy of 97.5% with 
VGG19 features, SVM gave an accuracy of 97.5% with 
Xception features and KNN gave an accuracy of 95.8% with 
Xception features. 

 
Fig. 5. Classification accuracy with features extracted by the different CNN 

models on the men footwear dataset. 

For the women clothes dataset, as shown in Fig. 6, RF and 
SVM gave image classification accuracy of 89.1% and 96.8% 
respectively with InceptionV3 features and KNN gave an 
accuracy of 85.9% with Xception features. 

The accuracy results show the efficiency of our selected 
pre-trained CNN models in feature extraction as compared to 
the work proposed in [10], where the authors achieved 
classification accuracy of 28.2% and 37.4% with KNN and 
SVM respectively on CIFAR 10 dataset, which consists of 
objects belonging to 10 classes. The results obtained with 
pretrained CNN model feature extraction and classification, 
outperform these with a classification accuracy of 72.4% and 
86% with KNN and SVM classifiers respectively, using the 
features extracted by the Xception model on CIFAR 10 dataset. 

Fig. 7 gives the classification accuracy obtained with the 
features extracted by the pretrained models on the CIFAR 10 
dataset, along with the results obtained in [10] given as M1. 
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Fig. 6. Classification accuracy with features extracted by the different CNN 

models on the women clothes dataset. 

 
Fig. 7. Classification accuracy on the CIFAR 10 dataset. 

C. Feature Visualization 

The application of different convolutional filters to the 
input image, results in different feature maps, wherein, each 
pixel of each feature map is an output of the convolutional 
layer. Visualization of feature map for an image helps in 
understanding the detected features. The feature maps closer to 
the input layer of the neural network detect details of features 
like edges. The feature maps closer to the output layer of the 
model capture much more abstract features like texture. 

Fig. 8 shows the feature map visualization of the different 
blocks of convolution layers of InceptionV3 model on a men 
footwear input image. 

D. Reverse Image Search 

The image retrieval results with features extracted by the 
five CNN models on Men footwear and women clothes dataset 
using Manhattan, Euclidean, Cosine and Jaccard similarity as 
the similarity measures, is compared in this section, in terms of 
the time taken for feature extraction and also the visual 
similarity of the retrieved images. The utilities for image 

preprocessing is imported from tf.keras.preprocessing. This 
transforms the raw image data to a tf.data.Dataset object, that 
can be further used to train the model. The extracted feature 
vectors are of high dimensionality and have high memory 
requirement. For dimensionality reduction, Principal 
Component Analysis with 300 components is used. 

1) Time taken for feature extraction and image retrieval: 

The Men Footwear train dataset consists of 1732 training 

images belonging to three classes and the Women Clothes 

dataset consists of 3469 training images belonging to five 

classes. On an average, VGG19 takes more time for extracting 

the features of the training set images followed by VGG16, 

ResNet50, Inception V3, and Xception. 

 
Fig. 8. Feature visualization using Inceptionv3 on men footwear image. 

Fig. 9 shows the time taken for extraction of Men Footwear 
database image features by the different CNN models.  Fig. 10 
shows the time taken for query image feature extraction by the 
different CNN models and retrieval of top five similar images. 
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Fig. 9. Time taken in seconds for extraction of men footwear database image 

features by the different CNN models. 

 
Fig. 10. Time taken in seconds for query image feature extraction by the 

different CNN models and retrieval of top 5 similar images. 

Fig. 11 and Fig. 13 show the image retrieval results with 
features extracted by the five CNN models on Men footwear 
and women clothes dataset using Manhattan, Euclidean and 
Cosine similarity as the similarity measures. 

 
Fig. 11. Men footwear reverse image search with Cosine, Euclidean and 

Manhattan similarity metrics using the different CNN models for feature 

extraction  (query image on top and top 5 result images  below for each CNN 

model). 

Image retrieval results with Jaccard similarity show poor 
results as compared to Manhattan, Euclidean and Cosine as can 
be seen from Fig. 12. 

 
Fig. 12. Men footwear reverse image search with Jaccard similarity metrics 

using VGG19 and InceptionV3 CNN models for feature extraction (query 

image on top and top 5 result images below). 

 
Fig. 13. Women clothes reverse image search with Cosine, Euclidean and Manhattan similarity metrics using the different CNN models for feature extraction 

(query image on top and top 5 result images  below for each CNN model). 
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VI. CONCLUSION 

The work carried out focuses on feature extraction using 
VGG19, VGG16, ResNet50, InceptionV3 and Xception 
models, followed by evaluating the feature extraction 
efficiency by feeding the extracted features as input to 
classifiers. Results of feature extraction and image retrieval 
show that VGG19 features show best results with both men 
footwear and women clothes dataset. The classification 
accuracy results show that VGG19 features give more accuracy 
with men footwear, whereas InceptionV3 and Xception 
features are better with women clothes. This work also 
compares the time taken for feature extraction and image 
retrieval with each of the five CNN models. The features 
extracted using the deep learning models can be used to 
analyze images in various image-based systems. One practical 
application of this would be in image-based recommender 
systems. The features extracted from images can be used to 
build item profiles in content-based image recommendations. 
Recent advances in the field of recommender systems use 
graph-based methods like Graph Convolutional Network, as 
they are capable of representing the complex embeddings. 

Future research directions include: 

 Utilization of Deep Learning models for transfer 
learning with optimization techniques. 

 Using a fusion of different handcrafted local features 
and CNN features is also one of the challenging future 
directions for research. 
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Abstract—Emotion Recognition on multimodal dataset is a 

difficult task, which is one of the most important tasks in topics 

like Human Computer Interaction (HCI). This paper presents a 

multimodal approach for emotion recognition on dataset MELD. 

The dataset contains three modalities, audio, text, and facial 

features. In this research, only audio and text features will be 

experimented on. For audio data, the raw audio is converted into 

MFCC as an input to a bidirectional LSTM, which will be built 

to perform emotion classification. On the other hand, BERT will 

be used to tokenize the text data as an input to the text model. To 

classify the emotion in text data, a Bidirectional LSTM will be 

built. And finally, the voting ensemble method will be 

implemented to combine the result from two modalities. The 

model will be evaluated using F1-score and confusion matrix. 

The unimodal audio model achieved 41.69% of F1-score, while 

the unimodal text model achieved 47.29% of F1-score, and the 

voting ensemble model achieved 47.47% of F1-score. To conclude 

this research, this paper also discussed future works, which 

involved how to build and improve deep learning models and 

combine them with ensemble model for better performance in 

emotion recognition tasks in multimodal dataset. 

Keywords—Emotion recognition; deep learning; ensemble 

method; transformer; natural language processing 

I. INTRODUCTION 

Humans, along with technological developments pour their 
emotions or feelings either through some media such as text, 
photos, audio, or video recordings. Human emotions are 
complex, which make it difficult to be studied or predicted, 
and it takes a high level of intelligence to be able to recognize 
the emotions expressed by people in the current media [1]. 
Due to the complexity of human emotions, the variety of 
human’s feelings, and the media where they convey their 
emotions, the AI model’s learning has evolved to multimodal 
datasets, where existing media, audio, video, text, biological 
information, can improve the model's ability to classify 
emotions more accurately [2]. This emotion recognition task is 
involved in some study subjects, which are Natural Language 
Processing (NLP) and Machine Learning (ML). 

The algorithms used to classify emotions are also being 
actively researched and developed. The same algorithm used 
for classification can have different results, depending on the 
dataset used. The datasets used for classification are media 
such as text, or images, or EEG (Electroencephalogram) 
signals, as well as sound. Examples of Machine Learning 
(ML) method that was used for classifying emotions are SVM 
(Support Vector Machine), KNN (K-Nearest Neighbor), and 

Bayesian Network in the research [3]. Then the emotion 
classification method developed to neural networks-based 
model which are Deep Learning (DL) such as Recurrent 
Neural Network (RNN) in [4] research, Deep Neural Network 
(DNN) in [5], DialogueRNN which is RNN-based model in 
the research by [6], LSTM (Long Short-Term Memory) and 
CNN (Convolutional Neural Network) conducted in the [7] 
experiment. Lastly, a Bidirectional LSTM-CNN model was 
used to learn context and classify emotions in the [8] and [9] 
works. 

Transformer which is proposed in 2017 [10] is the neural 
network architecture. This model outperformed any RNN and 
LSTM model that were popular in NLP. Thus, Transformer 
develops into BERT in 2019 [11]. BERT stands for 
Bidirectional Encoder Representation of Transformer, and 
until today BERT has been widely used to extract contextual 
information from texts. BERT also used in emotion 
recognition task on the text dataset, in [11] research published 
in 2022. 

An ensemble learning [12] is a technique that combines 
base predictors model and improves it to become more 
outstanding predictor. There are few kinds of ensemble 
learnings which are called bagging, boosting, and stacking 
[13]. In the [14], there is ensemble learning called voting, 
which choose the highest probability value as the final 
classification result. In this experiment, the voting ensemble 
learning will be performed. 

There are some datasets that are widely used in 
multimodal emotion classification research, such as 
IEMOCAP (The Interactive Emotional Dyadic Motion 
Capture) and MELD (Multimodal EmotionLines Dataset). 
MELD was made and published in 2018 by [15]. These works 
have used IEMOCAP dan MELD for building and developing 
models that are used to classify emotion in multimodal. This 
paper built a model using MELD dataset, which contains 7 
labels of emotions, such as anger, disgust, sadness, joy, 
neutral, surprise and fear. All data in the MELD dataset are in 
English. There are three modalities that are provided the 
dataset, video which are audio and facial data, and textual 
data. 

The purposes of the experiment are to extract emotion 
features in multimodal dataset and build a model that could 
recognize the emotion that is learned from the features. This 
experiment also intends to evaluate the model built and 
compare the evaluation result with the existing models. 
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There are two tasks that will be conducted in this research, 
Speech Emotion Recognition (SER) and Text Emotion 
Recognition (TER). Based on the state-of-the-art mentioned 
above, BERT will be built to tokenize the textual dataset, then 
a Bidirectional LSTM model is built to classify the emotion 
for the text dataset. On the other hand, a Bidirectional LSTM 
model will be used for SER task. Finally, a voting ensemble 
learning model will be applied as the ensemble learning. This 
paper will utilize the advantages of models that were 
mentioned above for improving emotion recognition model’s 
performance. 

The remainder of the paper is structured as follows: 
Section II will review related research for emotion recognition 
for both unimodal and multimodal dataset, Section III will 
provide proposed method in this research, Section IV on 
experiment scenario, discussion on Section V, and finally, 
conclusion and future works are provided on Section VI. 

II. RELATED WORKS 

Research related to emotion classification has been 
developed using various combinations of algorithms with 
various datasets. Datasets can be in the form of text, sound, 
images, to multimodal such as a combination of text with 
sound and video recordings (image and sound). Research 
conducted in [4] uses the IEMOCAP dataset as the 
multimodal dataset, where the researcher takes audio and text 
data. In the audio dataset, the features are extracted using the 
tools openSMILE for audio and NLTK for text. In the 
classification of emotions, the results of the extraction of these 
features are processed by an RNN model. Another study by 
[16] used the OMG (One-Minute Gradual-Emotion 
Recognition) dataset and divided the dataset into 2 classes, 
namely arousal and valence. To extract video data features, 
researchers used OpenFace and VGG Face, to extract audio 
data features using OpenSMILE, and for text using Lexicon. 

Then another study using the AFEW (Acted Facial 
Expression in the Wild) dataset conducted in [2] and 
compared several feature extraction methods, such as TF-IDF 
(Term Frequency-Inverse Document Frequency) and WV 
(Word Vectors) for text data, C3D and VGG for visual 
datasets, then MFCC, SoundNet, and VGG for audio data. 
Then each data type, namely audio, text, and visual is 
classified using 3 methods, namely RF (Random Forest), 
SVM (Support Vector Machine), and LSTM (Long Short-
Term Memory). 

Subsequent research conducted in [6] proposed a model 
called DialogueRNN, which was used to classify emotions 
from the IEMOCAP and AVEC datasets. In this study, audio 
data features were extracted using OpenSMILE tools, 3D-
CNN to extract visual features, and CNN to extract text 
features. Further research by [17] used the IEMOCAP dataset 
by taking audio and text data. Text data is extracted using 
Word2Vec, while audio dataset is extracted to new low-level 
features and then processed into high-level features or 
contextual features using CNN-LSTM. The method used for 
emotion classification is Deep Neural Network (DNN) which 
consists of four layers, namely input layer, hidden layer 1, 
hidden layer 2, and softmax layer. 

Research by [18] uses the IEMOCAP dataset and retrieves 
audio and text data. The method used to classify is divided 
into two, namely, several Machine Learning (ML) models and 
several Deep Learning (DL) models. The ML methods used 
are Random Forest (RF), Gradient Boosting (XGB), Support 
Vector Machine (SVM), Multinomial Naïve Bayes (MNB), 
and Logistic Regression (LR). Meanwhile, the DL method 
used is Multi-Layer Perceptron (MLP) and Long Short-Term 
Memory (LSTM). 

Another study conducted by [5] used the IEMOCAP 
dataset, taking audio and text data from IEMOCAP. Text data 
feature extraction using GloVe, while audio data is 
handcrafted. Researchers combined CNN (Convolutional 
Neural Network) with LSTM (Long Short-Term Memory) to 
classify emotions from audio data, and Bi-LSTM 
(Bidirectional Long Short-Term Memory) to classify text data. 
Then in the classification of multimodal data, the method used 
is DNN (Deep Neural Network) by combining high-level 
features from 2 data, namely audio and text, then using a 
softmax layer to perform the classification. 

Furthermore, research conducted by [19] used the MELD 
dataset where the data taken were audio and text data. Audio 
data is converted to MFCC first, while text data is processed 
using BERT. Then the audio and text data are entered into the 
GRU and then forwarded to the proposed model, namely 
MMFA (Multi-Level Multi-Head Fusion Attention). 

The next study conducted in [17] used the MELD dataset 
and took the audio and text data as multimodal data, where the 
proposed model is GNN (Graph Neural Network). Research 
by [20] uses the MELD dataset and uses all data modalities, 
namely audio, text, and visual. The proposed model is 
HFGCN (Hierarchical Fusion Graph Convolutional Network). 
HFGCN provides output in the form of utterance-level 
features which are then entered into a fully connected layer for 
emotional classification. 

In the [21] research in 2018, Bi-LSTM and LSTM are 
combined with Attention Layer to classify emotions, while the 
datasets are crawled from the internet. After bi-LSTM and 
LSTM layers are being utilized, a soft voting model is 
deployed as the ensemble strategy to get the final emotion. In 
[11] used ResNet for emotion recognition in audio modality 
and used BERT based model to emotion recognition in text 
modality. Then final score is being calculated using weighted 
score formula mention in [11]. 

In the [15] along with MELD dataset, a Bidirectional 
LSTM model was built to classify the emotions. This 
bidirectional LSTM will be included as a baseline model for 
the unimodal emotion model in this experiment. Also, in the 
[22], there are some bidirectional architectures that were 
experimented on. The best architecture will be included as the 
baseline model in this experiment. The unimodal model that 
will be built is the modified version from these two baseline 
models. Then, for the multimodal classification, voting will be 
performed from the predictions which are generated by these 
baseline models as the benchmarks. 
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III. RESEARCH FRAMEWORK 

The topic of this research is to recognize emotion through 
classification from the model that will be built with 
multimodal dataset. Many Machine Learning and Deep 
Learning models have been researched to do emotion 
recognition tasks in the multimodal dataset. Common 
multimodal datasets such as IEMOCAP, AFEW, OMG, and 
MELD are being widely used to train the emotion recognition 
model. Most research uses bimodal such as audio and text 
dataset, there are also few research that use audio, facial, and 
text features. There are many combinations of methods in 
multimodal dataset, but to find the most effective one for 
emotion classification, it will need a lot of experiments. 

This research proposed deep learning models to recognize 
emotions in the two dataset modalities in the MELD dataset. 
This research will be done in supervised learning as MELD 
has already been labeled to train deep learning models. For 
audio features, bidirectional LSTM (Long-Short Term 
Memory) will be used to classify emotions. Then, as for text 
modality, BERT will be deployed to extract contextual 
features and classify the emotions. Lastly, voting ensemble 
learning is also being experimented in research. 

As shown in Fig. 1, this research starts from choosing the 
topic of the research, and then studies all the literature related 
to the topic. After that the method and deep learning model is 
chosen. The next part will be preparing the dataset, 
preprocessing the data, and extracting the features from the 
dataset. Then, in the next part of the research, the model will 
be tuned, then train the model for each modality, which are 
audio and text. After that, voting ensemble learning is applied. 
At last, after all models are trained, the models will be 
evaluated using evaluation metrics such as F1-score and 
confusion matrix, then analyze the experiment result, and 
conclude the experiment result in the paper. 

 
Fig. 1. Experiment scenario. 

A. Preparing Dataset 

In this research, MELD dataset will be used to train and 
build the model. MELD [15] contains 13,000 utterances from 
1,433 dialogs in the TV series called “Friends”. The dataset is 
divided into three parts, train, test, and dev. Every utterance 
from 1,433 dialogs already has emotion label and sentiment 
label. The dataset contains three modalities, which are audio, 
facial, and text modality. There are seven emotion labels 
annotated in the dataset, Joy, Sadness, Fear, Anger, Surprise, 
Disgust, and lastly Neutral. There are also three annotations 
for sentiment analysis, such as neutral, positive, and negative. 
But in this research, only emotion labels will be used as the 
label to train the model. 

The distribution of the emotion in the dataset is shown the 
Fig. 2. The train part contains the most data, while test and 
dev parts contain less data respectively. Fig. 3 below will 
show how the emotion labels are divided in percentage using 
pie chart. Neutral label is dominant with 47% label from all 
emotion label that exist in the MELD dataset. Then followed 
by Joy with 17%, Anger and Surprise with 12% each, Sadness 
is 7%, Disgust is 3% and Fear with only 2% from the dataset. 

As the dataset is greatly imbalance, which will affect the 
model’s performance, the emotion labels in this experiment 
will be converted to only five emotion labels, which are 
neutral, anger, joy, sadness, and surprise. Fear and disgust are 
excluded because of the lack of data. As for the train data, the 
labels distribution will be divided into 683 data for neutral, 
anger, joy, and surprise, and sadness label. The total training 
data for the model will be 3415. The data distribution bar chart 
is represented in Fig. 4. 

 
Fig. 2. MELD label distribution. 

 
Fig. 3. Labels percentage. 
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Fig. 4. Training data distribution. 

B. Feature Extraction 

There are two feature extraction methods in this research. 
For text data, raw texts are tokenized with Distil-BERT 
model. As for the audio modality, the audio file will be 
extracted into MFCC [23]. Feature extractor methods are 
being used to convert the raw data so that the data can be 
learned by the model. After features are extracted from the 
dataset, there will be unimodal emotion recognition to classify 
emotion from given features. As for text data, an embedding 
layer will be applied before Bidirectional LSTM to understand 
the context of the text. 

IV. THEORY AND METHODS 

A. Emotion Recognition 

Emotion recognition is one of the topics that has been 
widely researched along with the development of AI 
(Artificial Intelligence), the main reason being that the 
application of emotion classification is carried out on many 
difficult AI tasks, such as creating dialogues, understanding 
user behavior, and multimodal interactions [15]. The 
classification of emotions in a conversation can be used to 
make a suitable response by analyzing the emotions of the 
user. 

Human emotions become the most important aspect to 
perform and develop natural human-machine interaction 
(HMI). While AI is one of the most developed topics in recent 
years, it’ll need data from several modalities. Also, there are 
many methods to be explored to make AI learn effectively. 

B. MFCC 

The mel-frequency cepstral coefficient (MFCC) is an 
interpretation of an audio file in the form of a sequence of 
numbers [23]. The sequence of numbers is obtained from 
dividing raw audio files into frames, then performed some 
steps that are shown in Fig. 5. Lastly, the MFCC array is 
transposed using arithmetic formula. These MFCC numbers 
represented human voices amplitude. 

C. LSTM 

LSTM (Long Short-Term Memory) is one of the Deep 
Learning models derived from the RNN (Recurrent Neural 
Network) model which has special properties [24]. LSTM is 
the proposed solution model after finding the shortcomings of 

the traditional RNN model, where the RNN has a vanishing 
gradient and an exploding gradient, causing the RNN to fail to 
capture long-term dependencies, and as a result, the prediction 
accuracy of the RNN model decreases. 

 
Fig. 5. MFCC process. 

The LSTM network architecture treats the hidden layers 
contained in the neural network as memory units, where the 
memory units collected in one recurrent hidden layer are 
called memory blocks. These memory blocks can be used to 
memorize temporal state from the neural network so that 
LSTM can remember the correlation between features in a 
sequence of time. 

D. BERT 

BERT (Bidirectional Encoder Representations from 
Transformers) is a new Transformer model for language 
representation designed to understand the contextual 
relationship between words from unlabeled text [25]. BERT 
also penetrated the start-of-the-art because it can see the 
context of a sentence from two directions, from left to right 
and from right to left. The BERT model architecture consists 
of a multi-layer bidirectional Transformers encoder. 

BERT can be used to process not only embedding in text 
data, but also perform classification. The total Transformers 
blocks contained in the BERT baseline model are 12 blocks, 
with 768 hidden units, and 12 self-attention heads. The corpus 
used for pre-training in BERT is Books Corpus (800 million 
words) and English Wikipedia (2,500 million words). 

V. PROPOSED METHOD 

The proposed method for this research is shown in Fig. 6, 
Fig. 7, and Fig. 8. There are two models that are used to 
classify emotion from each modality. For the audio data, 
Bidirectional LSTM is used to recognize emotion in audio 
dataset, where the model learns audio features that were 
already extracted into MFCC. 

This SER model’s architecture is based on Bidirectional 
LSTM that was experimented on [15] and [22]. The baseline 
models have two layers of Bidirectional LSTM. These twp 
layers can learn the MFCC features very well, better than 1 
layer or 3 or more layers, based on the first experiment by the 
authors. Bidirectional LSTM that are too complex couldn’t 
perform well with the MFCC features, so the Bidirectional 
LSTM adjusted into two layers. The LSTM unit in the layers 
are 256 and 128 units, respectively. Then, Dense Layer and 
Dropout is applied to reduce the complexity of the output from 
Bidirectional LSTM layers. The SER model architecture is 
shown in Fig. 6. 

On the other hand, Distil-BERT pretrained model is 
utilized to tokenize the raw words from the text dataset. Then, 
the tokenized words are fed into an embedding layer. This 
embedding layer is trained with training dataset to understand 
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the context from the text data. The output from the embedding 
layer is inputted to 3-layered Bidirectional LSTM and 
classifies the emotion. 

 
Fig. 6. Proposed SER deep learning model. 

This TER model’s architecture is based on Bidirectional 
LSTM that was built in [15] and [22]. There are two layered 
Bidirectional LSTM that were applied on both experiments. 
Also, in the [22] there are six layers of BiLSTM and two 
Dense Layers. But the performance of the 6-layered BiLSTM 
is worse than the 2-layered BiLSTM. So, the 2-layered 
BiLSTM can be the baseline model of this experiment. Then, 
2-layered BiLSTM is adjusted into 3-layered BiLSTM which 
can perform better than the 2-layered. Then, a flatten layer and 
three layers of Dense layers are added to reduce the 
complexity of the output from the Bidirectional LSTM layers. 
The TER model architecture is shown in the following Fig. 7. 

 
Fig. 7. Proposed TER deep learning model. 

Lastly, a voting ensemble method is deployed to classify 
the final emotion. The voting ensemble model is shown in the 
following Fig. 8. First, the unimodal models, SER model and 
TER model are trained. After that, each model, both SER and 
TER model predict using the features of the test data. The 
output would be on one-hot encoded format, because of the 
softmax activation function in the last layer in both models. 
This softmax function produces numbers that could be 
interpreted as probability. For example, the prediction 
generated from the first model is ([0.654 0.346]). The second 
model generates ([0.781 0.219]). Because the probability from 
the second model which is 0.781 is higher than 0.654, the 
voting will choose prediction from the second model. 

So, every prediction that is generated from the unimodal 
models will be compared, which model produces higher 
probability. If the SER model generates output with higher 
probability, then the final emotion label will be selected from 
the SER model’s prediction. On the contrary, if TER model 
generates output with higher probability, then the emotion 
label will be selected from TER model. 

 
Fig. 8. Proposed voting ensemble learning. 

The experiment is implemented using Keras library with 
the help of librosa library as the audio feature extractor and 
BERT tokenizer from transformers library built by the 
Hugging Face. The librosa library is utilized to extract raw 
audio files into MFCC while the BERT model was used as the 
word tokenizer in the experiment. 

The details of the bidirectional LSTM and deep learning 
layers which is the proposed method for classifying emotions 
from audio data, text data, and the voting result from the two 
modalities are written in the following tables. The details of 
the SER model are shown in Table I. 

On the other side, the construction bidirectional LSTM and 
deep learning layers for the textual emotion recognition (TER) 
are written in the following Table II. 

TABLE I. BIDIRECTIONAL LSTM LAYERS FOR SER 

Bidirectional LSTM 

Layers Units Dropout Output Size Activation 

Input layer 1 - (None, 128, 1) - 

Masking 1 - (None, 128, 1) - 

Bidirectional LSTM 256 0.4 (None, 128, 512) tanh 

Bidirectional LSTM 128 0.3 (None, 256) tanh 

Dense 64 - (None, 64) ReLU 

Dropout 0 0.2 (None, 64) - 

Dense 32 - (None, 32) ReLU 

Dense 5 - (None, 5) Softmax 
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TABLE II. BIDIRECTIONAL LSTM LAYERS FOR TER 

Bidirectional LSTM 

Layers Units Dropout Output Size Activation 

Embedding  - 
(None, 256, 

768) 
- 

Bidirectional 

LSTM 
512 0.1 

(None, 256, 

1024) 
tanh 

Bidirectional 

LSTM 
256 0.1 

(None, 256, 

512) 
tanh 

Bidirectional 

LSTM 
128 - (None, 256) tanh 

Flatten  - (None, 256) - 

Dense 64 - (None, 64) ReLU 

Dense 32 - (None, 32) ReLU 

Dense 5 - (None, 5) Softmax 

VI. RESULT AND DISCUSSION 

Results from the experiment provided in Table III 
presented model’s performance on the single modality and 
multimodality. Since the MELD has already been divided into 
train and test datasets, the model is being built using train 
data. The validation dataset takes 15% randomly from the 
train dataset to show the learning progress of each epoch. 

The Bidirectional LSTM for the SER task trained with 30 
epochs with batch size 32. While the TER task trained with 
only 20 epochs using the same batch size, which is 32. Both 
proposed SER and TER model used the l2 kernel regularizer 
where the kernel regularizer is set to 1x10-4. This regularizer is 
added to reduce or prevent the models that were built in the 
experiment from overfitting. The optimizer used to train both 
SER and TER model is Adam. For the TER model, the 
learning rate was set to 1x10-5. On the SER model, the 
learning rate was set to 1x10-4 because the number of epochs 
to train SER model is higher compared to TER model. These 
hyperparameters are manually tuned until receive the best 
result. 

The experiment results are compared to some research 
papers shown in the following Table III. The benchmark 
models are trained using the same amount data as the 
proposed model with the same hyperparameters. The proposed 
method could surpass the baseline models with small gaps in 
decimals. If the f1-score is converted from decimal into 
percent, the proposed model does not surpass more than 1%. 
The gap between voting performed on model built by [15] and 
the proposed model approximately 1.5%. 

From the evaluation result that is shown in Table III, 
proposed SER model, TER model, and the vote result based 
on SER and TER models could surpass the F1-score 
benchmarks. The emotion labels are strongly related with the 
context spoken by the speaker. This shows that the embedding 
layer that has been trained could understand contextual 
features better compared to MFCC, so that the TER model 
could perform better in recognizing the emotions given in the 
dataset. 

As for the baseline TER model that was built in [15], an 
embedding layer is added, so the baseline model could learn 
the contextual features from tokenized word like model that 
was built in [22]. Both embedding layers are trained with the 
same parameter from the proposed model, so that the 
architecture of Bidirectional LSTM can be evaluated and 
compared fairly. 

The details of the evaluation metrics such as precision, 
recall, and f1-score for each emotion label are provided in the 
following Tables IV, V, and VI. Table IV contains the details 
from SER model, while Table V contains the details from 
TER model and voting result, respectively. 

The metrics that are shown in Table IV above interpret the 
details of how the proposed SER model predicted each label 
from the test dataset. As the test data mainly contain neutral 
emotion, the precision, recall, and f1-score for neutral emotion 
are good. But, for other emotions such as joy and surprised, 
the model performed poorly on predicting both emotions. 

TABLE III. EXPERIMENT RESULT ON MELD DATASET BASED ON F1-
SCORE 

Modality Approach F1-score 

Audio 

BiLSTM [15] 0.408 

BiLSTM [22] 0.402 

BiLSTM (Proposed) 0.417 

Text 

BiLSTM [15] 0.443 

BiLSTM [22] 0.464 

BiLSTM (Proposed) 0.473 

Multimodal 

Voting from 2 modalities [15] 0.459 

Voting from 2 modalities [22] 0.468 

Voting from 2 modalities (proposed) 0.475 

TABLE IV. EVALUATION METRICS SCORE FOR PROPOSED SER MODEL 

Emotion Precision Recall F1-score Support 

Anger 0.297 0.183 0.226 345 

Joy 0.196 0.067 0.1 402 

Neutral 0.521 0.705 0.599 1256 

Sadness 0.145 0.255 0.185 208 

Surprised 0.145 0.039 0.062 280 

TABLE V. EVALUATION METRICS SCORE FOR PROPOSED TER MODEL 

Emotion Precision Recall F1-score Support 

Anger 0.310 0.446 0.366 345 

Joy 0.344 0.236 0.280 402 

Neutral 0.746 0.584 0.655 1256 

Sadness 0.132 0.284 0.179 208 

Surprised 0.476 0.489 0.482 280 
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The metrics that are shown in Table V interpret the details 
of how the proposed TER model predicted each label from the 
test dataset. Just like SER model, the TER model could predict 
neutral emotion well enough. The difference between the SER 
and the TER model is how well the TER model predicted 
surprised emotion, compared to the SER model. Overall, the 
TER model performed better except in predicting sadness 
emotion label, but only by inches. 

TABLE VI. EVALUATION METRICS SCORE FOR PROPOSED VOTING 

ENSEMBLE 

Emotion Precision Recall F1-score Support 

Anger 0.313 0.452 0.370 345 

Joy 0.363 0.246 0.293 402 

Neutral 0.745 0.582 0.654 1256 

Sadness 0.132 0.288 0.181 208 

Surprised 0.477 0.488 0.482 280 

The metrics that are shown in Table VI above interpret the 
details of the performance from two modalities TER and SER 
combined. Overall, the F1-score in the models is not as good 
as F1-score on the other dataset, for example research by [14] 
on WASSA2018 dataset. The main reason of the overall 
scores only in range 40% of F1-score is because the dataset is 
greatly imbalanced. To cope the imbalanced label from the 
train dataset, undersampling was performed so that the 
training data is much fewer compared to all training data, 
which is 3415 compared to 9989. So, the models only trained 
with one third of the full dataset. 

Secondly, some of the data also does not contain keywords 
that are related to the emotion, for example, in the dataset, 
there is 1 word that is used in different emotions, which is 
“Hey.”  This word is used in joy, anger, and neutral expression 
in the dataset. It creates confusion so the model can’t 
recognize the emotion in each sentence or utterance. 

VII. CONCLUSION 

This study experimented with a deep learning architecture 
which is bidirectional LSTM for doing unimodal emotion 
classification. This study also includes voting ensemble 
learning to combine two different modalities of the input 
information. 

Experimental results on the MELD dataset demonstrated 
the good result of the proposed method. The performance of 
the proposed method could improve the performance from the 
previous state-of-the-art strategies both [15] and [22] around 
1% performance improvement in F1-score on both SER and 
TER model. However, both unimodal models and the 
multimodal model performed poor in predicting some 
emotions such as sadness and joy. 

For future studies, other input modalities such as different 
physiological measurements, or sentiment, or maybe context 
of the dialogue should also be added and included to the 
dataset, so that the input for the deep learning model become 
more complex and richer. Also, the facial features from the 
video dataset could be utilized as a feature to predict the 
human’s emotions. 

The imbalanced dataset also could be tackled by 
upsampling the dataset, especially on some emotion labels that 
only have a little data, which leaves some spaces to work in 
the future. Therefore, more multimodal datasets should be 
evaluated in future work. 
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Abstract—The rapid development of computer information 

technology has made various fault diagnosis and detection 

technologies emerge in an endless stream. As one of the main 

transportation vehicles, the detection efficiency of fault diagnosis 

of railway signal equipment has important practical significance 

for maintaining the overall safe operation of railways. On the 

basis of the traditional FP-Growth algorithm, improve the 

TF-IDF algorithm to realize the weight discretization of text 

features, and realize the improvement of the FP-Growth 

algorithm by adjusting the adaptive confidence and support. The 

FP-Growth algorithm will be improved. FP-Growth algorithm is 

used for performance tests and applications. The results show 

that the minimum running time-saving of the proposed algorithm 

is 1500ms, and the average accuracy of P@N exceeds 85%, which 

is higher than that of the FP-Growth algorithm (81.4%) and 

VSM algorithm (82.1%). The PR curve of the improved 

algorithm is closer to the upper right, which effectively ensures 

the processing of correlated data, and the overall average 

precision performance under the influence of positive and 

negative signal-to-noise ratio values exceeds 95%. And the signal 

curve generated by the algorithm. The error range of the data 

under the four fault types of track circuit, turnout, signal, and 

connecting line floats between 1% and 5%. The improved 

FP-Growth algorithm can effectively analyze railway fault types 

and data. Perform analysis and data processing to minimize 

diagnostic errors. 

Keywords—FP-growth algorithm; gailway; signal equipment; 

fault diagnosis; relevance; frequent itemsets; vector space model 

I. INTRODUCTION 

The railway has always been in the backbone position in 
the modern comprehensive transportation system. It is an 
important infrastructure and the main means of transportation 
for the public in China, and also an important industrial sector 
to promote the national economy and social development. With 
the rapid development of China's railways in recent years, the 
safety requirements for railway transportation are becoming 
increasingly strict. With the in-depth development and 
application of information technology, the era of big data has 
come [1]. In the aspect of railway, the important premise to 
ensure traffic safety is to ensure the normal operation of 
railway signal equipment. Under the railway big data 
application platform, using data mining technology to process 
fault text data is one of the current research hotspots. The fault 
text data is extracted and mined, and the final results can guide 
maintenance personnel to process the fault equipment. As 
important technical equipment, railway signal equipment plays 
a key role in organizing and directing train operations, ensuring 
running safety and transportation efficiency. However, the 

types and causes of railway signal faults are complex, and 
traditional detection methods are difficult to detect railway 
signals. Once the signal equipment fails, it is easy to cause a 
major safety accident, which will seriously affect the 
maintenance efficiency and endanger the life safety of the staff. 
The rapid development of information technology provides a 
variety of diagnostic methods for the detection of railway 
signals. Different methods are used to diagnose railway faults, 
such as the application of neural networks, fuzzy logic fault 
diagnosis, expert diagnosis systems, etc. Data analysis of fault 
signals is one of the key contents of detection. Common text 
data association analysis algorithms include Apriori 
Algorithms and Frequent Pattern Growth (FP-Growth) 
algorithms. The correlation algorithm can provide a practical 
basis for fault diagnosis based on ensuring the correlation 
analysis of signal detection data. The FP Growth algorithm is 
often used in data mining processing because of its fewer 
traversal times and the ability to compress the data, but its 
application effect will be affected by the data type [2]. 
Therefore, it is studied to improve the traditional FP Growth 
algorithm and discretize the weight value of the text feature 
based on considering the type and characteristics of the railway 
fault causes, to ensure the objectivity and standardization of 
data processing, and adaptively set the confidence and support 
to reduce the non-objectivity of manually set parameters, to 
detect and analyze the railway signal fault problems with the 
improved FP Growth algorithm. The research ensures that the 
improved FP Growth algorithm can better analyze and process 
the fault information by discussing the status quo of relevant 
research methods and designing experimental methods, and 
verifies the effectiveness of the proposed algorithm with the 
help of simulation experiments and algorithm comparison, in 
order to provide new data diagnosis and treatment means for 
future railway fault maintenance and operation maintenance, so 
as to ensure the normal operation of railway construction. 

II. RELATED WORKS 

The construction and operation of the railway system and 
the information transmission of the command and dispatch of 
the trains are all centered on the signal equipment. With the 
increase of traffic volume, it is very important to strengthen the 
fault detection of the signal equipment to ensure the normal 
development of railway safety operation and maintenance. 
Different scholars have put forward different views on the 
detection and processing of railway signals. For example, Fang 
et al. used FP growth algorithm to carry out secondary 
equipment defect monitoring, and used frame algorithm to 
establish an exception model [3]. Jiang et al. used FP growth 
algorithm for association analysis and data mining, but found 
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that this algorithm still has problems of low query efficiency 
and frequent item set traversal [4]. Yang and other scholars 
used the text mining intelligent fault classification model of 
signal equipment to realize the feature extraction and 
transformation of text information, and combined the 
characteristics of different classifiers. The ensemble study of 
learning classification was carried out under the experimental 
results. The experimental results showed that the model has 
high accuracy and recall [5]. Yuan and his team used the biased 
classification algorithm to divide the data flow of railway fault 
signals, and divided the data into line segments. The data block 
matrix is constructed to realize the integrated calculation of 
data consumption, and the experiments have verified that the 
algorithm can effectively reduce the memory consumption and 
greatly improve the data operation efficiency [6]. Han 
combines the hash table technology with the original FP 
growth algorithm, and conducts database experiments on it. It 
is found that the improved algorithm effectively shortens the 
running time, and its advantages gradually become prominent 
with the decrease of support [7]. Scholars such as Jiyang QI 
fully consider other external and objective factors when 
carrying out fault diagnosis, not only using a single indicator 
such as fault symptoms as the judgment standard, but also 
using the Weibull distribution model to calculate the failure 
rate based on, and carry out example analysis, the experimental 
results prove that the proposed algorithm can greatly improve 
the accuracy of fault diagnosis, and effectively reduce the 
interference of multi-information fusion on fault diagnosis [8]. 
Due to the diversity and complexity of information storage and 
application, word segmentation algorithms and topic models 
are used to extract features from information data, and then use 
support vector machines to diagnose equipment faults. It is 
found that the algorithm can provide algorithm guidance value 
for railway operation and maintenance [9]. Zhang scholars use 
association rules to achieve fault diagnosis of railway signals, 
and use TF-IDF algorithm to achieve fault feature extraction. 
The average diagnostic rate of this algorithm is 11.44% higher 
than that of Bayesian network [10]. Scholars such as Cheng 
integrate particle swarm optimization and minimum entropy to 
improve back - rolling the product method is used to detect the 
faults of rolling bearings, and the auxiliary coordinate 
transformation is used to optimize the algorithm. In the 
experimental simulation, it is found that the algorithm has good 
deconvolution performance, which effectively improves the 
diagnosis accuracy [11]. Zheng et al. designed constraints and 
screened data features to diagnose UAV flight faults. The 
experimental results show that the rule base of the improved 
algorithm has good scale growth and good application effect 
[12]. Ding scholars added the tail attribute to the traditional FP 
Growth algorithm to achieve tire data analysis. The 
experimental results show that the improved algorithm can 
effectively find the quality influencing factors and data feature 
mining [13]. Li et al. The fault feature vector acquisition and 
neural network improvement are carried out with the particle 
swarm optimization algorithm. The improved algorithm can 
show a short training time under the fault signal data of 
different states and its diagnosis accuracy rate is above 95%, 
which has a good application potential [14]. Jin and his team of 
scholars the power grid fault diagnosis based on layer data 
fusion is used to construct the model to process the data of 

different information sources, and the restoration path 
algorithm based on the fault rules is used to make the optimal 
judgment of the power supply restoration path. The results 
show that the method has strong practicability and effective the 
accuracy of power grid fault diagnosis has been improved [15]. 
At the same time, Cho and other scholars have achieved a safe 
and efficient train by reviewing and analyzing the control unit 
and current relay interface of the automatic train protection 
system, and detecting the fault type after analyzing the cause of 
the fault [16]. 

Fuzzy logic method, artificial neural network method and 
other methods will be interfered by artificial thinking to a 
certain extent when detecting railway signals and the 
application of FP-growth algorithm to railway fault detection 
has attracted the attention of many scholars. Fang et al. used FP 
growth algorithm to conduct secondary equipment defect 
monitoring, and used Hadoop framework and Mapreduce 
algorithm to establish an exception model. The results show 
that the algorithm can effectively find equipment abnormal 
defects and provide a data basis for diagnosis [17]. In order to 
reduce the disadvantage that feature extraction of fault data 
mostly depends on manual work, Jiangquan scholars use 
convolutional neural network to perform two-dimensional 
transformation and feature extraction of signals, and the 
algorithm proposed has good application timeliness under 
different cost and load conditions [18]. Scholars such as Syakur 
MA use the FP-Growth algorithm to understand the clustering 
results and classification of sales data and customer data, and 
use It can better explore the correlation between the subject and 
object of commodity consumption, and combine it with the 
frequent pattern tree to determine the item set. The test results 
show that the algorithm can effectively mine the data 
relationship, improve the average processing time of the data, 
and achieve better smooth operation efficiency. Guarantee 
[19]. Scholars such as Ariestya WW use frequent patterns and 
a priori algorithms to process selection, transformation and 
evaluation of data, and then conduct marketing strategy 
analysis to analyze the degree of consumer demand. The 
experimental results show that this method is used in data 
processing. It has good application performance and effectively 
provides a supporting basis for the formulation of consumer 
marketing strategies [20]. 

The railway fault signal detection can analyze its fault 
signal according to the classification idea. Some scholars use 
text data mining, biased classification algorithms and frequent 
patterns to identify and analyze the fault signal. Considering 
the complexity of the fault signal and the multi-source of the 
data, some scholars use wavelet decomposition, particle swarm 
optimization algorithm and convolution neural network to 
transform the features, and they have achieved certain results. 
Some research results of FP growth algorithm application, 
defect detection and data classification also show that it can be 
used in better classification and recognition. Based on this 
research idea, the text feature data with discrete weight is 
proposed as the input value of FP Growth algorithm, and the 
algorithm is improved through adaptive setting, effectively 
taking into account the characteristics and changes of railway 
signal fault data. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

666 | P a g e  

www.ijacsa.thesai.org 

III. FAULT DIAGNOSIS ANALYSIS OF RAILWAY SIGNAL 

EQUIPMENT BASED ON IMPROVED FP-GROWTH ALGORITHM 

A.  Application of Improved FP-Growth Algorithm in Signal 

Fault Diagnosis 

The continuous increase of railway lines and the continuous 
updating of signal equipment make the fault diagnosis records 
in the operation and maintenance of the current railway system 
mostly exist in the form of text, and the traditional railway text 
data are mostly analyzed from the aspects of safety 
management, and are not based on the type of fault diagnosis. 
It is difficult to improve the efficiency and accuracy of fault 
diagnosis by analyzing the characteristics and causes of faults. 
It is difficult to improve the efficiency and accuracy of fault 
diagnosis. The phenomenon of multiple meanings, the 
difference of signal fault text records and the existence of 
redundant information make the diagnosis of railway signal 
faults difficult. There are problems such as untimely and 
inaccurate problems, which further increase the difficulty of 
railway signal equipment diagnosis. Therefore, on this basis, 
the research is based on text data to carry out feature extraction 
and data mining to improve the accuracy of fault diagnosis, 
that is, to establish an association rule based the fault detection 
of the fault signal can realize the diagnosis and real-time 
analysis of the fault type and cause from different aspects. 
First, the fault signal text is segmented and feature extracted to 
ensure the vectorization of its data. The Vector Space Model 
(VSM) will the feature item is used as the smallest unit of the 
text, and the corresponding feature weight is given to it, and 
the mathematical expression of the model is shown in the 
formula [21]. 

1 1 2 2 3 3( ) ( , ; , ; , ;....; , )i i i i n inV d t w t w t w t w
         (1) 

In formula (1), is nt the first n feature item inw of the 

text, and is the feature weight corresponding to the id feature 

item nt . The weighted algorithm TF-IDF (Term Frequency - 
Inverse Document Frequency) algorithm is often used in data 
mining, and its core idea is to evaluate the importance of a 
word to a certain document in the corpus, its calculation 
formula is shown in the formula. 

. . .*t d t d t dW tf idf
               (2) 

formula (2), is .t dW the weight value of the .t dtf feature 

value in the text, t and .t didf is the word frequency and the 

inverse document frequency, respectively. The calculation 
formulas of the word frequency and the inverse document 
frequency are shown in formula (3) and formula (4). 

. . ./t d t d knt dtf n                 (3) 

 . .log / 1t d t didf N N 
            (4) 

equations (3) and (4), .t dn is the number of times the 

feature value appears in the .knt d text, is the sum of the 

number of feature values in the text, is the total number N of 

texts, and is the number .t dN of texts with feature values in the 

text. The individual differences of text data and the appearance 

of synonyms will increase the difficulty and accuracy of fault 
diagnosis. The research adjusts the traditional Term 
Frequency-Inverse Document Frequency (TF-IDF) algorithm 
to obtain the formula (5)). 

 . . . . ' .' * *log / 1t d t d t d t d t dW tf idf tf N N  
     (5) 

In the formula, is . 't dW the final weight of the feature item, 

.t dtf and nt is .t didf the word frequency and inverse document 

frequency of the feature item, ' . . .n mt d t d t dN N N  , respectively, 

and is the sum of the number of texts nt containing the feature 

item ,n mt t . At the same time, the fault feature weight is 

discretized and divided into three categories according to its 
importance., and the value of 0-2 indicates the low, general and 
high importance. Fig. 1 is a schematic diagram of the level 
division under the weight discretization. 

When marking the keywords extracted by the algorithm, it 
is evaluated by means of the hit rate (Recall), the accuracy rate 
(Precision) and the comprehensive evaluation (F measure). 

Re *100%
real re

real

Y X
call

Y




           (6) 

Pr *100%
real re

real

Y X
ecision

Y




           (7) 

2*Re *Pr
*100%

Re Pr

call ecision
F measure

call ecision
 

      (8) 

In formulas (6)-(8), it realY represents the keyword set 

obtained by the measurement algorithm, which is realY the 

keyword set under manual marking. To diagnose and detect 
railway signal faults, it is possible to determine the fault feature 
layer, fault type layer and the fault cause layer realizes the 
subdivision and classification of fault information, and then 
provides a reference for subsequent countermeasures and 
improvements. For a variety of railway fault signal 
information, the text information data is often analyzed by 
means of association analysis. The value correlation or 
association pattern between itemsets is found in a large number 
of databases, emphasizing the interdependence between data, 
and then helping decision making and judging the feasibility of 
data. The key lies in the decomposition of association tasks and 
the formulation of association rules. The running framework of 
association rules is shown in Fig. 2. 

Characteristic words

A
tt

ri
b
u

te
 w

e
ig

h
t

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

1 2 3 5 6 7 8 9 10 114
0.000

High (2)

Low (0)

General (1)

  

Fig. 1. Schematic diagram of grade division under weight discretization. 
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Fig. 2. Schematic diagram of association rule operation framework. 

Association rules mainly realize the processing of itemsets 
by scanning the data set and determining the support degree, 
which is A B an implication of the form, which ,A B is an 

itemset containing one or more items, ΦA B  , which is 
the antecedent ,A B of the association rule. and consequent. 

The constraints of association rules are the minimum values of 
support and confidence, and their mathematical expressions are 
shown in equations (9) and (10). 

   sup /A count A T D 
          (9) 

Equation (9) is the calculation formula of the support 
degree, which is expressed as the ratio of the frequency of a 
certain item set appearing in the transaction to the 
corresponding transaction number, where ,D A is the 

corresponding transaction database and item set, and 
sup count is the corresponding support degree count. 

Confidence is expressed as the ratio of the probability that two 
related rules appear at the same time to the probability that a 

single rule appears  confidence A B , and its mathematical 

expression is Equation (10). 

     sup / supconfidence A B count A B count A   
(10) 

Frequent Pattern-Growth (FP-Growth), as a typical 
algorithm for solving association problems, is different from 
the Apriori algorithm that scans each potential frequent 
itemset, which only scans the database twice and does not 
generate candidate sets. In the case of compressing the 
database containing frequent itemsets into a frequent pattern 
tree (Frequent Pattern-Tree, FP-tree), the frequent itemsets are 
obtained. The FP-Growth algorithm reduces the processing of 
itemsets to a certain extent. In the transaction database 
processing, the sorted frequent itemsets are used to reconstruct 
the database, then the root node of the tree is created, and the 
transactions are compressed into the FP-Tree branch in the 
form of merge prefix to realize the frequent itemsets. Fig. 3 
shows the construction process of the algorithm pattern 
number. 
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Fig. 3. Construction process of algorithm pattern number. 

However, the traditional FP-Growth algorithm will 
artificially set the minimum support degree and the minimum 
confidence degree when dealing with related transactions, 
which makes the selection of algorithm parameters to a large 
extent subjective and arbitrary, and it is difficult to ensure the 
authenticity of the algorithm and the operation. Feasibility. 
Also, the ambiguity of determining the size of frequent 
itemsets will also cause the pattern tree to consume more 
memory during the traversal process, thereby reducing the 
efficiency of data mining. Therefore, the research is based on 
this to eliminate the defects of artificially setting parameters., 
based on the characteristics of the data itself, the minimum 
support and confidence are set. The improved FP-Growth 
algorithm first sorts the support number of the transaction set in 
descending order, and builds a sequence table corresponding to 
“order-value”, in which There is a monotonically decreasing 
relationship trend between the sequence value and the ordinal 
value. The polynomial curve fitting function is set by the 
numbers corresponding to the ordinal-value table, and its 
mathematical expression is shown in formula (11). 

0

( ) *
t

i
i

i

y f x m x


 
            (11) 

In formula (11), ,y x is the serial number value and the 

sequence value, t is the support number, i is the item set, and 

m is the upper limit of the interval satisfied by the function. 

Perform the quadratic derivative of the obtained function to 
obtain the second-order derivative function, as shown in 
formula (12). Show: 

2

2

' ''( ) ( 1)* *
t

i
i

i

y f x i i m x 



  
        (12) 

When the sequence value of the second derivative function 
of the fitting curve appears for the first time in the interval, 

' ''( ) 0y f x  the sequence number value under the point is 

rounded down, and the rounded result is used as the algorithm 
parameter. Then set according to the adaptive support degree 
Threshold, get deleted items less than support degree, merge 
them to get sub-database, build its TP-Tree with sub-database, 
at this time, the data sub-database realizes the association of 
frequent itemsets under the recursive call tree structure Mining, 
but also to ensure that the obtained results are strong 
association rules. 
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B.  Design of Railway Fault Signal Diagnosis System 

The detection and diagnosis of railway signals based on the 
improved FP-Growth algorithm is to mine the rules in the fault 
storage knowledge base, and the reasoning flow chart is shown 
in Fig. 4. 

By judging the fault characteristics of railway signals and 
saving them in a comprehensive database, and judging whether 
there are countermeasures for the type of problem, if so, the 
fault diagnosis results will be output directly, if not, the 
information characteristics will be screened in the historical 
fault database. Extraction, reasoning and correlation judgment, 
and consider a variety of factual basis in the process of fault 
type and cause analysis, and directly seek manual diagnosis 
when it is difficult to obtain a clear diagnosis result. This fault 
diagnosis process can effectively realize the processing of 
information data, detection, judgment, etc. effectively ensure 
the efficiency and accuracy of detection. The diagnosis of 
railway fault signals is the basis for staff to carry out 
equipment maintenance. The design of railway signal 
equipment fault maintenance system can make the diagnosis 
results intuitive, so as to carry out corresponding diagnosis 
countermeasures Research. On the basis of improving the 
FP-Growth algorithm, the research proposes a multi-level 
signal diagnosis structure including fault diagnosis, fault data 
management, post-maintenance management and user 
management. The picture shows the architecture diagram of the 
railway signal equipment fault repair prototype system. 

As shown in Fig. 5, the architecture diagram of the fault 
repair prototype system includes the presentation layer, the 
business logic layer and the data access layer to realize the 
input and storage of the fault data, the logical interaction of the 
data business information and the human-computer interaction 
of the personnel related to the fault information., and then 
realize the cause and effect of fault data and interactive 
processing. The most important one is the business logic layer. 
The fault word database is established through the fault signal 
record, and then the knowledge base and data reasoning are 
used to diagnose the strong correlation. The fault causes of the 
rules are identified, and this is used as a reference for the 
maintenance plan to judge whether it needs manual 
modification. Continuously improve the fault case database of 
railway signal equipment and improve the overall fault 
diagnosis efficiency. 

At the same time, when combining association rule mining 
and manual identification and diagnosis results, in order to 

avoid the omission of important fault causes, @P N is used as 

the evaluation index, and its meaning is expressed as the 
accuracy rate of the retrieved fault cause as the real cause, and 
its calculation formula as shown in formula (13). 

1

@ ( ) /
n

j

P N I j n



             (13) 

In formula (13), n is the set number of output fault causes, 

( )I j and is the ratio between the input value of the test set 

conforming to the fault cause under the diagnosis algorithm 
and the actual cause of the fault, if the diagnosed cause is 

consistent with the actual cause, then @P N The value of 1. 
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Fig. 4. Schematic diagram of fault diagnosis process. 
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Fig. 5. Architecture diagram of railway signal equipment fault maintenance 

prototype system. 

IV. APPLICATION ANALYSIS OF RAILWAY SIGNAL 

EQUIPMENT FAULT DIAGNOSIS UNDER THE IMPROVED 

FP-GROWTH ALGORITHM 

The development momentum of railway construction 
projects has shown a good trend with the enhancement of 
China's economic strength. As one of the main means of 
transportation in China, the safety monitoring awareness of 
railways increases with the development of safety accidents. 
Research is improving FP- With the support of the Growth 
algorithm, the fault signal system is designed and analyzed 
experimentally. First, the experimental development 
environment is set up. The fault detection application 
environment includes two parts: browser and mobile terminal. 
The main parameter setting conditions are shown in Table I. 
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TABLE I. DEVELOPMENT ENVIRONMENT OF THE SYSTEM 

Software type Development environment Version 

Browser 

Operating environment Windows7 64bit 

Hardware environment 
Hardware environment i7-4790 CPU @ 3.60GHz 8G R 

Development tool MyEclipse8.5 

Software environment 

Database MySQL (5.5.2) 

JDK JDK1.8 

The server Tomcat7.0 

Mobile end 

Operating system Android4.0.4 or above 

Hardware environment RAM 512M ROM 1G or above 

Development tool Android Studio 

The key to the detection of railway faults is to accurately 
judge the causes of the fault types. However, the levels and 
contents involved in railway operation and maintenance are 
relatively complex, and the original fault storage data has a 
certain amount of meaningless content. Research Using the 
VSM algorithm as the comparison algorithm, randomly select 
transaction data in the fault database for analysis, and ensure 
the consistency of the corresponding algorithm parameter 
settings when comparing the algorithms. The VSM algorithm 
uses the space vector of the feature items to represent the text 
information. The text similarity problem is transformed into a 
dimensional space vector problem. The data is counted and 
sorted on the algorithm running time and correlation accuracy, 
and the results are shown in Fig. 6. 
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Fig. 6. Comparison results of running time and fault correlation accuracy of 

three algorithms. 

In Fig. 6, “I - FP Growth algorithm” represents the 
improved FP-Growth algorithm proposed by the study. It can 
be seen from Fig. 6(a) that with the increase of transaction data 
volume, the performance of the three algorithms. The running 
time is quite different. The specific performance is that the 
overall running time of the traditional FP-Growth algorithm 
shows an upward trend. The minimum and maximum values 
are 350ms and 1700ms respectively, while the improved 
FP-Growth algorithm is It shows a downward trend first and 
then upward trend, and takes 3000 data sets as the dividing 
point, the minimum and maximum values are 1500ms and 
2400ms, respectively. The VSM algorithm shows a relatively 
obvious numerical fluctuation. The reason is that the 
improvement of FP-Growth The algorithm can reduce the 
frequent itemsets occupying memory by dividing the database 
into subsets, and avoid the redundant database under the 
condition tree generation of the original algorithm. The results 
in Fig. 6(b) show that the P@ N is higher than the other two 

algorithms, and its average accuracy exceeds 85%, which is 
about 5 times and 9 times that of the other two algorithms. The 
average accuracy of the traditional FP-Growth algorithm and 
the VSM algorithm are 81.4% and 82.1, respectively. %. The 
reason is that the improved FP-Growth algorithm can mine the 
correlation between the fault information by discretizing the 
weight feature words, which greatly improves the diagnostic 
accuracy of the algorithm. However, the traditional FP Growth 
algorithm and VSM algorithm lack of consideration of the 
potential information in the fault text data, and when 
encountering texts with similar contents but with synonyms, 
the calculated similarity will be far from the actual. Because 
the number of topics is artificially determined, there is a certain 
degree of experience, which ultimately leads to less fault 
features, and it is difficult to deeply mine the associated 
meaning of fault information, so it is difficult to maintain the 
accuracy of inferred information. The accuracy of the three 
algorithms is calculated, the result is shown in Fig. 7. 
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Fig. 7. PR curves of three algorithms. 

The research uses the Precision-Recall (PR) curve as a 
judging tool. The more the PR curve is convex to the upper 
right, the better the data classification effect is. The PR curves 
on A and dataset B are closer to the upper right, and their 
average accuracy reaches 87.15%, which is much higher than 
the 83.12% and 81.06% of the FP-Growth algorithm and the 
VSM algorithm. The reason is that the VSM algorithm and the 
FP-Growth algorithm. It is difficult to reduce the negative 
impact of objective factors and algorithm parameters on the 
results of data processing only with vector features and 
correlations. The improved FP-Growth algorithm can 
effectively take into account the characteristics of railway 
signal faults for correlation analysis, reducing redundant and 
redundant data. Then, the statistical results of the algorithm are 
organized, and the results are shown in Fig. 8. 
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Fig. 8. Average precision results of different algorithms under 

signal-to-noise ratio. 

Fig. 8 shows the average precision results of SNR under 
different algorithms. Fig. 8(a) shows that when the SNR is 
negative, the average precision results shown by various 
algorithms are quite different. When the ratio is -8 to -6, the 
average precision is from large to small as I- FP-Growth > 
RNN > VSM > MCNN > SVM > CNN, and when the 
signal-to-noise ratio is -6 to -0, the average precision is from 
large to the smaller is I- FP-Growth > MCNN > RNN > SVM 
> CNN. The average precision of the I- FP-Growth algorithm 
and the CNN algorithm shows a good upward trend, and the I- 
FP-Growth algorithm is better than the CNN algorithm. In 
Fig. 8(b), when the signal-to-noise ratio is positive, the overall 
average accuracy performance of the algorithms from good to 
poor is I -FP-Growth > MCNN > SVM > CNN > RNN > 
VSM, where I -FP-Growth algorithm The average precision 
shown is more than 95%, and the maximum value is 98.2%. 
The accuracy performance is second only to the I -FP-Growth 
algorithm for the MCNN algorithm, and the maximum value of 
the MCNN algorithm is 96.3%. As the ratio of signal power 
and noise power, the signal-to-noise ratio is one of the 
important indicators to characterize the signal quality. It may 
be difficult to express a good communication effect if signal 
power or noise power is used to represent the quality of signal 
processing. However, the reduction of signal-to-noise ratio will 
increase the bit error rate, which will greatly reduce the visual 
presentation effect of signal quality. When the SNR value is 
very low, it indicates that the working environment suffers 
from great noise interference, and the method in this paper still 
obtains satisfactory diagnostic accuracy in the task of adding 
very low SNR value noise signal. Although the noise causes a 
great difference in the data distribution of the training and test 
data sets in the target task, the method in this paper can still 
achieve effective fault diagnosis, which shows that the method 
in this paper has excellent robustness, can complete 
high-precision and stable fault diagnosis when the noise is 
seriously disturbed, and has good feature stability. The 
FP-Growth algorithm is less affected by the value of the 
signal-to-noise ratio, and is in an upward trend as a whole, and 
its average precision performance is better than other 
algorithms. The proposed algorithm is tested for signal 
generation and selected under different fault types. The signal 
data of the real curve is compared with it, and the results are 
shown in Fig. 9. 
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Fig. 9. Signal generation results under four fault types. 

Fig. 9 represents the traditional FP-Growth algorithm, “Test 
signal 2” represents the improved FP-Growth algorithm, 
Fig.  9(a)-(d) are the track circuit fault, switch fault, signal 
fault and the connecting line is faulty. The results in Fig. 9(a) 
show that the test data 2 has a large difference between the real 
signal and the data before the time point of 300s, but with the 
increase of time, the magnitude of the power difference 
between the two is not More than 5%. However, the error 
between the signal curve graph of test data 1 and the real signal 
curve is large, and the fluctuation between the time point range 
(0-750) s is large. In Fig. 9(b), the test data the generated signal 
curve of 2 is continuous, and the time point at which the peak 
appears is basically the same as that of the real signal, and the 
trend is roughly the same. The signal curve of the improved 
algorithm in Fig. 9(c) is in the range of time points (0-380)s. 
The error range amplitude The value is less than 3%. The 
traditional FP-Growth algorithm curve has short and small 
fluctuations in a large range, and the error value compared with 
the real signal curve exceeds 6.8%. In Fig. 9(d), the curve of 
the improved FP-Growth algorithm is compared with the real 
signal. The fluctuation of the curve is basically the same, and 
the error margin value is less than 1%. However, the signal 
trend curve of the traditional FP-Growth algorithm has begun 
to deviate from the real signal curve after the time point is 
100s, and the signal missing phenomenon occurs at the time 
point of 400s. The above results show that the improved 
FP-Growth algorithm can effectively detect and analyze signals 
of different fault types, and its accuracy and algorithm 
performance are better, which can effectively provide data 
support for fault diagnosis and maintenance countermeasures. 

V. CONCLUSION 

At present, the detection and diagnosis of railway faults 
mostly rely on manual operation. The complexity and 
redundancy of data types increase the difficulty and accuracy 
of fault analysis, and it is difficult to provide a guarantee for 
railway safety operation and maintenance. Based on the 
analysis and extraction, the improved FP-Growth algorithm is 
used to detect the fault signal data, and its performance test and 
application analysis are carried out. The results show that the 
improved FP-Growth algorithm takes 3000 data sets as the 
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dividing point. The maximum and minimum time are 2400ms 
and 1500ms, respectively, which are significantly higher than 
the 350ms and 1700ms of the traditional FP-Growth algorithm, 
and its P@N accuracy is 5 times and 9 times that of the other 
two algorithms. The classification performance of data mining 
is better, and its average accuracy reaches 87.15%, which is 
much higher than 83.12% and 81.06% of the FP-Growth 
algorithm and VSM algorithm. The average accuracy of the 
Growth algorithm is better than other algorithms, with a 
maximum value of 98.2%. The error values between the signal 
generation results and the real signals under the four fault types 
are small, all lower than 5%. The above results show that the 
improved FP-Growth algorithm proposed by the study is less 
affected by the value of the signal-to-noise ratio, and its 
performance is better than other algorithms in terms of running 
time saving and accuracy, and can effectively diagnose fault 
data. The research only selects text data as the data source for 
analysis, which makes the fault problems it solves more limited 
and less comprehensive. For example, the data generated by 
microcomputer monitoring may also be an important source of 
fault problems. Strengthening the diagnosis and analysis of 
multiple data is one of the important contents to be studied in 
the future. At the same time, the research only uses the feature 
weight number as the source of fault analysis, without taking 
into account the post fault risk, Therefore, it is necessary to 
carry out combined weighting in the later stage to ensure the 
accuracy of fault information features. 

VI. FINDINGS 

The research is supported by Provincial Project: Research 
and Practice of “223” Talent Training Model for Railway 
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Abstract—The Increasing food needs and climate instability 

require researchers to innovate agriculture using smart 

greenhouses that are integrated with the Internet of Things (IoT). 

The Systematic Literature Review (SLR) begins with 

determining the topic keywords followed by searching the 

publisher link. It obtains 301 publications to be reviewed, 58 of 

which address the research questions posed. This study aims to 

collect and analyze in depth various knowledge about the 

Internet of Things Smart Greenhouse regarding sensors, 

methods used and publishers who publish the most related topics 

and the possibility of a research gap. The findings are as many as 

12 publications that use temperature and humidity sensors and 

use the research and development methods integrated with 

Artificial intelligence methods, of which 62.1% do not use the 

datasets and 37.9% use the datasets. It obtains two possibilities of 

a research gap, namely improvising the algorithm and the 

dataset used and placing full control on the microcontroller 

development board and making IoT a supporting tool. 

Keywords—IoT; SLR; Smart greenhouse; agriculture; research 

gap 

I. INTRODUCTION 

As the world's population grows and the need for food 
continues to increase and the decrease in agricultural land that 
is used as land for residence requires us to continue to 
innovate to meet these needs. Not only that climate change, 
which is increasingly erratic, make the planting period of food 
crops unstable. One of the innovations that can be done is to 
use a greenhouse in the agricultural process, by using a 
greenhouse the planting process can be carried out 
continuously regardless of the current climatic conditions. The 
placement of a greenhouse can also be done in places with a 
limited area such as the rooftop of a building. However, the 
greenhouse is just a place to grow crops, there needs to be 
innovation which will later be known as the Internet of Things 
Smart Greenhouse (IoTSG). These technological innovations 
include automation, artificial intelligence and the internet of 
things. The integration of these innovations is proven to have 
a good impact on agricultural processes and results in 
greenhouses as described below. This study dissected and dag 
deeper into various IoTSG literature regarding the sensors 
used, the methods applied, publisher statistics and the 
possibility of research gaps that were obtained so that 
improvisation of the IoTSG could be done. 

More specifically about smart green houses, by using 
smart greenhouses, pest control of food crops can be done 
easily. As has been done by [1], the robot sprays pesticides 
around the plants for pest control. Preventive measures by 
predicting plant diseases in greenhouses can also be carried 
out as done by [2], [3] on cucumber and vegetable crops. 

Preventive measures not only in controlling plant pest 
diseases, the harvesting process of mushroom plants can also 
be carried out by robots in a greenhouse environment [4], [5]. 
Irrigation management in greenhouses and large-scale planting 
areas can be done easily with the integration of IoT 
technology and remote sensing [6], [7]. Using the water more 
effectively and efficiently is an important aspect and needs to 
be taken seriously. Adequacy of water sources can be 
monitored and controlled properly by farmers, maintainers and 
administrators using mobile apps. 

Various mobile apps based on the IoT platform can be 
used as part of an agriculture information system, such as in 
the FIWARE case [8], [9], this system allows every mobile 
app holder to convey information models sent to the cloud 
such as planting, harvesting, product packing, transportation 
and distribution of agricultural products. All the information is 
stored properly in the cloud database. 

The development of smart greenhouses equipped with 
sensors, actuators and cloud connections as well as artificial 
intelligence algorithms has also been carried out, but the IoT 
platform system is still suspended [10]. The system that is 
built is called an automated hybrid, some systems work 
automatically and some are controlled manually. 

In sensor data acquisition, the measurement accuracy of 
the measuring instrument is very important so that the 
resulting decision will be very accurate. What needs to be 
done is the calibration of measuring instruments made by 
comparison with standard measuring instruments. Not only on 
measuring instruments or IoT sensor systems, calibration is 
also carried out on measuring instruments or geomagnetic 
sensor systems and soil temperature sensors that produce the 
MAG3119 standard deviation sensor for x coordinates of 8.5, 
y coordinates of 2.66 and z coordinates of 1.9 and standard 
deviation of the DHT11 sensor  of 0.1161 [11]. 

*Corresponding Author. 
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II. RESEARCH METHODOLOGY 

This SLR was carried out with the ultimate goal of 
knowing the main information about the IoTSG that was 
documented. The SLR that was carried out was different from 
Traditional Literature Review (TLR), the SLR was carried out 
methodically and systematically. A good review is a review 
that can be imitated by other researchers and produces a better 
scientific value. In addition, it can also evaluate all existing 
evidence on a validated research topic. The SLR process that 
has been carried out can be seen in Fig. 1. 

 
Fig. 1. SLR process [12]. 

The first thing to do in this SLR is planning a literature 
review by considering the needs of future research and 
defining a literature search protocol. Next, the supervisor 
analyzes and assesses its adequacy. Literature searches were 
carried out on various sources such as Sciencedirect and IEEE. 
This search was conducted using only English keywords. 
Next, conduct an initial review of the search results that have 
been obtained to optimize publications that are very useful. To 

delete duplicate publications and the rest of the results of this 
initial review, an in-depth analysis is carried out. The planning 
and realization stages of the SLR are described next, while the 
analysis of the results is presented in Section 4. 

A. SLR Planning 

To achieve the objectives as described above, Research 
Questions (RQ) are prepared to define research needs in more 
detail. 

RQ1: What are the sensors used 

RQ2: What are the methods used 

RQ3: What publishers most related topics 

RQ4: What are the research gap possibility 

Literature search links include: Science Direct 
(https://www.sciencedirect.com/), IEEE (https://ieeexplore. 
ieee.org/Xplore/home.jsp) and MDPI publisher  
(https://www.mdpi.com/). 

B. Search String 

The search string uses keywords from the pre-planned 
research topic. There are four keywords used in this search, 
namely: IoT, farming, agriculture and greenhouse. The 
combination of four keywords above for literature searches on 
each search link is as follows: 

C. IoT and Farming and Agriculture and Greenhouse 

The search year is limited to 2017 to 2022. Search results 
are entered into the Zotero reference manager 
(https://www.zotero.org/) by forming a folder with the name 
of each folder, including: Sciencedirect and IEEE. 

III. RESULT AND DISCUSSION 

A. Search String Review 

At this stage, a partial review of literature obtained was 
carried out to obtain the most potential literature in this study. 
This partial review was carried out on the title and abstract, 
but in certain specifications a review was carried out on the 
introduction and conclusion. Definitions related to RQ were 
included and potentially useful literature was obtained. The 
realization of this SLR was only done with one search string. 
The total articles obtained were 301 articles as shown in 
Fig. 2. 

The results were generally displayed at the beginning and 
the answer for each RQ was placed after it. From each 
reviewed paper, on average, each paper uses more than one 
sensor. The general number of sensors used were 26 sensors 
as shown in Fig. 3. The most widely used sensors in IoTSG 
were temperature and humidity sensors as many as 12 and the 
second most sensors are soil moisture sensors with 10. 

The method used in each paper was a research and 
development method integrated with various other methods 
such as the addition of artificial intelligence as decision 
support such as recurrent neural networks, artificial neural 
networks, fuzzy logic, decision trees and so on. 
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Fig. 2. SLR Step. 

 
Fig. 3. Sensors used

Development of a meteorological information system 
using the KOSEN Weather Station (KWS) [13], the Google 
web toolkit implementing the inter-browser communication 
method of remote method calls [14], sharing and linking data 
using partnerships for data innovation that provide the 
information needs of farmers [15]. The system can help 
farmers with weather forecasts that are stored in the cloud and 
information can be viewed via a web that is easy for farmers 
to understand. To compare the level of accuracy of KWS, the 

same data was also built using the WXT520 sensor and it was 
proven that KWS was more accurate. 

In greenhouses, there is a way to maximize plant growth 
by adding lighting using LEDs [16]. The method used was 
research and development to build an automatic control 
system for adding lighting using three LEDs among others: 
red LED, blue LED and a combination of both. Plant growth 
was observed using IoT, the results obtained from the addition 
of lighting were better seen from the leaf area index, leaf area 
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rate index and leaf weight rate, besides that the photosynthetic 
activity of plants was the highest if green light was added in 
terms of redistribution of quanta absorbed by the plant the 
entire leaf thickness [17]. 

By utilizing the application of IoT technology in 
agriculture, it is proven to increase productivity and 
production, harvest quality and resource efficiency. This 
research and development has been carried out using case 
studies and models as a service approach [18]–[21] real time 
and historical data and predictive models can be accessed via 
the web [22]. Firebase servers [23], one of the protocols used 
is LoRa which is considered sufficient to transmit small data 
from sensors to the cloud [24]–[26]. The system helps farmers 
because it produces a Decision Support System (DSS). 

To improve the sustainability of agricultural cultivation, 
research and development methods are used integrated with 
deep learning, maps of planting sustainability forecasts can be 
obtained in real time using IoT networks [27]. 

Energy use in agricultural IoT systems is very important, it 
is necessary to pay attention and take into account the peak 
times and prediction models of energy use in IoT-based 
greenhouses have been made. Various algorithms have been 
used with research and development integrated with machine 
learning algorithms such as artificial neural networks, support 
vector machines, extreme gradient boost and random forest, in 
research [28] it was found that random forest produces 
predictions with the highest accuracy compared to other 
algorithms of 92 %. Integrate the Multi agent System to build 
greenhouse energy management to optimize energy use for 
two seasons in one year [29]. The original genetic algorithm 
was also used for predictive lighting for lighting control in the 
greenhouse, from the result of measurements that was carried 
out on growth there was no difference between greenhouses 
with lighting control and those without lighting control, but 
there was an efficient use of electrical energy from 
greenhouses that used lighting control [30]. 

Various algorithms have been developed for smart 
agriculture in greenhouses for various estimates that produce 
contributions, one of which is the algorithm that has been 
developed is a Repetitive Neural Network (RNN) which can 
estimate plant growth rates in greenhouses from 0.75 to 0.81 
in all growth periods [31]. 

To obtain data from physical dynamics, a greenhouse 
requires sensors that are integrated in a wide range. A sensor 
network was built in a wireless sensor network (WSN) using a 
wireless Zigbee module with a mesh topology to sense air 
temperature, CO2 levels [32]. In addition to the Zigbee 
module, you can also use the SL900A module in the UHF 
band [33]. The measurement of wave attenuation for the 2.4 
GHz frequency band that penetrated the greenhouse was also 
measured to determine the effect of the waves on plants [34]. 
The data loss rate between data acquisition units in WSN was 
also measured, where data loss at the gateway was 1.52%, 
between gateways and server was 0.4% [35]. 

Not only in terms of sensor networks in greenhouses, the 
development of robot agriculture with a three-device system 
(3DS) for growth plant monitoring and pest management used 

the main features of spectroscopy in Automated Guided 
Vehicles (AGV) [36]. In addition, by utilizing image analysis, 
image processing technology based on IoT cameras on tomato 
cultivation in greenhouses was able to estimate the number of 
blooming flowers, ripe fruit and harvest date with an error of 
approximately 2.03 days which can support plant growth 
management [37]. Sending the water level measurement value 
from the HC-SR04 sensor using a short message service 
shows good results and efficient [38] , in maximum water 
level  is 3.182m have resolution about 19.2 mm [39] and using 
MW22B multi turn Potentiometer have obtained vertical 
resolution about 0.03 m and error is 1.11% [40].  Detection of 
whole tomatoes used research and development methods by 
integrating Convolutional Neural Network (R-CNN) with an 
accuracy of 87.83% [41]. While using deep learning based 
classification and detection, the accuracy rate reached 99% 
[42], this method showed that the method used had great 
potential for predicting tomato ripeness and yield. A genetic 
algorithm was used to predict tomato growth using data on air 
temperature, PAR radiation and CO2 concentration [43]. 

The algorithms used to estimate plant growth in 
greenhouses can also be used to estimate temperatures in cold 
greenhouses which cause the greenhouse to freeze, the method 
used is research and development by integrating Artificial 
Neural Network (ANN) algorithms and Fuzzy Associative 
Memory (FAM) with the effectiveness of the results reaching 
90% accurate [44] The root mean square error for temperature 
prediction with a value of 0.2, CO2 1.29 and humidity 0.14 
[45], using a network of long short term memory and 
Recurrent NN with a root value mean square error of 0.289 
[46]. The estimation of soil moisture content or soil moisture 
as a planting medium in a greenhouse can also use the ARX, 
ARMX, BJ and State algorithms with values of 91.31%, 
91.09%, 91.08% and 90.75% [47]. The development model of 
Soil Moisture Forecasting (SMF) to activate Constant 
Moisture Automatic Irrigation (CAIS) using soil moisture data 
using sensors on planting media soil with different depths with 
the estimated error values of 0.011 [48], 0.962 [49], 0.014 
[50]. The use of capacitive soil moisture sensors in measuring 
soil moisture is more resistant to rust than resistive soil 
moisture [51]. While using a model based on long short term 
memory, the error value is 0.72% [52] and if using a synthesis 
algorithm and combining it with a triangular affiliation 
function 0.99% [53]. By controlling soil moisture in the 
planting medium in the greenhouse automatically the 
estimation results of the algorithm used can save both, water 
irrigation and plant nutrients [54]. To overcome the problems 
of irrigation control due to the weakness of the internet 
network, an edge of the network was created. All sensor data 
is stored in the cloud database if there is a network problem it 
will affect the resulting decision [55]. 

The application of fuzzy inference engine determines for 
control and monitoring of hydroponic plants in greenhouses, 
the defuzzification obtained from sensor network data was 
used to control irrigation. Plant growth was monitored as input 
fuzzy parameters [56]. The application of fuzzy logic [57] and 
Neural Network [58] in this irrigation control can improve 
water use efficiency. Sensor networks have also been created 
in several zoning to facilitate obtaining fuzzy parameter input 
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data based on crop area [59]. The water needs of the plants are 
properly fulfilled and the efficiency of water use is obtained. 

Generally, the roofing material for greenhouses is Ultra 
violet (UV) plastic, but the presence of a transparent 
photovoltaic solar module that is used as a roof as well as a 
source of energy for the greenhouse is a distinct advantage 
[60]. Sunlight as a light source for the photosynthesis process 
of plants in the greenhouse can enter through transparent 
photovoltaic which is also a source of electrical energy for the 
greenhouse. 

In addition to the sensor network in the greenhouse which 
is used as data input in controlling the application of 
intelligent robots based on the Intelligent Mechatronic System, 
research has also been carried out. This intelligent robot was 
tasked with monitoring plant growth conditions in the 
greenhouse, this robot was used as a substitute for officers in 
the greenhouse and had an operating efficiency of 95.86% 
[61]. The use of drones in greenhouses can also help manage 
greenhouses. Simultaneous visual localization and mapping 
algorithms and ORB-SLAM utilize the camera as a sensor 
[62]. 

The publishers who published the most papers with related 
topics are MDPI as much as 56.9%, IFAC-Paper Online as 
much and Information Processing Agriculture as much as 
10.3% and the remaining less than 5% as shown in Fig. 4, 
from this information we can obtain information highest 
probability of publishers publishing related topics. So that the 
technical paper that will be produced from this SLR is most 
likely to be published by the publishers who publish the most 
related topics. 

To find out the quality of publishers at the Quartile level, 
each paper was analyzed through https://www.scimagojr.com/ 
by using the ISSN number in each paper as a search keyword. 
The results of the journal rank analysis can be seen in Fig. 5. 

Paper in quartile 1 is 72.4%, quartile 2 is 17.2% and 
quartile 3 is 10.3%. This shows that the papers on this SLR, 
which will later become references to technical papers, occupy 
journal quality in quartiles 1 to 3. 

 
Fig. 4. Publisher statistics. 

 
Fig. 5. Rank journal. 

 
Fig. 6. Publication year. 

To find out the research position of related topics, an 
analysis of the year of publication of each paper, the results 
are as shown in Fig. 6 above with the number of papers 
published in 2022 of 28.6% (until August 2022), 23.8% in 
2021, 19.0% in 2020, 14.3% in 2019, 9.5% in 2018 and 4.8% 
in 2017. Judging from the increase in the number of related 
topics from year to year, it shows that related topics are still 
good topics for research. 

Answering RQ4 to obtain a research gap, one of the 
analysis carried out was to group paper papers into two 
groups, namely groups of papers that use datasets and those 
that do not. The result obtained was 62.1% not using a dataset 
and 37.9% using a dataset as shown in Fig. 7 using a dataset. 

 
Fig. 7. Dataset. 
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B. The Possibility of a Research Gap 1 

To obtain the possibility of a research gap, a more in-depth 
analysis was carried out, both on papers that used datasets or 
not. Papers that used datasets were papers whose research 
used artificial intelligence such as machine learning using 
artificial neural network algorithms, decision trees, and so on. 
The dataset used was a private dataset built by collecting data 
for some time, then the dataset obtained was used to train the 
algorithm created. Prediction accuracy and speed as well as 
memory usage was recorded as a result of the study. To 
improvise the algorithms and datasets that were created, we 
corresponded to researchers using the correspondence email 
contained in each paper. We asked for the source code and 
dataset, then compiled and tested it on another 
microprocessor, after obtaining the accuracy and predictive 
speed and using the same memory, we tried to improvise and 
produced a research gap or novelty, and the results were 
presented in another technical paper. For example, an 
algorithm used to create a greenhouse temperature model 
using the Light Gradient Boosting Machine algorithm 
(LGBM) [63] median error /oC -0.027, mean error/oC -0.058 
and Root Mean Square Error /oC 0.645, it is hoped that after 
improvement the algorithm (call the x algorithm) a smaller 
predictive error value is obtained as shown in Fig. 8. 

 
Fig. 8. x algorithm. 

Not only did the predictive error value improve, the time 
training x algorithm also improved as shown in Fig. 9. 

 
Fig. 9. Time training algorithm. 

For papers that did not use datasets in their research, they 
only built systems for control and monitoring in greenhouses. 

In general, the system built in each paper can be seen in 
Fig. 10 as follows. 

 
Fig. 10. General IoT system. 

The IoTSG system that was created for both control and 
monitoring was completely on the server or on smart phone 
mobile apps. The developed board or nodeMCU is only a 
transmitter and receiver of the sensors and actuators in the 
greenhouse. The system is very dependent on internet 
connection, if the internet connection is good then monitoring 
greenhouse conditions such as temperature, humidity, soil 
moisture and soil nutrient levels were monitored properly as 
well as controlling actuators for the process of watering plants 
and fertilizing can be done properly too. If the internet 
connection is not good or disconnected, the system will die, 
monitoring and controlling cannot be done, which can be fatal 
to plants. 

C. The Possibility of a Research Gap 2 

To overcome the weaknesses of the IoT system, as stated 
above, it is necessary to add a developed board that is 
connected to sensors and actuators in the greenhouse to carry 
out real time control and monitoring and to compose the IoT 
system as supporting tools instead of full monitoring and 
control. In addition, artificial intelligence algorithms can be 
written on this developed board, for the results of this second 
novelty will be presented in the next technical paper. 

IV. CONCLUSION AND FUTURE WORK 

The results of the SLR confirmed that The Internet of 
Things research on Smart greenhouses was still a trend, as 
seen from the increasing number of related topics from year to 
year in quartile 1 to 3 journals. The most widely used sensors 
were temperature and humidity sensors with research and 
development methods that were integrated with other 
algorithms as a decision support system. The decision 
obtained was used to control the actuators in controlling 
conditions in the greenhouse such as temperature conditions, 
air humidity, soil moisture, robot control, nutrient levels of 
both soil and water planting media. 

From the publisher statistics, information was obtained 
that published the most related topics so that we can choose 
where to publish the next technical paper; this increased the 
probability of an accepted paper. 

For future work, we will conduct research with topics 
obtained from two possibilities of a research gap, the first 
future work: the improving algorithm to obtain better 
prediction and error values than before. The second future 
work: the addition of a developed board like developed board 
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which is connected to sensors and actuators in the greenhouse 
to carry out real time control and monitoring. The developed 
board communicates serially with the cloud-connected 
Nodemcu. 
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Abstract—In order to improve the visual effect of AR live 

video detail texture, an adaptive enhancement algorithm based 

on approximate matching is proposed. According to the local 

self-similarity of the original image, the best matching block of 

the initial super-resolution image block is obtained. After 

extracting its high-frequency information, the improved singular 

value decomposition (SVD) is used to embed the watermark into 

the original super-resolution gray image; And through the 

watermark extraction and reconstruction matrix, the effective 

high-frequency detail texture information is obtained, then the 

final super-resolution image is obtained, and the AR live video 

detail texture enhancement is completed. The experimental 

results show that the peak signal-to-noise ratio, structure 

similarity and feature similarity of the algorithm are high, and 

the reconstruction effect is good; After detail texture 

enhancement, the detail texture clarity and edge sharpness of AR 

live picture are better, and the best visual effect is achieved. 

Keywords—Approximate matching; AR live; picture details; 

adaptive; texture enhancement; matrix reconstruction 

I. INTRODUCTION 

AR, also known as augmented reality, is a fusion 
technology used between the real and virtual worlds. It can 
realize the real environment and virtual objects overlap, so 
that both appear in the same screen. It has 5 core technologies, 
namely, tracking registration, display, virtual object 
generation, interaction and merging [1]. AR live broadcast is 
the product of this technology, which uses cameras and 
sensors to collect information and data in real environment. 
After the input processor is analyzed and reconstructed, it is 
returned to the display terminal such as the camera, And AR 
live terminal screens can have multiple special effects [2]. AR 
live images usually contain three categories, such as flower, 
car screen type images, human-dominated portrait images and 
scene images that can sense the environment. When these 
pictures are presented through a display terminal such as a 
camera, the details and texture of the live pictures will be 
affected by the network, device itself and other problems [3]. 
The visual homogeneity in the picture is the detailed texture of 
the picture, and it also represents a feature of the picture. 
Texture can give the picture a depth or can be understood as 
an object of visual presentation. Approximate matching refers 
to the image which has the highest similarity degree and can 
be matched with the original image by obtaining the most 
similar image, and can retain the original image features. 

In order to ensure the visual effect of the detailed texture 
of AR live images, the algorithms based on guiding coefficient 
weighting, NSST multi-scale and deep learning are proposed 

respectively in [4], [5] and [6] to improve the visual effect of 
images. Guide coefficient weighting algorithm in the 
enhancement process. Mainly through the brightness of the 
image and non-brightness region to complete the division of 
the screen processing. NSST multi-scale algorithm is the 
implementation of low-light picture conversion to complete 
the screen processing. Deep learning algorithm adopts the 
strategy of mixing deep learning and image fusion to improve 
the image quality. In the process of processing, the three 
algorithms do not extract and reconstruct the detailed texture 
features, so the clarity of the enhanced texture is poor. Based 
on this, this paper uses approximate matching algorithm to 
enhance the detail texture and improve the clarity of detail 
texture. 

II. APPROXIMATE MATCHING TEXTURE ADAPTIVE 

ENHANCEMENT ALGORITHM 

A. Approximate Matching of AR Live Broadcast Screen Detail 

Texture High Frequency Component Extraction 

The pictures in the local neighborhood have similar picture 
image blocks, which is an obvious feature of the local self-
similarity of AR live broadcast pictures. And there are the 
same scale or different scales in the same picture. Correlation 
analysis and research are carried out on this feature, and the 
high frequency detail of similar blocks are extracted and 
analyzed. The detailed texture of the picture is processed by 
synthetic method. High frequency detail is obtained from high 
resolution images, and super- resolution reconstruction is 

based on local self-similarity. The original live picture I , its 

corresponding high frequency live picture HF  and its 

corresponding interpolation magnified live picture LR  are 
used as the training set to generate the super- resolution AR 

live picture HR . 

The initial high-resolution image LR  is obtained by the 

contour template interpolation algorithm, and I  is amplified 
after the implementation of processing, and the magnification 

is . n order to avoid the missing of the image detail texture, 

it is necessary to determine the window in LR , which is 

represented by small window image block e . And formed in 

the case of pixel 
 ,i j

 as the center; If a similar block is 

retrieved at the same time, belongs to a large window of 
q

, 

and is in I 's position for 
 ,x y

, then: 

*Corresponding Author. 
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,x i y j  
  (1) 

In formula: The scaling factor is expressed as  . Through 

matching window e  in the search window 
f

 near the scope 

of similar block search, access to similar blocks n , is 

1 2, ,..., ne e e
. Screen e  block can be solved by weighted 

average of similar blocks. The solution formula is as follows: 

   
k

e w d e d
  (2) 

Expression: the d  similar block and weight are described 

by 
 e d

 and 
 w d

. And the weights meet the following 
conditions: 

   1,0 1
d

w d w d  
 (3) 

 w d
can be described by equation (4): 

 
 

2

1
exp

l d
w d

Z h

 
  

   (4) 

In the formula: the pixel intensity of the picture block is 

represented by
2h . The Euclidean distance and normalization 

constant of picture blocks e  and ke
 are 

 l d
 and Z  

respectively. 

 
2

k G
l d e e 

  (5) 

In the formula: the controllable coefficient of the picture 

block is represented by k . The grayscale of the high-

frequency picture block is denoted byG . On this basis, Z  is 

solved by formula (6): 

 
2

exp
k

l d
Z

h

 
  

 


  (6) 

After the self-similarity super-resolution reconstruction of 
the AR live broadcast screen is completed by the above 
method, it will ensure the integrity of the detailed texture 
features and implement the self-similarity reconstruction. 

In order to obtain the most similar matching block R  in 

the vicinity of the retrieval window
f

. After the matching 

search is completed through e , the high-frequency picture 

block mnR
 corresponding to R  is obtained, and belongs to 

HF . The similarity indicator is described by the mean of the 
sum of absolute values of the difference between two picture 
blocks. Therefore, the total absolute value of the difference 
between the two picture blocks is the matching block with the 
highest degree of similarity [7], then: 

arg minR e f 
  (7) 

The calculation formula to obtain the high-frequency 

picture block of mnR
 is: 

0mnR R R C 
  (8) 

Where the guided filter and convolution are described by 

0C
 and  , respectively. To obtain the sum of e  and mnR

, it is 
done by formulas (2) and (8). Its calculation formula is: 

mne e R 
 

   (9) 

B. Improved Singular Value Decomposition Detail Texture 

Enhancement 

The high-frequency picture block mnR
 obtained above is 

processed as follows with the improved singular value 
decomposition: 

1) Watermark embedding: Let 
 pqW p q

 denote the 

matrix with embedded watermark, and 
p

 denote the 

dimension of the matrix. 

a) After the high-frequency picture block mnR
 is 

decomposed by the first-order wavelet transform, a new 

matrix B  can be obtained, and it is composed of low-

frequency coefficients [8]. 

b) Use 16×16 blocks to perform processing on B , then 

 ,ij ijB f x y
 represents each block after processing, and 

1,2,...,i m
, 

1,2,...,j n
, 1x  , 

16 y
. The 

decomposition formula of each block matrix after processing 

is: 

T

ij ij ij ijB U S V
   (10) 

Where: U  and V  are orthogonal matrices. 

c) Suppose the largest singular value of ijS
 is denoted 

by ij
. According to the properties of singular value 

decomposition, ij
 is adjusted, and the adjustment formula is: 
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 

  

  

  

  

  

  

mod , 4

1 mod , 4 ;

mod , 3 4

mod , 3 4

mod , 5 4 ;

mod , 4

ij ij

ij ij ij

ij ij ij

ij ij

ij ij

ij ij ij

if a a

if W a a

else a a

if a a

else a a

else a a

 

 

  

 

 

  







  
 
 

   
 
   
 

  
 
 

  
 
   
   (11) 

In the formula: 
 mod ,x y

 is used to represent
modx y

. The watermark signal values corresponding to the embedded 

strength factor and ijS
 are a  and ijW

, respectively. The 

adjusted ijS
 is represented by ijS

, and singular value 

decomposition is performed on all ijS
, so that each block 

contains watermark information [9]. 

d) According to the ordinal position, all the blocks 

containing the watermark are recombined to form a new 

matrix R  of low frequency coefficients. Reconstruction 

method is used to process the changed wavelet coefficients 

[10] to obtain the super-resolution grayscale image I   with 

the initial watermark embedded. 

2) Watermark extraction 

a) I   is processed by first-order wavelet decomposition 

to obtain a matrix M , which consists of decomposed low-

frequency coefficients. 

b) Use 16×16 blocks to process M , then 

 ,ij ijM q x y
 represents each block after processing, and 

1,2,...,i m
, 

1,2,...,j n
, 1x  , 

16 y
. 

T

ij ij ij ijM U S V  
  (12) 

c) If the largest singular value of ijS 
 is represented by

ij 
, and adjust it, its formula is: 

     mod , 2 1 0ij ij ijiq s s W else W   
 (13) 

The above steps are taken, and each block is processed to 

obtain the restored watermark binary picture iB
. 

Referring to the overlapping characteristics of the blocks, 

it is impossible to directly add the iB
 obtained by 

reconstruction to ijM
, and a control strategy should be 

adopted for the overlap to avoid the interference caused by it 

[11].Therefore, the window processing is performed on the 

picture block, which is completed by the Gaussian function. 

And it is centrally symmetric, and mnsR
 is obtained after 

processing, and its formula is: 

 mns mn cR R G x x 
  (14) 

Where 
 

2

22

2

1

2

cx x

cG x x u 







 

 is the Gaussian 
window function. 

The acquired mnsR
 and ijM

 are combined to form a 

super-resolution picture
i

mnM
, which contains all the detailed 

texture features of the high-resolution picture [12], which is: 

i

mn ij mnsM M R 
  (15) 

C. Algorithm Flow 

The implementation of adaptive enhancement algorithm 
based on approximate matching for AR live-broadcast image 
details texture is divided into two parts. One is to get the high 
frequency information of the best matching block based on 
approximate matching. Secondly, the improved singular value 
decomposition is used to reconstruct the matrix to obtain the 
effective high frequency texture information. The detailed 
texture is synthesized to obtain the enhanced ultra-detailed 
texture [13-15]. Its enhanced overall flow is shown in Fig. 1. 
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Fig. 1. Algorithmic flow. 
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III. TEST ANALYSIS 

In order to test this algorithm for AR live picture details 
texture enhancement effect. Five live images are randomly 
selected from the image database of an AR live company in 
order to verify the effectiveness of the algorithm. The test 
environment operating system was Windows 10 x 64 8 GB of 
memory with CPU 3.4 GHz. The application development 
environment is Matlab 2018a. 

In order to test the influence of scaling factor values on 
approximate matching, the sizes of matching blocks and 
retrieval windows are set to 2 × 2 and 4 × 4 respectively, and 
the gray space values (0 ~ 255) are used as features to obtain 
the normalized mean of the total absolute values of the 
difference between the two blocks. The smaller the value, the 
higher the similarity of the matching block. Test the results of 
the different zoom factor values, as shown in Fig. 2. 

Scaling factor value

N
o
rm

al
iz

e
d
 m

e
an

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

0

0.04

0.08

0.12

0.16

0.20

0.24

0.30

0.34

 

Fig. 2. Normalized mean change results. 

According to the test results in Fig. 2, it can be seen that 
with the increase of the scaling factor value, the normalized 
mean value first decreases and then increases. When the 
scaling factor is 1.2, the normalized mean is the smallest. So 
in this article, determine that the zoom factor has a value of 
1.2. In order to more intuitively reflect the impact of the 
algorithm with the scaling factor changes in image quality. We 
plotted the changes in the FSIM (feature similarity) metrics to 
show the picture quality, as shown in Fig. 3. 
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Fig. 3. Influence of Zoom Factor Parameter Value on Screen. 

As shown in Fig. 3, the FSIM value is highest when the 
scale factor parameter is set to a value of 1.2. When the 
scaling factor parameter value reaches 0.97, the picture quality 
is the best. Therefore, the best scaling factor for this article is 
1.2. 

The quality of reconstructed image has some influence on 
the effect of texture enhancement. In order to measure the 
quality of the reconstructed images, peak signal-to-noise ratio 
(PSNR), structural similarity (MSSIM) and feature similarity 
(FSIM) are used as measurement criteria. The higher the value 
is, the better the quality is. The calculation formulas are as 
follows: 
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Type: original picture and reconstruction picture for 1X
 

and 2X
. The brightness, contrast and structure comparison 

functions of L block are ib
, ic

 and ih
. The corresponding 

adjustment weights are  , 


 and 


. The number of blocks 

is W . The phase congruence is described by 
 1 2,LS X X

. 
The similarity measure of gradient features is described by 

 1 2,G X X
. 

In the process of decomposition, the value of the threshold 
has a great influence on the effect of image details texture 
enhancement. We choose PSNR and MSSIM as the metrics to 
get the effect of enhancing the image detail texture under 
different threshold values. The results are shown in Fig. 4 and 
Fig. 5. 
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Fig. 4. Picture enhancement PSNR results with different thresholds 
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Fig. 5. Picture enhancement MSSIM results with different thresholds 

According to Figs. 4 and 5, the PSNR and MSSIM results 
of the five live images are changed under different thresholds. 
When the threshold value is 3.0, the PSNR and MSSIM values 
of all live images after enhancement are the highest, indicating 
that the effect is best when the threshold value is 3.0. So the 
threshold value is 3.0 in the following experiment. 

The enhanced algorithm based on the weight of the guide 
coefficient (Document [4] algorithm), the enhanced algorithm 
based on the multi-scale of NSST (Document [5] algorithm) 
and the enhanced algorithm based on the deep learning 
algorithm (Document [6] algorithm) are selected as the 
comparison algorithm. Through the above formula to obtain 
the effect of three kinds of algorithm picture reconstruction, as 
shown in Table I. 

According to the test results in Table I, the results of 
PSNR, MSSIM and FSIM show that the three values of this 
algorithm are the best, significantly better than the three 
contrast algorithms. Therefore, it is shown that the 
reconstruction features of the proposed algorithm are closer to 
those of the original image and the reconstruction effect is 
better. 

In order to test the subjective effect of the enhanced 
method, the detailed texture visual effect image of the 
enhanced image is obtained by three methods. Due to space 
constraints, only Screen 3 was selected for the test, as shown 
in Fig. 6. 

According to the test results in Fig. 6, it can be seen that 
after the enhancement, the clarity and edge sharpness of the 
texture details are better than those of the three contrast 
algorithms. Experimental results show that the proposed 
algorithm is better than three contrast methods. 

TABLE I. RECONSTRUCTION RESULTS OF THREE ALGORITHMS 

Test content 
Image 

number 

Algorithm of 

this paper 

Bootstrap weighted 

enhancement algorithm 

Multiscale enhancement 

algorithm based on NSST 

Enhancement algorithm 

based on deep learning 

PSNR/dB 

1 28 23 24 23 

2 29 25 26 24 

3 34 30 31 29 

4 32 29 27 28 

5 26 22 23 23 

MSSIM 

1 0.94 0.89 0.91 0.91 

2 0.91 0.86 0.85 0.87 

3 0.95 0.91 0.90 0.90 

4 0.93 0.87 0.88 0.86 

5 0.93 0.90 0.87 0.89 

FSIM 

1 0.93 0.89 0.87 0.88 

2 0.92 0.88 0.89 0.88 

3 0.98 0.93 0.92 0.92 

4 0.97 0.91 0.93 0.92 

5 0.94 0.89 0.90 0.91 
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 (a) The enhancement effect of this algorithm (b) Enhancement algorithm based on guide coefficient weighting 

    
       (c) NSST based multi-scale enhancement algorithm            (d) Enhancement algorithm based on deep Learning 

Fig. 6. The visual comparison effect of the three methods. 
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Fig. 7. Changes in MSSIM and FSIM indicators. 

The algorithm designed in this paper is to improve the 
quality of AR live images, but the live images change with 
time. Therefore, it is necessary to verify the quality of the 
algorithm. With time as a variable, PSNR, MSSIM, and FSIM 
as metrics, the test results are shown in Fig. 7 and Fig. 8. 

According to the changes of the three indexes in Fig. 7 and 
Fig. 8, the indexes of MSSIM and FSIM are more than 0.93 
and PSNR is more than 26dB, and the indexes are higher. 
Therefore, the algorithm presented in this paper has good 
continuity effect and meets the requirements of AR live 
broadcast. 
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Fig. 8.  Changes in PSNR indicators. 
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IV. CONCLUSION 

AR live broadcast is the product of the rapid development 
of the Internet. It has been used in many fields, such as 
education, e-commerce and so on. This paper uses 
approximate matching algorithm to enhance the image texture 
details in order to improve the visual effect of AR live images. 
Self-similarity high frequency matching block is used to 
obtain and improve the singular value decomposition 
algorithm to reconstruct the image details and enhance the 
image texture. Experimental results show that the algorithm 
has good enhancement effect, and the sharpness and clarity of 
texture details are improved. 
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Abstract—As one of the core equipment of power system, 

power transformer has great fault influence and complex fault 

causes. In order to ensure the safe and stable operation of power 

system, its operation state must be monitored and judged. With 

the increasing maturity of the Internet industry and the 

continuous development of sensor technology, the emergence of 

smart grid has contributed to the realization of intelligent 

transformer on-line monitoring, condition evaluation and fault 

diagnosis. This paper studies the deep primary and secondary 

fusion transformer based on the Internet of Things technology, 

summarizes the development status of intelligent transformer 

and its existing problems on the basis of relevant literature, and 

proposes the optimization technology of deep primary and 

secondary fusion transformer based on the Internet of Things 

technology to solve its existing problems, and conducts related 

experiments and fault detection research on the proposed 

technology. The experimental results show that this optimization 

technology has good feasibility, good self-state evaluation and 

fault diagnosis functions. The deep primary and secondary fusion 

based on the Internet of Things technology proposed in this study 

can increase the reliability monitoring of intelligent transformer 

operation, provide a strong technical guarantee for the normal 

operation of distribution network, and also provide important 

technical support for the next research of distribution network 

technology. 

Keywords—Internet of things technology; primary and 

secondary integration; smart transformer; fault detection 

I.  INTRODUCTION 

In recent years, the rapid growth of China’s national 
economy has driven the rapid growth of energy industry, the 
main industry of economic growth [1, 2]. In order to meet the 
needs of national economic development, China Power Grid 
Corporation has successively put forward the construction 
objectives of “building a strong intelligent network” and 
“developing UHV technology”, and strive to build a “3 / 5” 
structure with international scale and a network system to 
realize efficient power supply [3, 4]. In such a “large power 
grid”, the power transformer as the power supply 
infrastructure of node substation is more important, which 
directly affects the safety and reliability of network power 
supply system [5, 6]. In addition to a large number of more 
functional relay protection and operation control equipment, 
modern power transformers also require that they can operate 
continuously in the power grid for a longer and longer time. 
Therefore, the accidents caused by the failure of transformer 
parts are completely unavoidable [7, 8]. In case of failure or 
major accident, even if there is an emergency plan in place in 

advance, it will not ensure that the power failure does not 
affect residents’ daily life and commercial operation. 
Therefore, due to the particularity and complexity of 
transformer operation, it is of great practical significance to 
effectively monitor the transformer from multiple directions 
and angles, diagnose whether it is in an abnormal state, 
whether there is the possibility of error, and how to analyze, 
judge and use it [9, 10]. 

Regarding the research on intelligent evaluation and early 
warning of substation equipment status, some researchers have 
proposed that the comprehensive evaluation method in China 
is mainly based on the equipment status evaluation guidelines 
issued by the State Grid Corporation comprehensive 
evaluation method. The state quantities used in the method are 
relatively comprehensive, including family defects, 
maintenance records, inspection information, online 
monitoring, live detection and preventive test data, etc., which 
basically cover all relevant information of the equipment, 
including a large number of non-stop power supplies. The 
detection status quantity and the power failure detection status 
quantity, therefore, the workload of data acquisition in actual 
operation is relatively large. In addition, the introduction of 
various artificial intelligence methods into equipment 
condition evaluation has become a hot topic at home and 
abroad. The most widely used intelligent evaluation method is 
the fuzzy comprehensive evaluation method. The core of the 
fuzzy comprehensive evaluation method is the determination 
of the membership function and the determination of the 
weight. In addition, the gray theory, matter element analysis, 
evidence theory, Bayesian network, support vector machine 
and other intelligence analytical methods are also widely used 
in equipment condition evaluation [11]. Some researchers 
have proposed that the basic condition for power transformer 
maintenance is accurate, reasonable and efficient power 
transformer maintenance, and the reliability of evaluation 
directly affects the reliability of maintenance decision-making. 
At this stage, the latest research results are mainly focused on 
the use of intelligent algorithms to analyze DGA data and part 
of the electric quantity. These are the lack of overall 
representation of the transformer status. How to simplify 
system evaluation, maximize the collection of collectible 
information, and fully reflect the condition of the transformer 
is a very important step in the process of transformer 
maintenance. Nowadays, users have higher and higher 
requirements for reliability, and it is developing dynamically 
[12]. In summary, there are many research results on power 
transformers, but there are few research results on deep 
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primary and secondary fusion transformers based on the 
Internet of Things technology. 

This article studies the deep primary and secondary fusion 
transformer based on the Internet of Things technology. After 
a general understanding of the relevant theories on the basis of 
relevant literature data, the realization of deep primary and 
secondary fusion is analyzed, and then conduct experiments 
on the transformer with deep primary and secondary fusion. 
This experiment uses the DGA data and electrical test data of 
the selected transformer as the input feature vector of the 
diagnosis model,according to the existing research literature, 
the five characteristic gases are used as the input vector of the 
multi-parameter information fusion transformer fault 
diagnosis model. The transformer automatic fault diagnosis 

model is modeled based on Adaboost_rbf and dsmt，the 

sample data set is preprocessed by normalization method. 
Taking the relative volume fractions of the five characteristic 
gases in the DGA as the input feature vector, the three models 
of BP neural network, M-RVM, AdaBoost_RBF1 and 
PSO-IGWO optimized hybrid KELM are used to diagnose 
transformer faults.It is concluded that the diagnostic accuracy 
of transformers based on deep primary and secondary fusion is 
higher than that of transformers based on DGA. 

II.  DEEP PRIMARY AND SECONDARY FUSION 

TRANSFORMER RESEARCH 

A.  Problems with Smart Transformers 

1) Integrated design of overall structure: The integrated 

design of sensors and transformers needs to fully consider 

issues such as insulation, energy acquisition, communication, 

interference, heat dissipation, and maintenance. It also needs 

to meet the conditions of outdoor operation, and complete the 

research and design of high protection level structures 

according to actual use scenarios. In addition, it is more 

difficult to combine control methods such as capacity 

adjustment, voltage adjustment, three-phase power 

adjustment, and automatic load switching with the transformer 

itself. 

2) Self-diagnosis and control system mechanism research 

and development: The intelligent fusion terminal needs to 

collect information for self-evaluation and self-diagnosis of 

the transformer, accurately reflect the operating status of the 

equipment, the appearance of the equipment, and the 

environmental operation and maintenance status to the 

platform, and can realize the corresponding automatic 

adjustment after being approved by the equipment owner or 

superior management unit as well as autonomous system 

actions with other equipment (such as distribution transformer 

clusters, low-voltage switches, etc), reasonable and accurate 

judgment algorithms and control mechanisms are essential for 

this project. 

3) Wireless communication: In the data transmission part, 

the collected information includes analog signals and digital 

signals, and the types of information sources are different. 

This requires better compatibility of the communication 

module, and in this project, the data collected by the sensor is 

mainly collected through wireless communication. 

Transmitted to the remote monitoring terminal, this poses a 

challenge to data transmission. First, the transmission distance 

must be large enough, and secondly, the transmission delay 

must be small enough. Foreign countries usually use a 

combination of multiple communication technology methods, 

and integrate the best communication methods according to 

the actual needs of condition monitoring. 

B.  The Realization of Deep One-two Fusion Optimize the 

Layout of Transformer Structure 

1) Transformer monitoring unit: The transformer online 

monitoring unit has a variety of communication interfaces, 

which can communicate with the transformer’s environmental 

sensors, noise sensors, power quality management modules, 

oil chromatographic analysis modules, etc. It also has the 

ability to interact with the intelligent terminal of the station 

and the master station. The online monitoring device can also 

directly control the voltage and capacity adjustment switches 

of the transformer through the built-in APP capacity and 

voltage adjustment strategy, and through the built-in 

algorithm, cut off some unimportant branches when the 

transformer is overloaded to ensure the safe operation of the 

transformer. 

2) Communication structure: The online monitoring 

platform communicates with the master station through 

wireless, optical fiber and other methods, interacts with data 

through 104 or MQTT, accepts the APP download of the 

master station, parameter settings, container management, 

cluster control; and can be integrated with the station area 

through the terminal 104 or MQTT interactive data; the 

environment and noise of the transformer are mainly collected 

through 485, wireless and other methods for data analysis; the 

component collection of the oil chromatogram is mainly 

carried out through 485; the communication with the power 

quality management module is mainly through the 485 

method, Fig. 1. 
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Fig. 1. Communication architecture. 

C.  Fault Diagnosis 

1) Comprehensive application of artificial neural network 

(ANN) and evidence theory and other methods to construct a 

multi-information fusion comprehensive state assessment 

model for transformers. First, the data preprocessing module 

processes the operating data, constructs the parameter 

subspace and the fault subspace, selects training samples from 

the actual operating data, and constructs and trains the 

sub-network. Based on the evidence theory, construct the 

identification framework of the diagnosis system, determine 

the basic probability distribution function of each evidence, 

and seek to effectively fuse multiple preliminary diagnosis 

results, including models and methods that can quickly fuse 

feature-level diagnosis results based on multiple methods. 

Finally, the evidence is synthesized and diagnosed, so that it 

can identify the fault correctly and efficiently. 

2) Through the creation of state test scenarios, a 

comprehensive simulation of the various states of the 

transformer, and the creation of a test data information 

database. Find the mutual influence relationship between the 

amount of information sensed by the distribution transformer, 

establish the transformer condition monitoring system and 

fault diagnosis model, complete the interactive algorithm 

between the computing unit and the ontology perception, 

environmental perception, historical state extraction, 

interconnection of similar equipment, etc, and realize the 

status communication and exchange between the equipment 

owner and the superior management unit, establish the 

transformer load capacity evaluation parameter system, and 

evaluate and predict the transformer load capacity. 

Incorporating systematic data such as transformer body 

structure, internal faults, technical parameters, cooling 

methods, power grid operating environment, geographical and 

meteorological environment, and using principal component 

analysis algorithm to establish a transformer state evaluation 

model to obtain a transformer health status score. 

D.  Panorama Detection 

1) Distribution line image monitoring system is suitable 

for visual monitoring and patrolling of distribution lines. It is a 

lightweight and convenient installation image monitoring 

device designed for the visualization of distribution lines. This 

device can pass 3G/4G/0PGW, optical fiber network, etc, will 

transmit pictures to the monitoring center regularly, and line 

maintenance personnel can realize remote picture browsing 

through computer clients and WeChat clients. The realized 

functions mainly include: picture capture; timed picture 

upload; when there is no network or poor signal, the current 

picture is temporarily stored, and the picture will be resumed 

after the network is normal; remote manual wake-up 

capture/small video recording; supporting mobile client, 

anytime grasp the line status anywhere, and effectively solve 

the problem of high cost of line channel visualization. 

2) Configure high/low voltage current and voltage 

transformer (built-in), pressure sensor, low oil level / pressure 

release sensor, temperature sensor, vibration sensor, configure 

oil chromatography online monitoring device, partial 

discharge detection device, camera (support picture with 4G / 

5G way to upload to the station area). 

E.  Application of Iot Technology in Deep Primary and 

Secondary Integration Transformers 

1) Global positioning system: Applying the timing 

characteristics of the GPS to the power system is more 

important and more extensive than the general positioning 

characteristics [13]. The power system includes monitoring 

and protection systems, such as automated microcomputers 

and safety systems, dispatch automation systems, monitoring 

systems, fault recorders and accident recorders. All of the 

above require an accurate time standard to achieve accurate 

synchronization. In addition, with the development and 

expansion of the power system, especially the expansion of 

the power grid, higher requirements are put forward for the 

convenience and accuracy of the time standard. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

690 | P a g e  

www.ijacsa.thesai.org 

2) Radio frequency technology: Radio frequency 

technology mainly identifies tags. The label usually represents 

the data information on the device, which is set when the 

device leaves the factory. The information contained in the 

label usually refers to data parameters that may have a 

significant impact [14]. The label and the measured object 

have a binding relationship. The device information reflected 

on the label usually includes parameters that have a significant 

impact on the device, rated voltage, and operating current. 

F.  Fusion Algorithm 

1) The RBF neural network is based on how to 

manipulate multiple variables and is a three-level network 

suitable for solving classification problems. A general RBF 

neural network structure composed of input layer, hidden 

layer and output layer [15]. 

The node output returned by the hidden layer of the RBF 
network can be expressed as: 

)
2

1
exp(

2

2
TRr 

          (1) 

Among them, n is the output of the final hidden layer node 
normalized in the hidden layer, r is the return input vector n, t 
is the normalized center vector of the return function of the 
final hidden layer node, and σ is the normalization of the final 
hidden layer node the output, the normalized linear 
combination formula of the final hidden layer node is as 
follows: 
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               (2) 

Where r is the output returned by the hidden layer from the 
node, y is the output of the hidden layer from node j, a is the 
threshold for returning from the hidden layer to the output 
plane, and θ is the input threshold for outputting node j from 
the hidden layer. 

2) The structure of DBN is to iterate multiple restricted 

Boltzmann machines (RBMs), each layer is composed of 

multiple RBMs, and form a multi-layer deep learning structure 

by stacking multiple RBMs. These restricted Boltzmann 

machines can complete bottom-up unsupervised learning. 

According to the sensing data characteristics of substation 

equipment, a BP network is set at the top layer as the 

top-down supervised learning in deep learning [16]. This 

structure can better obtain the excellent feature expression of 

data, that is, more abstract and effective high-level features are 

extracted on the basis of multiple fusion features. In order to 

realize the evaluation of equipment status, on the basis of 

feature extraction, a supervised classifier needs to be added at 

the top of the network to predict and classify the equipment 

status, so as to determine the early warning and diagnosis 

information according to the classification results [17]. The 

basic structure of equipment condition assessment network is 

shown in Fig. 2. 

Top-level unit

Hidden unit

Hidden unit

Hidden unit

Output

Classifier

 

Fig. 2. Basic structure of equipment condition assessment network. 

III.  DEEP PRIMARY AND SECONDARY FUSION 

TRANSFORMER EXPERIMENT BASED ON INTERNET OF THINGS 

TECHNOLOGY 

A.  The Purpose of the Experiment 

This article conducts experiments on the deep primary and 
secondary fusion transformers based on the Internet of Things 
technology, mainly to test the fault detection of the proposed 
deep primary and secondary fusion transformers. 

B.  Experimental Data 

The transformer is a complex system, and its fault factors 
are so complicated that selecting a single DGA data cannot 
completely and accurately reflect the operating status of the 
transformer. Different characteristic signals of different levels 
must be used to synthesize for diagnostic purposes. In order to 
improve the accuracy of transformer fault diagnosis and more 
accurately determine the operating status of the transformer, 
this paper uses the DGA data and electrical test data of the 
selected transformer as the input feature vector of the 
diagnosis model [18]. At the same time, according to the 
existing research literature, the five characteristic gases (CH4, 
C2H2, C2H4, C2H6, H2), EC 3 ratio (C2H2/CH4, CH4/H2, 
C2H4/C2H6), Rogers ratio (C2H2/C2H4, CH4 /H2, 
CzH4/CzH6, C2H6/CH4), Donenberg ratio (C2H2/ C2H4, 
CH4)/H2, CzH2/CH4, CHs/C2H2) are used as the input vector 
of the multi-parameter information fusion transformer fault 
diagnosis model. 

C.  Failure Model Construction 

In the fault diagnosis of power transformer, various state 
parameters and test characteristic parameters can reflect the 
fault type and fault location of transformer. It is important to 
select reliable and effective characteristic parameters to 
improve the accuracy of transformer fault diagnosis. The 
selection of characteristic parameters for fault diagnosis 
should not only meet the practicability of information, but also 
meet the independence of detection and collection, that is, the 
characteristic parameters should be independent of each other 
and reflect the fault characteristics of the transformer as a 
whole. According to the selection principle of the above 
characteristic parameters, the transformer fault characteristic 
parameters are classified into three parts: dissolved gas 
content in oil (unit: μL /L), electrical test and insulating oil test 
information, and gas production rate. 
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Fig. 3. Transformer fault diagnosis model. 

The automatic fault diagnosis model of the transformer is 
based on Adaboost_rbf and dsmt, and the resulting block 
diagram after modeling is shown in Fig. 3. In this model, the 
reference unit of the average volume and fraction of each gas 
contained in the gas that can be dissolved in the oil is i1. As 
the core internal current, the oil breakdown trend and the data 
of the insulating oil test are the diagnostic information unit i2, 
which contains c2h2, h2 and their total hydrocarbons. The 
information unit of the absolute value of the gas production 
rate is the information unit of i3 to diagnose the gas 
production rate [19]. Combine a classified diagnostic module, 
use h1, h2, h3 as the input of Adaboost_rbf, and connect each 
AdaBoost_RBF module in parallel as a first-level diagnostic 
model system. 

The output nodes are diagnostic information modules 
AdaBoost-RBF1, AdaBoost-RBF2 and AdaBoost-RBF3 
corresponding to the basic reliability assignment of the 
identification framework. In the DSmT fusion module, each 
reliability assignment is fused to obtain the fused reliability 
assignment. The final transformer fault diagnosis results are 
obtained based on the decision rules of maximum reliability 
allocation. 

D.  Sample Preprocessing 

Due to the large data differences and measurement errors 
between the transformer oil chromatographic data, the number 
of samples used only for fault state estimation will affect the 
final classification performance. In addition, due to different 
transformer models and peripherals, there are some 
differences in data [20]. Therefore, in order to effectively 
eliminate the impact of data differences on fault determination, 
this article introduces the following normalization methods for 
preprocessing sample data sets. 

minmax

min

xx

xx
xmew 




            (3) 

Where is the value after normalization of the sample; x is 
the initial sample value. 

IV.  ANALYSIS OF EXPERIMENTAL RESULTS 

A.  Accuracy of Diagnosis Results 

This paper conducts algorithm training on the 110kV 
transformer operation test data collected from the official 
website of the Power Grid Research Institute. Among the 
collected samples, there are 50 groups of positive samples and 

300 groups of negative samples [21]. Negative samples are 
classified according to the location where the fault occurs, and 
are also called winding faults, core performance faults, and 
petroleum paper electrode performance faults. Finally, the data 
information of the case sample and the label of the error type 
of the case sample together constitute a data set of three 
information modules [22]. Including 320 sets of dga test data, 
156 sets of inspection result data and 187 sets of gas rate test 
data; among them, 320 sets of training sets and 100 sets of dga 
data tests; 100 sets of training sets and 20 sets of test data. In 
the air data, there are 100 training sets and 20 total tests. 

Set the number of iterations T = 16, the neural network 
spread factor RBF spread = 0.06, and set the decision limit to 
ε = 0.3. Table 1 shows the AdaBoost_RBF1 training results of 
the DGA information module. Here, the correct sample rate is 
the correct test rate of the correct 320 data set diagnostic index 
and the model’s DGA training set. 

It can be seen from Fig. 4 that the diagnostic accuracy of 
AdaBoost_RBF1 is better than that of BF neural network. The 
diagnostic accuracy of AdaBoost_RBF1 has been increasing 
and is infinitely close to 100%, while BF neural network has 
increased at the beginning, but then began to decline. 

The electrical test/oil test information module 
AdaBoost_RBF2 and the gas production rate information 
module AdaBoost_RBF3 were trained respectively. The 
iteration parameter T=16 was set, and the spread was 1 and 
0.1, respectively. The test sample accuracy of the three 
AdaBoost_RBF modules, RBF test sample accuracy and SVM 
test sample accuracy are compared in Table II. It can be seen 
that the performance of AdaBoost_RBF algorithm is 
obviously better than RBF and SVM. 

TABLE I. ACCURACY OF DIAGNOSIS RESULTS 

 RBF neural network AdaBoost_ RBF1 

1 80% 80% 

2 81% 81% 

4 78% 90% 

6 71% 91% 

8 70% 93% 

10 68% 95% 

12 67% 96% 

14 60% 98% 

16 71% 99% 
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Fig. 4. Accuracy of diagnosis results. 

TABLE II. TEST SAMPLE RECOGNITION ACCURACY 

The accuracy of 

test samples under 

different 

algorithms 

Module class 

DGA 
Electrical test 

and oil test 

Gas production 

rate 

AdaBoost_RBF 78.33% 93.33% 76.59% 

RBF 66.67% 76.67% 51.06% 

SVM 63.33% 83.33% 53.19% 

B.  Comprehensive Diagnosis 

Taking the relative volume fractions of the five 
characteristic gases in the DGA as the input feature vector, the 
three models of BP neural network, M-RVM, 
AdaBoost_RBF1 and PSO-IGWO optimized hybrid KELM 
are used to diagnose transformer faults. The diagnosis results 
are shown in Table III. 

It can be seen from Fig. 5 that the diagnostic accuracy of 
transformers based on deep primary and secondary fusion is 
higher than that of transformers based on DGA, which 
increases the accuracy by about 3%. 

According to the above experimental results, the 
diagnostic accuracy of AdaBoost_RBF1 is better than that of 
BF neural network. The diagnostic accuracy of transformer 
based on depth primary and secondary fusion is higher than 
that of transformer based on DGA. It can be concluded that 
the diagnostic accuracy of the depth-based primary and 
secondary fusion transformer is high, the performance of fault 
detection is good, the accuracy of information detection is 
improved, the range of data observation is expanded, and the 
working test performance of the primary and secondary fusion 
transformer is improved. 

TABLE III. COMPREHENSIVE DIAGNOSIS RESULT 

 

Deep primary and 

secondary fusion 

transformer 

DGA transformer 

BP neural network 76.1% 72.1% 

M-RVM 83.5% 81.4% 

AdaBoost_ RBF1 89.8% 87.3% 

PSO-IGWO optimized 

hybrid KELM 
87.8% 86.3% 

 

Fig. 5. Comprehensive diagnosis result. 

The structure of the model has a direct impact on the effect 
of diagnosis: (1) Deep learning should fully consider the depth 
of the model, model parameters and other information. (2) 
Ensemble learning should not only select homogeneous base 

classifiers, but also combine different base classifiers to 
fully synthesize the advantages of each model. (3) Combine 
the advantages of various intelligent algorithms. Expert 
system, fuzzy theory, neural network, intelligent optimization 
computing and other intelligent methods should complement 
each other, enhance strengths and avoid weaknesses, so as to 
develop models with superior performance. (4) Model 
selection and training methods should consider the 
characteristics of data. To solve the problems of data 
imbalance and data redundancy with appropriate models and 
training methods will be more conducive to improving the 
accuracy of transformer fault diagnosis and guiding the 
production operation. 

V.  CONCLUSION 

This paper focuses on the research of the deep primary and 
secondary fusion transformer based on the Internet of Things 
technology, through optimizing the transformer structure 
layout and neural network intelligent algorithm realizes the 
physical fusion and information fusion of primary and 
secondary equipment. So that it has the ability of panoramic 
perception of self-state, and realizes the holographic 
transparent operation of transformers, intelligent research and 
judgment of situation, active decision-making of hidden 
dangers, and dynamic autonomous adjustment. This paper 
verifies the feasibility and effectiveness of fault detection and 
fusion technology of deep primary and secondary fusion 
transformer based on Internet of Things technology through 
theory and experiment, which provides a reference for the 
subsequent development of intelligent transformers with 
higher fusion degree. The development of primary and 
secondary fusion equipment solves a series of complex 
management problems of the original primary and secondary 
equipment, but there are also shortcomings in some aspects. 
Future technology needs to further solve the safety, reliability 
and efficient fusion problems of primary and secondary fusion 
equipment. It needs to be further studied in the later period. 
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Abstract—The development and progress of modern society 

cannot be achieved without the support of electric power 

resources, and at present, electric power is the most important 

energy source to promote social development and maintain 

human life. As a key unit under the power distribution and 

transmission system, the high-voltage cable of the power grid will 

undertake the task of supplying power resources to the whole 

power grid. Therefore, based on the transmission line fault 

diagnosis framework of Wireless Sensor Networks (WSN), a 

high-voltage cable path condition monitoring scheme using LoRa 

technology is proposed. Three high-voltage cable condition 

monitoring periods are proposed according to the difference of 

high-voltage cable fault rate, and the delay and energy 

consumption of the high-voltage cable monitoring system are 

optimized by multi-objective particle swarm algorithm reality. 

The experimental results show that the proposed high-voltage 

cable detection technology can switch the working mode 

according to different environments, and the data 

communication packet loss rate is less than 5%, while the 

detection platform has excellent delay performance and energy 

saving effect. The high-voltage cable status detection solution can 

effectively solve the problem of blind high-voltage cable channels 

in high mountain areas of China. The research content has 

important reference value for the detection of China’s power grid 

circuit system. 

Keywords—Wireless sensor; high-voltage cable; fault 

diagnosis; particle swarm algorithm 

I. INTRODUCTION 

Wireless sensor network is a kind of communication and 
acquisition network composed of nodes, which can realize the 
detection and acquisition of external physical energy. With the 
development of information and communication technology in 
recent years, wireless sensor networks have a wide range of 
applications in modern medical, industrial manufacturing, 
smart grid, etc. [1]. Wireless sensor network has the 
characteristics of bottom power consumption, simple 
application and easy expandability; therefore, wireless sensor 
network also has a very wide application in the field of smart 
grid power data acquisition, cable status monitoring, grid fault 
diagnosis, etc. [2-3]. With the advent of the information era, 
smart grid construction has become the new goal of China’s 
power grid development. The United States as the 
representative of the developed countries on the future 
development of smart grid development strategy, which will be 
the wireless sensor network ZigBee protocol as an important 
communication standard for the construction of smart grid [4]. 

This shows that wireless sensor networks play an important 
role in the construction of smart grid. However, the 
construction of smart grid needs to meet the requirements of 
delay, bandwidth, reliability, and coverage, etc. The 
high-voltage grid is in a complex working environment, subject 
to harsh environment, complex weather, and interference from 
various electrical equipment signals, which will affect the 
application of wireless sensor networks [5]. Therefore, in view 
of the high difficulty in maintenance and repair of transmission 
lines in remote mountainous areas, a detection scheme for 
high-voltage cables in mountainous areas is proposed based on 
WSN technology. Different detection schemes are adopted for 
cables in different periods, and multi-objective particle swarm 
optimization algorithm is used to solve the problem, so as to 
solve the problem of high-voltage cable line fault detection in 
remote areas. The research content has important research 
value for the construction and development of smart grid in 
China. 

Wireless sensor networks are widely used in modern 
medical, industrial manufacturing, smart grid, etc. A lot of 
work has been done by domestic and foreign researchers to 
study wireless sensor networks. Tabella et al. investigated the 
effect of wireless sensor networks (WSN) on oil spill detection 
and localization in subsea production systems. Four 
localization algorithms were studied and the detection and 
localization performance were compared with the (location) 
perspective chair Varshney’s rule (CVR) and Cramér-Rao 
lower limit (CRLB), respectively. The results show that the 
components that would lead to leakage in case of failure and 
their corresponding failure rates [6]. Xf et al. found that the 
routing survivability in harsh environments is questionable. To 
address this issue, an environmental fusion multipath routing 
protocol (EFMRP) was proposed. The results show that 
EFMRP can significantly improve packet delivery rate and 
network lifetime in harsh environments [7]. Hu et al. found that 
a fully distributed time synchronization method based on 
Gaussian belief propagation would lead to degradation of 
synchronization accuracy. Thus, a Sequential Belief 
Propagation-based Distributed Time Synchronization algorithm 
(SBP-DTS) was proposed to reduce the number of Gaussian 
mixture components in messages using a weighted expectation 
maximization (EM) algorithm. Finally, the performance of 
SBP-DTS was evaluated under asymmetric Gaussian and 
exponential delay models [8]. Houssein et al. found it a 
challenging task to determine the location of convergence 
nodes in LSWSNs, and Harris’ hawk’s optimization (HHO) 
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algorithm was used to solve this problem. The results show that 
the adopted approach has advantages in terms of energy 
consumption and localization errors [9]. Lin et al. proposed a 
priority-aware packet transmission scheduling (PPTS) 
framework in a cluster-based IWSN, in which the PPTS policy, 
optimization theory, and implementation design are 
systematically considered. The results show that the proposed 
PPTS policy not only minimizes the transmission delay of 
high-priority packets but also improves the transmission delay 
of low-priority packets [10]. Zhan et al. propose an 
optimization problem that minimizes the weighted sum of the 
above two costs by optimizing the UAV trajectory and 
wake-up time allocation as well as the transmit power of all 
SNs. In addition, a new approach to design the initial UAV 
trajectory using the multi-traveler problem (MTSP) technique 
is proposed. The results show that the proposed design 
achieves a flexible trade-off in cost balance between UAVs and 
SNs [11]. Wang et al. propose a LEACH-EA protocol based on 
the LEACH algorithm for the low-power requirements of 
wireless sensor networks. Experiments show that the 
LEACH-EA protocol provides significant improvements in 
network life cycle, total network data transmission and number 
of cluster heads [12]. Verma et al. found limitations when 
using the battery power of sensor nodes. A fuzzy logic based 
effective clustering (FLEC) for homogeneous wireless sensor 
networks for mobile receivers is proposed. The probability of 
average energy is used to select the appropriate cluster head 
and the results show that the proposed FLEC scheme 
outperforms LEACH, DEEC and LEACH fuzzy protocols [13]. 
Jaber et al. proposed an “adaptive fully distributed duty cycle 
for content-centric wireless sensor networks (ADDC-CCWSN) 
“mechanism. The ADDC-CCWSN aims to reduce the activity 
of nodes with a high percentage of unsatisfied interest in the 
PIT. The results show that the proposed approach achieves 
significant energy efficiency gains while ensuring a high 
interest satisfaction rate and maintaining almost the same 
latency [14]. 

Neural network algorithms have a wide range of 
applications in the field of smart grid, providing important data 
support for data collection and grid diagnosis, and researchers 
at home and abroad have done a lot of work to study them. Yu 
et al. proposed a deep reinforcement learning algorithm for safe 
shutdown strategy in order to deal with incomplete distribution 
grid models to solve the voltage reactive power control 
problem in a model-free manner. The results show that the 
proposed algorithm outperforms existing reinforcement 
learning algorithms [15]. Pan E et al. used hierarchical cluster 
analysis to analyze grid influencing factors, and the results 
show that the prediction model is important to achieve accurate 
calculation of provincial enterprise investment [16]. Ying et al. 
proposed a coordinated scheduling method for plug-in electric 
vehicle PV generation microgrid based on extended power 
prediction, using a clustering algorithm to build the power 
prediction model was established and the results showed the 
good performance of the proposed extended coordinated 
scheduling algorithm [17]. Bhamidipati et al. developed Wide 
Area Monitoring Systems (WAMSs) in order to monitor the 
grid in a wide area. And a new wide-area monitoring algorithm 
was developed to verify each substation 

in an artificial intelligence framework. The results show that 
the Kullback-Leibler scatter-based method has fast detection 
time and the timing error estimation accuracy exceeds the 
limits provided by the IEEE C37.118.1-2011 standard [18]. 
Iliadis et al. developed a new algorithm for managing the 
currents of an islanded power system that enables more stable 
conventional unit operation and peak demand reduction. The 
results demonstrate that the proposed algorithm can achieve 
smoother diesel generator operation [19]. Jyotheeswara et al. 
proposed a neural network-based maximum power point 
tracking (MPPT) controller for PEMFC grid-connected 
systems to extract maximum power from proton exchange 
membrane fuel cells. The results show that the proposed 
RBFN-MPPT controller has excellent performance [20]. 

It can be seen from related domestic research that neural 
network algorithms have a wide range of applications in the 
field of smart grid. Optimization of wireless sensor network 
parameters by neural network algorithm is important to 
improve the monitoring effect of power grid cables. 

II. CONSTRUCTION OF HIGH-VOLTAGE CABLE CONDITION 

DETECTION MODEL BASED ON WIRELESS SENSOR NETWORK 

A. Mountain High Voltage Cable Path Loss Model 

Construction 

Wireless sensor network is a wireless communication 
technology, and its low cost and maintenance-free 
characteristics make WSN technology gradually replace the 
backward wired monitoring scheme. Therefore, WSN 
technology will have a very broad application prospect in the 
field of smart grid. High-voltage cables in mountainous areas 
are susceptible to seasonal climate and harsh environment, and 
high-voltage cable faults are mainly concentrated in summer 
and winter time. To meet the requirements of monitoring high 
voltage cables in mountainous areas, transmission cable 
monitoring solutions need to meet the challenges of signal 
transmission, harsh environmental issues, and service life in 
mountainous areas. Therefore, based on wireless sensor 
network technology, an in-line monitoring system for high 
voltage cables in mountainous areas using LoRa is proposed. 
The high-voltage line transmission architecture is constructed 
by setting LoRa and cellular modules in the mountainous 
environment, and dynamic LoRa packet networking modules 
are set to guarantee the stable transmission of data signals as 
well as to improve the efficiency of system resources 
utilization and reduce system energy consumption. As shown 
in Fig. 1, the application principle of WSN in the field of smart 
grid. 

 
Fig. 1. Application principle of WSN in Smart Grid 
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According to the analysis of mountain high-voltage cable 
monitoring data, the probability of cable failure is different at 
different times, and mountain high-voltage cable monitoring is 
divided into three monitoring time periods. In the mountain 
storm season, snowstorm and frost season, when the relevant 
values are higher than the meteorological safety indicators, the 
occurrence of natural disasters around the mountain area of 
high-voltage cables is high, and the monitoring of mountain 
high-voltage cables is at the high-risk monitoring stage; natural 
disasters or abnormal communication signal transmission occur 
in the mountainous grid area, and the monitoring of mountain 
high-voltage cables is at the fault monitoring stage; cable 
monitoring data return to normal, and meteorological disasters 
gradually decrease, and mountain high-voltage cable 
monitoring is in the low-risk monitoring stage. According to 
the characteristics of the monitoring period, the fault stage 
gives priority to feedback data to the monitoring and issue fault 
maintenance orders; secondly, the high-risk stage feeds data to 
the monitoring and monitors the grid route fault problem; the 
low-risk stage only needs to meet the requirements of stable 
data transmission and cable detection. The signal strength of 
the transceiver module LoRa at a point in the mountainous area 
is expressed as the difference between the field strength of the 
system base station antenna and the field strength loss of the 
signal reaching that point, as seen in equation (1). 

R T PSE E L 
 (1) 

In equation (1), PSL
 represents the signal loss in the 

median path, and TE
 represents the field generated by the 

LoRa antenna position of the transceiver module. During the 
transmission of the signal in the non-direct path, the bypassing 
phenomenon will occur, as shown in Fig. 2, then the bypassing 
path expression is seen in equation (2). 

2 2 2 2

1 2d ( ) ( )D m T m Rd h h d h h     
 (2) 

In equation (2), 1d
 indicates the distance between the 

mountain and the transceiver module,
dD  indicates the signal 

bypass distance, 2d
 indicates the distance between the 

mountain and the antenna, Rh
 indicates the antenna altitude,

Th
 indicates the transceiver module altitude, and mh

 
indicates the mountain altitude. 

 
Fig. 2. Radio diffraction principle

The colored building areas in Fig. 2 represent signal 
blocking areas such as mountains and forests. The signal tower 
transmitting signal is blocked by the mountain and signal 
bypassing phenomenon occurs. The transceiver module LoRa 
signal band is 433-915Mhz, to meet the bypass signal loss 
requirements, the model applicable to the loss monitoring in 
this band is Egli model, which can be more accurate to 
evaluate the terrain field strength in mountainous and hilly 

areas, etc. The Egli signal loss expression is seen in equation 
(3). 
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In equation (3), rh
 indicates the antenna height, th

 

indicates the transceiver module height, f  radio frequency,
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hK
 environmental correction factor, and d  indicates the 

distance between the transceiver and signal antennas. 

B. Construction of Time Delay and Energy Consumption 

Model of High Voltage Cable in Mountainous Areas 

The high-voltage cable monitoring model uses LoRa to 
achieve optimization of dynamic grouping with multiple 
objectives, and algorithms are used to find the number of 
cellular wireless modules installed as well as the number, so as 

to achieve the type of network under different system delay 
and energy consumption conditions, and to meet the switching 
of multiple working states of the high-voltage cable monitoring 
system of smart grid. Network modeling is used in the study as 
a data directed graph, and transmission towers are located at 
substation locations, which can directly use LoRa modules to 
achieve end-to-end data transmission. Therefore, the directed 
graph then mainly considers the number of transmission towers 
required by the wireless transmission module. The directional 
diagram of network data transmission is shown in Fig. 3.

 
Fig. 3. Directed graph of network data transmission 

The cable detection model mainly needs to find the 
available communication path and the communication link 
delay is kept minimum and can save the network construction 
cost, then the communication link delay should be less than or 
equal to the maximum communication delay, as seen in 
equation (4). 

, , , , max

( , )

 i j k i j k

i j

D M D k N  
 (4) 

In equation (4),
, ,i j kM

 denotes the binary decision 

variable,
, ,i j kD

 denotes the node k  communication delay, and

maxD
 denotes the system maximum delay requirement. To 

ensure that the communication link is reused at a reduced cost, 

then
,i jO

 denotes the binary variable, if the data link ( , )i j  

is used, there is
, 1i jO 

 , otherwise
, 0i jO 

 , expressed as 
seen in equation (5). 

 , , , ,, ,  0,1    ( , ) ,  i j k i i i jM L G O i j p k N    
 (5) 

In equation (5),
,iL
 and iG

 are binary variables, where i  

towers use cellular network, then there is
1iG 

 , otherwise 0, 

and if i  towers use LoRa, then
, 1iL 

 , otherwise 0. The 

variables
, ,i j kM

 and
,i jO

 can be determined by equation (5). 
Also combine equation (4) with equation (5) to get all network 
delay functions as seen in equation (6). 

, , , ,( , ,  )    ( , ) ,  i j k i i jD M L G O i j p k N   
 (6) 

The expression of the network loss function can be found 
by equation (6) as seen in equation (7). 

, ,

1 ( , )

( , ) ( )
N

i i i i i j i j ps

i i j p

E G L dG bL C O L
 

    
 (7) 

In equation (7), d  denotes the energy consumption of the 

cellular radio module, b  denotes the energy consumption of 

the LoRa module, and
,i jC

 denotes the energy consumption 

at the data link ( , )i j  . The expression of the dynamic model 
of mountain cable LoRa obtained by Eq. (4) to Eq. (7) is seen 
in Eq. (8). 

 ( , , ), ( , )  ( , ) ,F D i j k E i j i j p k N   
 (8) 
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In the LoRa module, SF  is the spreading factor, BW  is 

the signal bandwidth, and CR  is the encoding rate. Using the 
sem tech formula, the transmission time of a LoRa individual 
node packet over the air can be calculated, and by using the 
user key control parameters, the LoRa symbol rate is expressed 
as seen in equation (9). 

2
s SF

BW
R 

 (9) 

With the user control parameters and the symbol rate 
definition information, the LoRa symbol period representation 
is obtained as seen in equation (10). 

1sT R
 (10) 

The number of propagation times of LoRa data in the air is 
the sum of the packet transmission time and the leading code 
time, while the leading code is calculated as seen in equation 
(11). 

s( 4.25)p pT n T 
 (11) 

In equation (11),
pn

 is the leading code setting length, 
which is stored in the register location, then the payload 
transmission time is equation (12). 

1 sT T 
 (12) 

In equation (12),  denotes the payload symbol, then the 
LoRa data transmission time can be obtained as the sum of the 
leading code transmission time and the payload time, as seen in 
equation (13). 

p lT T T 
 (13) 

In equation (13),
pT

 is the lead code transmission time
pT

 

, lT
 is the payload time. LoRa data transmission process energy 

generation as seen in Figure 4. 

 
Fig. 4. Lora energy generation in lora data transmission process 

Then, in LoRa data transmission, RXE
 denotes the data 

transmitting energy consumption, TXE
 denotes the data 

receiving energy consumption, d  denotes the distance of data 
transmission process, and n  denotes the data size. The total 
energy consumption of LoRa data transmission is shown in 
equation (14). 

( ) ( ) Re

( , )

( , ) ( )

( )

k

TX Telec amp

RX n RX elec n lec

LoRa TX RX

LoRa CC

T n d E n n d

E E E n

E E n d E n

E L E n





     


  


 
    

(14) 

In equation (14), TelecE
 is the energy consumption of the 

device sending data, RelecE
 is the energy consumption of the 

device receiving data,
amp

 is the energy consumption of the 

device power amplifier unit,
( )CCE n

 is the energy 

consumption of the cellular module sending data, and k  is the 
signal attenuation index with a value of 4 in the mountain area. 

C. Lora Transmission Model Construction based on MOPSO 

Algorithm 

The analysis of the LoRa transmission model reveals that 
the delay model is influenced by the LoRa transmission data 
and device transmission parameters, while the energy 
consumption model is influenced by the data transmission 
distance, data transmission volume, and transceiver module 
power. Meanwhile delay and energy consumption are two 
contradictory target data. To ensure both low latency and good 
energy consumption for high voltage cable monitoring system, 
a compromise approach is needed. A neural network algorithm 
is used to optimize the delay and energy consumption 
objectives so that the delay and energy consumption targets 
meet the requirements of the online high-voltage cable 
detection system. Therefore, the multi-objective particle 
optimization algorithm (MOPSO) is used to optimize the 

energy consumption E  and T  two important parameter 
objectives, then the mathematical expression of MOPSO for

M  objectives is seen in equation (15). 

1 2

1 2

1 2

min ( ) ( ), ( )..., ( )

. .   ( , ..., )

        ( , ..., )

m

D

M

y f x f X f X f X

S t x x x x X

y y y y

  


 
   

(15) 

In Eq. (15),
y

 denotes the target space, X  denotes the 

decision space,
y

 denotes the target vector, and x  denotes the 

decision vector. In the multi-objective particle swarm 

algorithm calculation, each particle has a unique solution in the 

solution space and adjusts its target flight according to the 
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spatial flight experience of its peers and its own experience. 

The particle trajectory in space has the best flight position, 

which is the optimal solution for the particle swarm. And the 

flight position that the whole particle swarm experiences is the 

optimal solution that the swarm finally searches for. 

Define
1, 2( ,..., )a a a aH h h h D

 as the D  dimensional 
position of the a  particle of the particle swarm and the particle

1,2,...a s  . The flight speed of particle a  is

1 2 3( , , ..., )a a a a aDaV v v v v
 . The optimal solution of the 

particle swarm a  is 1 2 3( , , ..., )a a a a aDp p p p p
 , and the 

global optimal solution of the whole particle population is

1 2 3( , , ... )o o o o oDp p p p p
 . The particle population counts 

the velocity expression of the particles in each iterative update 
as seen in equation (16). 

1 1

2 2

( 1) ( ) ( ( ))

                + ( ( ))

ab ab ab ab

b ab

v k v k c r p h k

c r pg h k

   


(16) 

In Eq. (16), denotes the number of particle swarm, a

1,2,...a s  and b  are the parameter values,

1,2,3,...,b D  and bL
 denote the lower limit of the search 

space, bU
 denotes the upper limit of the search space, abv

 

denotes the swarm flight speed, 1c
 and 2c

 denote the swarm 

learning factor,   denotes the inertia weight, and 1r  and 2r  
denote the random number. For each iteration, the position of 
the particles is expressed as shown in equation (17). 

( 1) ( ) ( 1)ab ab abh k h k v k   
 (17) 

In equation (17), abh
 is the particle swarm dimensional 

position,
 ,ab b bDh L U

 . The flow of multi-objective 
particle swarm to achieve the objective optimization is shown 
in Fig. 5. 

 
Fig. 5. Multi-objective particle swarm optimization process 

III. HIGH VOLTAGE CABLE CONDITION DETECTION MODEL 

SIMULATION TEST 

In order to verify the performance of the proposed online 
high-voltage cable detection model, the online high-voltage 
cable monitoring network will be simulated and tested using 
MATLAB with Pocket Tracer simulation platform. The LoRa 
module used in the experimental test transmits from 1km to 
5km range, and the transmission rate ranges from 5kb to 30kb 
range, and the distance is inversely proportional to the data 
transmission rate; while the cellular wireless module is used 
without considering the distance, and the rate is 125m/s. The 
cellular network has been affected by data access delay, routing 
conversion, and the delay is taken as the average value of 
55ms. 100 transmission poles with a spacing of 1 km, and each 
inductive pole tower are placed a group of sensors, each group 
of sensors each time to collect data capacity of a total of 
2.78kb. 
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In the test of the relationship between path loss and the 
influence of LoRa signal receiving and transmitting segment 
distance, the experiments are based on the Egli path loss 
model, and the relationship between path loss and LoRa signal 
segment is obtained through simulation tests, as shown in Fig. 
6. 

Fig. 6 shows the results of the relationship between the 
actual field strength of the path and the theoretical field 
strength. The real field strength test shows that the LoRa signal 
becomes weaker with the increasing distance of the field 
strength, which corresponds to the decreasing trend of field 
strength with increasing distance of Egli model. However, the 
actual comparison shows that the decreasing trend of field 
strength in the experimental test is significantly smaller than 
the trend of Egli’s theoretical calculation. In the case of 
mountain peaks, the difference between the actual field 
strength and the theoretical field strength will be monotonically 
reduced by the increasing distance, but the error value will 
increase in the case of mountain peaks. Although the Egli 
model can describe the relationship between field strength and 
distance for transmission signals in mountainous areas, the 
model has a large error and needs to be optimized to effectively 
predict the path loss in mountainous areas. Meanwhile, in 
online high-voltage cable detection system, delay model and 

energy consumption model are the key to system optimization. 
To discuss the performance of LoRa wireless networking, it is 
necessary to analyze the LoRa bottleneck energy in cellular 
wireless modules as well as the number of groups in LoRa 
modules and multi-hop transmission distance between 
modules. Therefore, the relationship between different wireless 
transmissions and the maximum system delay during 
networking is tested in the Pocket Tracer simulation platform, 
as shown in Fig. 7. 

 
Fig. 6. It is the result of the relationship between the actual field strength 

and the theoretical field strength of the path 

 
Fig. 7. Results of the relationship between system delay and bottleneck energy consumption

Fig. 7 shows the results of the relationship between the 
system delay and the bottleneck energy consumption. In Fig. 
7(a) the results of the relationship between the number of LoRa 
wireless groups and the bottleneck energy are shown. When 
the cable monitoring network belongs to LoRa step-by-step 
hopping network, the system bottleneck energy is the same as 
LoRa bottleneck energy, and the terminal node closest to the 
gateway node transmission network will forward all node data 
at this moment, and the system bottleneck energy is consumed 
as the energy of this node; meanwhile, LoRa transmission 
group expands with the number, this network system takes 
cellular module for data transmission, and the cellular module 
energy consumption is much higher than the LoRa module, and 
the system bottleneck energy at this moment also increases 
with it. However, along with the expansion of the number of 
cellular modules, the transmission of data information of 
individual modules decreases, so the system bottleneck energy 
under the network will decrease as the number of module 

groups increases. Also, when the system uses a heterogeneous 
network, LoRa modules will also consume less bottleneck 
energy as the number of LoRa groups increases. The 
bottleneck energy consumed by the LoRa and cellular 
networks is relatively fixed at this moment, with the LoRa 
bottleneck energy consumption being 2mJ and the cellular 
27mJ. The results of the relationship between the number of 
wireless groups and the maximum delay are shown in Fig. 
7(b). 

Due to the increasing number of LoRa wireless packets, the 
data transmission between individual LoRa modules is 
reduced, and not only the energy consumption is reduced, but 
also the maximum delay of data transmission is gradually 
reduced. 

The MATLAB platform is used to implement the 
simulation test for the multi-objective optimization of the 
system, and the multi-objective particle swarm algorithm is 
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used to optimize the two objectives of the delay module and 
the energy consumption module. The simulation test continues 
to reflect the results of the relationship between energy 
consumption and delay by bottleneck energy and maximum 
delay, as seen in Fig. 8. 

 
Fig. 8. Results of the relationship between time delay and energy 

consumption under particle swarm optimization algorithm 

The results of the relationship between time delay and 
energy consumption under the particle swarm algorithm are 
shown in Fig. 8. The time delay and energy consumption are 
two conflicting objectives that show an inverse proportional 
relationship. Optimization of the two models of time delay and 
energy consumption by the multi-objective particle swarm 
algorithm does not search for the optimal solution set that 
matches the objective function. However, in the simulation 
test, the blue area of the image ellipse is the optimal solution 
range of the objective. In order to find the best working 
conditions parameters that meet the system work, it is 
necessary to further analyze the optimal solution set obtained 
by the particle swarm algorithm, and through the weighting 
process, the weights achieve the switching effect of working 
mode, and the normalization process is carried out to get the 
results corresponding to the parameters of time delay and 
energy consumption under different weights  , as shown in 
Table I. 

TABLE I.  SHOWS THE RESULTS OF TIME DELAY, ENERGY 

CONSUMPTION AND THE RELATIONSHIP BETWEEN PARAMETERS 

Wei

ght 

Transmission 

distance/km 

Signal 

bandwidth/K

Hz 

System energy 

consumption/mJ 

System 

delay/s 

0.1 1 125 12 9.13 

0.2 1.5 125 14 5.01 

0.3 2 125 25 2.72 

0.4 2.6 125 32 0.91 

0.5 3 125 48 0.53 

0.6 3.5 250 53 0.47 

0.7 4 125 59 0.36 

0.8 4.5 250 71 0.26 

0.9 5 250 74 0.16 

Table I shows the results of time delay, energy 
consumption and the relationship between each parameter. At 

the weight of 0.2   , the system has the best balance of 
energy consumption and time delay, which can be used as the 
monitoring mode of cable detection system at this moment, and 

at 0.5   , the system has low delay and good signal 
transmission distance, which can be used as the warning mode 

of the system. At 0.9   , the system has the best delay 
performance and transmission distance, 0.16s and 5km, 
respectively, as maintenance mode. The proposed wireless 
inspection system can effectively meet the work content 
requirements of cable repair and maintenance, and the energy 
consumption is reduced by 81% compared with the traditional 
wired inspection system. 

Packet loss rate is an important parameter to evaluate the 
quality of communication transmission, mainly refers to the 
ratio of the amount of data lost during the transmission and 
exchange process of communication data to the actual sent 
communication data. A higher packet loss rate means a worse 
quality of communication data transmission. Therefore, in 
order to ensure that the system communication has a high 
quality, it is necessary to consider the communication packet 
loss rate. The packet loss rate is related to the communication 
distance, packet length and the transmitting frequency of the 
signal base station. Therefore, the packet loss rate was tested 
under three detection models, and 2000 16-bit byte packets 
were sent simultaneously in the three operating modes of the 
system, as shown in Table II. 

TABLE II.  SHOWS THE RESULTS OF PACKET LOSS RATE OF THE SYSTEM 

UNDER VARIOUS WORKING MODES 

System 

working 

mode 

Total 

transmitted 

packets 

Communication 

distance /kg 

Packet 

loss rate 

Time 

delay/s 

Early 

warning 

mode 

1950 3 <3% 0.51 

1956 3 <3% 0.52 

1972 3 <3% 0.53 

Monitoring 

mode 

1901 1.5 <5% 5.12 

1908 1.5 <5% 5.16 

1910 1.5 <5% 5.19 

Maintenanc

e mode 

1980 5 <1% 0.16 

1982 5 <1% 1.17 

1986 5 <1% 1.17 

Table II shows the results of the packet loss rate situation of 
the system under each operating mode. The packet loss rate of 
the system under all three modes tested is controlled within 
5%, which meets the relevant requirements of packet loss rate 
for China’s power grid communication construction. In the 
early warning mode and maintenance mode, the packet loss 
rate is significantly lower than that in the monitoring mode, 
mainly because the communication system needs to maintain 
high frequency signal bandwidth to meet the requirements of 
low delay in communication in both working environments, 
and therefore the energy consumption in both working modes 

 

10
0

4

8

12

Bottleneck energy /mJ

M
ax

im
u
m

 d
el

ay
 /

s

30 50 70 90 11020 40 60 80 100

2

6

10

Optimal range



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

702 | P a g e  
www.ijacsa.thesai.org 

is relatively high. It can be concluded that the three working 
modes will be freely switched according to the environmental 
conditions where the high-voltage cable is located, maintaining 
the basic communication and low energy consumption 
detection requirements in the detection mode, and switching to 
the warning or maintenance mode under the harsh 
environmental conditions to guarantee the detection of the 
system and the exchange of communication data. Finally, 
compare the wireless cable detection technology studied with 
the traditional wired cable detection technology, as shown in 
Table III. 

TABLE III.  COMPARISON BETWEEN THE PROPOSED CABLE DETECTION 

TECHNOLOGY AND TRADITIONAL CABLE DETECTION TECHNOLOGY 

Compari

son type 

Traditional cable detection 

technology 

The proposed wireless 

cable detection technology 

Scope of 

applicati

on 

Only applicable to places where 

wired equipment can be built 

It can adapt to most places, 

including high mountains, 

cold and hot areas 

Unit 

energy 

consumpt

ion 

higher moderate 

Self 

energy 

level 

system 

Manual automatic control Intelligent/manual control 

Construc

tion 

requirem

ents 

High construction difficulty, not 

suitable for all places 

It can be built in most places 

and mobile communication 

coverage areas 

Maintain 
High maintenance difficulty 

and cost 

Lower overall maintenance 

and cost 

Check 

the 

accuracy 

No time interval monitoring, 

and manual monitoring is 

required for special 

environment 

Adapt to full time and assist 

manual monitoring, with 

higher detection accuracy 

Table III is a comparison table between the proposed 
scheme and the traditional cable detection technology. It can be 
seen from the information in the table that compared with the 
traditional cable detection technology, the proposed wireless 
cable detection technology has obvious advantages in the scope 
of application, construction cost and detectability. At the same 
time, the cable detection technology based on wireless 
technology has more advantages than the traditional cable 
detection technology in terms of system updating and 
technology upgrading, and is more in line with the construction 
requirements of the existing smart grid. 

IV. CONCLUSION 

High-voltage transmission circuit is an important part of the 
grid system, and the reliability of high-voltage cables directly 
affects the safe operation of the grid system. Along with the 
development of interest communication technology, advanced 
wireless communication technology will provide important 
technical support for the development of smart grid. To address 
the problem of insufficient maintenance of traditional wired 
high-voltage cable detection system in remote mountainous 
areas, a high-voltage cable path state monitoring scheme using 
LoRa technology is proposed based on wireless sensor 
network. And three monitoring modes are proposed according 
to the fault types of high-voltage cables; the balance of energy 
consumption and delay of cable communication is achieved by 

multi-objective particle swarm algorithm. The experimental 
results show that the system delay, energy consumption and 
signal bandwidth are different under different weight 
parameters, and the overall effect of the cable detection system 
can be improved by selecting the appropriate cable detection 
model according to the different weight of the cable detection 

area. When the weight is 0.5  , the system has low delay 
and good signal transmission distance. At this moment, the 

system adopts warning mode. At the weight 0.9  , the 
system signal and transmission distance are in the best state. At 
this moment, the system uses maintenance fuzziness for routine 
cable maintenance. Compared with the traditional cable 
detection system, the overall energy consumption of the 
proposed system is reduced by 81%. Finally, in the 
communication data transmission test, the packet loss rate of 
data transmission under the three working modes is less than 
5%. The system reasonably selects the working model 
according to the environment and ensures that the system has 
excellent data signal transmission performance, and meets the 
cable fault detection requirements. Compared with the 
traditional wired cable detection technology, the wireless cable 
detection technology consumes less energy and can adapt to a 
more demanding detection environment. At the same time, the 
system uses neural algorithms to balance the system 
parameters, which makes the overall detection performance 
more stable and better. Therefore, the high voltage cable 
detection technology based on wireless sensor network meets 
the requirements of smart grid construction and ensures the 
timely and effective detection of high voltage cables. However, 
there are also shortcomings in this research. The wireless cable 
detection technology only considers the impact of mountain 
environment on technology. In the actual technology 
construction, more demanding environment needs to be 
considered. At the same time, the wireless technology needs to 
consider the regional communication coverage during the 
construction process, and the combination of wired and 
wireless technology is the most effective method at present. 
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Abstract—In the era of information technology, the work 
relies on information technology to generate a huge amount of 
data and information. Among them, the financial data 
information of universities is growing exponentially, and the 
manual method of organizing data and extracting key 
information can no longer meet the requirements of financial 
data management of universities. Taking the financial 
management of higher education institutions as an example, it is 
difficult to grasp the progress of financial budget execution with 
frequent and complicated daily expenditure and income 
problems, and then it is difficult to execute correct decisions in 
the management. The study uses information entropy as the 
decision basis of decision tree in the financial management of 
higher education institutions. The higher the value of 
information entropy generated in financial management, the 
higher the prediction accuracy of the decision tree. The metric 
calculation method is introduced to obtain the information 
entropy as well as the information gain rate to predict the 
likelihood of problematic events. The study validates the 
performance of the improved decision tree with a dataset that 
achieves a maximum accuracy of 95% in the experiment. With 
the higher prediction accuracy, for the university financial 
management system, a decision tree for financial warning is 
established and the link between the current month's financial 
expenditure and the warning mechanism is analyzed, and finally 
the two common decision tree algorithms, (Iterative 
Dichotomiser3，ID3) ID3 and (Classification and regression tree
，CART) CART, are compared with the algorithm proposed in 
the study. The mean square error and the sum of squared error 
metrics are used to conclude that the algorithm proposed in the 
study has better performance. By improving the existing decision 
tree algorithm, the study proposes a decision tree model based on 
information entropy, which aims to help decision makers to 
quickly and accurately distill relevant data and make correct 
decisions in a large amount of information data for more rational 
financial management. 

Keywords—Information entropy; financial management; 
decision tree; information gain rate; C4.5 algorithm; early warning 
structure 

I. INTRODUCTION 
Financial management in colleges and universities is one 

of the core management works of higher education institutions, 
and also an important guarantee for normal daily work of 
institutions. As the enrollment scale of colleges and 
universities is expanding, the financial data of colleges and 
universities also usher in an explosive growth. How to mine 
these data information and fully apply the useful information 

in the data for effective college financial management and 
financial decision making is the focus of current intelligent 
algorithms in the field of college management research [1]. 
Since the society has entered the information age, computer 
technology and information technology have been developed 
rapidly. The development of computer information technology 
has brought a large amount of data information. The large 
amount of data can provide more reliable basis in extracting 
key information, but at the same time the redundant 
information mixed with it also brings redundant workload. 

In the present time when the intelligent technology is 
popular, the information extraction technology is more in the 
form of automation, so the construction and improvement of 
financial information system has become the key research 
content in the management of universities. With the 
continuous development and improvement of financial 
management information systems in universities, the 
managers' use of traditional financial statements and manual 
decision-making solutions can no longer meet the needs of 
university financial management informatization, not to 
mention the development goals of data and information in the 
intelligent information era [2]. With the increasing 
requirements of university management for management 
effectiveness, reasonable decision quality and decision speed 
become crucial. The use of advanced technology and 
intelligent decision-making tools can make more effective 
management decisions and solve various problems in the 
financial management of colleges and universities. The 
financial information system of colleges and universities has a 
large amount of financial information. The financial 
information contains many important data, and the relevant 
information extracted from the data can be used as the 
judgment basis for the financial management decision of 
colleges and universities. The current information 
management of university finance is far from meeting the 
development requirements at this stage, and the management 
of finance only stays on the surface basis, focusing only on the 
accounting situation of financial data and the supervision of 
data. With the speed of digital campus construction, the needs 
of university development and financial data are accumulated 
in large quantities, and the managers need not only to achieve 
the most basic financial management, but also to control the 
risks of university development to the minimum through 
financial management. Therefore, using intelligent algorithms 
for management decisions can not only provide new 
management directions for university financial management, 
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but also predict other types of financial problems. 

At present, many data processing techniques and 
intelligent algorithms have been applied to financial 
management and risk decision making in universities. For 
example, data warehouse technology, data mining technology, 
data analysis technology, etc. The study introduces digital and 
information technology into the financial management of 
universities to get the improved algorithm of decision tree 
about information entropy. The improved algorithm can 
reasonably use a large amount of data generated in the 
financial system of universities, extract key information for 
the sustainable development of universities, provide a 
scientific theoretical basis for the construction of universities, 
and then control the risks in the financial management of 
universities for the purpose of financial budget progress 
management as well as financial early warning management [3]. 
The research content firstly uses information entropy as the 
decision basis of decision tree in financial management of 
universities, and proposes the decision tree algorithm based on 
information entropy and analyzes it. The higher the value of 
information entropy generated in financial management 
indicates the higher the prediction accuracy of the decision 
tree. Then, the metric is introduced, and the information 
entropy and the information gain rate are calculated, and a 
model based on the improved decision tree algorithm is 
proposed for the application of college financial management, 
and the likelihood of problematic events is predicted using the 
model. Finally, the performance of the constructed improved 
decision tree model is verified by the data set. 

II. RELATED WORK 
The construction of higher education institutions is the 

basis of social progress and development. In order to ensure 
the normal operation and development of colleges and 
universities, many scholars have conducted relevant research 
on the management of colleges and universities. Priya E (Priya 
E 20210 [4] proposed a breast cancer diagnosis model based 
on deep segmentation of residual network, and applied it in 
the initial detection stage of breast cancer. In order to detect 
and classify breast images, the model adopts decision tree 
classifier for operation. It is proved by relevant experiments 
that the model has excellent classification performance, and 
the accuracy reaches 98.86%. Al C (Al C 2021) [5] classifies 
the students' tendency to choose TVET after completing their 
studies through multiple decision tree models, and constructs 
different decision tree algorithm types. The experimental 
results show that the decision tree has a low misclassification 
rate in TVET classification. Researchers such as Mao L (Mao 
L et al. 2021) [6] conducted an evaluation and analysis of 
entrepreneurship education in higher education institutions, 
improved and optimized the algorithm on the basis of decision 
tree and fuzzy algorithm, and constructed an efficient 
entrepreneurship education evaluation system. Through 
empirical research, the evaluation system established in the 
study has a certain degree of effect in practical application. S 
Ziweritin team (S Ziweritin et al. 2021) [7] through the 
simulation experiment, the decision tree is trained and tested, 

and the accuracy of the model reaches 99.86%. Mabuni D and 
Babu S A (Mabuni D and Babu S A 2021) [8] found that the 
classification effects obtained in smaller datasets were 
arranged to be reliable, and therefore performed 
cross-validation with multiple random folds on the same 
dataset. The verification method is also tested experimentally, 
and the experimental results show that the classification 
accuracy of the decision tree with prime number folding is 
higher than that of the existing decision tree classification. 

Ahmad N (Ahmad N et al. 2019) [9] collected public 
university leaders’ views on the overall financial management 
and sustainability of institutions through questionnaires. 
According to the survey results, the leaders interviewed 
believe that the key to the sustainability of financial 
management is to make use of university resources. The 
financial management of the school takes the basic activities 
of the school as the management, which is of great 
significance to the financial management of public universities. 
Researchers such as Asandimitra N (Asandimitra N et al. 2020) 
[10] designed a conclusive causal relationship study, 
conducted multiple regression analysis on the research results 
through relevant statistical software, and found that teachers’ 
financial management behavior has an important relationship 
with teachers’ own financial knowledge and financial literacy. 
Cultivating teachers’ financial self-efficacy is of great help to 
school financial management. The Mohammad M team 
(Mohammad M et al. 2021) [11] used the mean and standard 
deviation of the collected data as a measure of the importance 
of the research question in their research on the quality and 
impact of AI on classified hotel financial statements. Through 
the survey results, it is found that the hotel application AI 
performs linear regression analysis on financial information, 
analyzes the important factors affecting financial management, 
and plays an important role in the sustainability of financial 
management. Malikov VV scholars (Malikov V V 2020) [12] 
constructed the algorithm of financial management system in 
enterprise management. The system first determines the 
overall financial goals of the enterprise, allocates the 
corresponding financial management subsystems, and 
formulates corresponding financial management rules. In 
practical application, the algorithm of the system successfully 
avoids the problem of cash gap and optimizes the relationship 
between creditors. Researchers such as UJ A (UJ A et al. 2020) 
[13] have developed some data classification models for 
financial management decision-making, which include the 
feature selection stage and data classification stage of ant 
colony feature optimization. Through the validation of 
multiple algorithms in the same dataset, the proposed model 
has better performance than other algorithms. 

In summary, decision trees are widely used in 
classification, forecasting and other fields. Financial 
management needs to make predictive behaviors for the future. 
However, there are few and immature studies on the 
combination of the two. Therefore, the research combines the 
two. A relatively complete research is conducted to help 
colleges and universities become more scientific in financial 
management. 
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III. APPLICATION AND IMPROVEMENT OF DECISION TREE 
ALGORITHM IN FINANCIAL MANAGEMENT 

A. Improvement Analysis of Decision Tree Algorithm based 
on Information Entropy 
Decision tree algorithm can classify data purposefully, and 

find and extract valuable information from the data, thus 
helping decision makers to provide a choice path [14]. Based 
on the above advantages, decision tree algorithm is widely 
used in prediction models. In data mining technology, the 
good tree structure formed by the decision tree can highly 
summarize the sample data and correctly identify the old 
samples or different types of samples. Compared with other 
classification algorithms, decision tree has a classification rule 
that is easier to understand. In the classification task, the 
algorithm runs faster and has higher classification accuracy. 

Common decision tree algorithms include ID3 algorithm, 
C4.5 algorithm and CART algorithm. In the late 1970s, J Ross 
Quinlan proposed the ID3 algorithm, which aims to reduce the 
depth of the decision tree and simplify the operation steps of 
the model. However, ID3 algorithm ignores the study of the 
number of leaves while reducing the depth of the tree. 
Therefore, C4.5 algorithm is proposed to improve ID3 
algorithm. As a decision tree algorithm based on information 
entropy, C4.5 algorithm has the advantage that it can use the 
information gain rate to replace the information entropy as the 
selection standard, avoiding the defects of ID3 algorithm. As 
an improved decision tree algorithm, the basic process of the 
algorithm is: first, select the training set as the root node, and 
select the appropriate criteria to select the splitting attributes. 
Secondly, according to the difference of split attribute values, 
the training set is divided into several subsets and used as the 
first sub node of the root node. Then, treat these sub nodes as 
root nodes and repeat the above steps until the final 
classification conditions are met. 

In practical application, when there are many data items, 
more complex decision trees will be generated, which will 
lead to uneven data and even loss of attributes, affecting the 
operation efficiency and classification accuracy of the 
algorithm [15]. In view of the shortcomings of decision tree 
algorithm, C4.5 algorithm is proposed to be used in the 
decision tree. C4.5 algorithm is an improved decision tree 
algorithm, which mainly operates on the basis of information 
entropy. When dealing with continuous lost data, tree pruning 
technology is introduced. This technology not only simplifies 
decision-making, but also improves classification accuracy. In 
addition, the research attempts to introduce a measurement 
method into information entropy. This method can be used for 
data reference at the same time when classifying, and finally 
an improved decision tree algorithm based on measurement is 
obtained. The flow chart of the improved algorithm's decision 
tree is shown in Fig. 1. 
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Fig. 1. Decision tree flow chart of improved algorithm 

The decision tree model established by introducing the 
measurement method is essentially a recursive algorithm, 
which forms the branch conditions of the decision tree and 

adopts the threshold method. Assuming that { }iT t=  the set 

of { }iA a=  samples is taken as the feature space of the 
samples, the total number of samples is expressed by c , and 
the attributes of the feature space are expressed by m . The 
power space of the feature space is represented by 

{ }B b b A= ∈
, the misclassification threshold in the model is 

represented by eβ , and the cross misclassification threshold 
is represented by cβ . For the superset, it includes samples of 
multiple categories. If the sample attribute set threshold value 
in the superset x  is the smallest, and the distance from the 
other category values in the typical Mahalanobis distance is 
the smallest, the sample will be classified into this category. 
Assuming that the sample is misclassified to other samples, 
and the proportion is greater than the cross misclassification, 
the two samples will be considered to be the same class and 
continue to be classified in the lower layer. The classification 
strategy adopted when the above attribute set is not found is 
the best classification situation of the model. When all 
samples are classified or can no longer be classified, the 
model classification process ends. In the model, the 
randomness of information entropy is used as a standard to 
select model samples to test attributes [16]. In the process of 
building a decision tree, an attribute is required to divide the 
data, so that the data class values in the child nodes are 
basically the same. When the data class values in the node are 
unevenly distributed, it means that the entropy of the node is 
small. The definition of entropy is shown in formula (1). 

1 2 1 2 1 2 2 2 2( , , ) log log logn p p n pnEntropy p p p p p p⋅ ⋅ ⋅ = − − ⋅⋅⋅ −

 (1) 
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In formula (1), "-" indicates that the logarithm of the score 
is negative; p  represents the fraction in the definition of 
entropy. In fact, the entropy is positive, as shown in formula 
(2) in general. 

[ ]{ } [ ]1 2, , , n sInfo C C C entropy E⋅ ⋅ ⋅ =
 (2) 

In formula (2), it is the expression of the training set sE ; 
it is used to represent the samples in the training set C . All 
training sets are grouped, and the spatial features are used to 

[ ]sentropy E  reduce the value. Assume that the training set is 
set with a new expected amount of information, and its 
expression is shown in formula (3). 

[ ]( )_ ( , ) /s A s s snew entropy E A i value E E entropy E= ∉ =   ∑
 (3) 

The reduced expectation value of the training set is the 
information gain of the feature space relative to the training 
set. If it is beneficial to the training set, the larger attribute of 
the information gain needs to be removed. The specific 
expression is shown in formula (4). 

[ ] [ ], _ ( , )s s sGain E A entropy E new entropy E A= −  (4) 

Equation (4) [ ],sGain E A is the expression of information 
gain. Information entropy is the average amount of 
information obtained after excluding redundant information, 
which is used to represent the degree of confusion of 
information. The calculation formula of information entropy is 
shown in Equation (5). 

21 2 log ( )1( , , , )
i

m
m i PiI S S S P=⋅ ⋅ ⋅ = −∑  (5) 

In formula (5), it is used to represent the sample set S , 

which is used to represent iP  the probability of any sample 
in /i iP S S= , and iC . The measure of the amount of 
information is the size of the information gain. When all 
attributes are classified, the value of the information gain is 
first calculated, and then the node selected for the construction 
of the decision tree is determined. big. Therefore, the feature 
space branching obtains the information gain as shown in 
Equation (6). 

1 2( ) ( , , , ) ( )mGain A I s s s E A= ⋅⋅⋅ −  (6) 

In formula (6), it 1 2( , , , )mI s s s⋅ ⋅ ⋅  represents the expected 
information entropy of a given sample, and the calculation 
method of sample expectation is shown in formula (7). 

1
1 21( ) ( , , , )v j mj

j j mjj

s s
E A I s s s

s=

+ ⋅⋅ ⋅ +
= − ⋅⋅⋅∑

 (7) 

When calculating the information gain, it mainly depends 
on the attribute value, but in special cases, such calculation is 
also meaningless. Therefore, the division of nodes plays an 
important role in the construction of decision trees. The C4.5 

algorithm optimizes the node division by means of the 
information gain rate, that is, the ratio between the 
information gain and the information entropy. When 
comparing, the amount of information of sample attributes is 
not the total amount. When the information gain is divided 
into subsets, there will be a certain degree of deviation in the 
value of its variables, which can be reduced by formula (8). 

1 1
21( , ) logm

i

s s
SplitInfo S v

s s== ×∑
 (8) 

Therefore, the gain rate expression is specifically as shown 
in Equation (9). 

( , )
( , )

Grain S vGrainRatio
SplitInfo S v

= −
 (9) 

By introducing information entropy and measurement 
methods, the C4.5 algorithm assumes a data set T  in which 
different categories are represented by sets C , selects an 
attribute to divide the data set into multiple subsets, and the 
values of the attributes are all equal. If they are not the same, 
the dataset is divided into the same number of subsets. The 
probability of category selection occurring is shown in 
formula (10). 

( ) /i jP C C T=
 (10) 

Because the instances of the subset all take the value of the 
attribute, the probability of the occurrence of the attribute 
value and the probability of having the category condition are 
shown in formula (11). 

( ) /

( ) /
i i

j j jv i

P v T T

P C V c T

=
 =  (11) 

In formula (11), the probability of occurrence 
( )j jP C V

 

with jC  category conditions is expressed, and the probability 
calculation formula can be obtained to further obtain the 
calculation of category information entropy and category 
condition information entropy, as shown in formula (12). 

1

1 1

( ) ( )
( ) ( ) log ( ) log ( )

( ) ( ) ( ) log ( ) ( ) ( )

k i i
j jj j

nj j i
j ij i

j j i

P C P C
Info C p C p C Info T

T T

c c TcInfo p v p p Info T Info T
v v v V

=

=

 = − = − =


 = − = − =

∑ ∑

∑ ∑ ∑

 (12) 

Finally, the information entropy of the attribute is obtained 
according to formula (8), as shown in formula (13). 

1( ) ( ) log ( ) log _ ( )n i i
i ii i

T T
Info V p v p v split Info v

T T== − = − =∑ ∑

 (13) 

The attribute information gain rate is obtained according to 
formula (9), and the specific expression is shown in formula 
(14). 
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( )_ ( )
_ ( )

gain vgai ration V n
split Info v

=
 (14) 

B. The Application of the Improved Decision Tree Algorithm 
in the Financial Management Model of Colleges and 
Universities 
The above research method introduces the decision tree 

algorithm based on information entropy, and obtains the 
specific calculation method of information gain rate. This 
calculation method is very important in practical application. 
The size of the decision tree can be judged through the 
calculation of information entropy. Part 2.2 will give an 
overall description of the financial management of colleges 
and universities, and apply the decision tree to it. In college 
financial management, college budget management and 
budget performance management play an important role. The 
budget management of colleges and universities can make 
detailed use plans for financial income and use according to 
financial and teaching contents [17]. The flow chart of budget 
performance management is shown in Fig. 2. 
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Fig. 2. Flow chart of budget performance management 

The data in the process of decision tree calculation needs 
to be processed, so it is necessary to select a more appropriate 
algorithm to build the decision tree model. After the decision 
tree is built, it is pruned, that is, the decision tree is optimized. 
The main purpose is to eliminate isolated nodes and noise, cut 
meaningless branches, and make the decision tree have the 
ability to correctly classify [18-20]. The pruning idea in the 
algorithm firstly sets the node of the tree as the number t  of 

( )n t  samples that reach the node; to ( )e t  represent the 
number of samples that can reach the node but does not 
belong to the node; the ratio of error samples at the node is 
expressed as ( )r t . The probability of repeating the 
experiment multiple times is the probability of occurrence ( )e t , 
and the confidence interval of the wrong sample ratio can also 
be obtained. The confidence interval is expressed in CF, and 
the value of the confidence interval can control the degree of 
pruning. The higher the 

value of the confidence interval, the lower the degree of 
pruning. In C4.5 algorithm, the default value of confidence 
interval is 0.25, and the samples obey binomial distribution. 
The calculation process of the decision tree algorithm is 
integrated and calculated in the Clementine platform. The 
decision tree 4.5 algorithm is used to extract, process and mine 
the database data, and then establish a decision tree of 
financial budget to achieve early warning analysis of financial 
budget. The overall framework of early warning analysis is 
shown in Fig. 3. 
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Fig. 3. Overall framework of early warning analysis 

The data warehouse in Fig. 3 includes a lot of information, 
such as information of various departments of the university, 
opening balance, income and expenditure data, balance data, 
and so on. There are many problems in many data, such as 
clutter, duplication and incompleteness, so cleaning the data is 
a necessary step of the system. For data processing, there are 
methods of filling and deleting. When multiple attributes are 
missing in the sample, and the number of missing attribute 
values is more than one-tenth of the total number of attributes, 
the sample data will be deleted; when the mean values of the 
sample attributes are the same, then fill it. In the financial 
management early warning analysis sub-structure system, it 
also includes a maximum tree growth module, an incremental 
learning module, a pruning optimization module, and a weight 
generation module. Its early warning program first selects the 
said information from the database for preprocessing, and 
saves the data of the financial budget report to the data 
warehouse; the data warehouse is an organization method for 
storing data. Then, the data is classified by the C4.5 
algorithms to obtain new knowledge; the new knowledge 
generated includes the weight generation module, which uses 
the weight distribution method to assign corresponding 
weights to each node on the decision tree value, and an 
incremental learning module. The incremental learning 
module combines incremental learning with the C4.5 
algorithms, and uses incremental data and learning methods to 
modify the generated decision tree; output to help decision 
makers make corresponding countermeasures. The details are 
shown in Fig. 4. 
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Fig. 4. Data flow chart of early warning analysis system 

The construction of financial budget data warehouse is 
established from the three-level model of determining data 
source, data preprocessing and data warehouse. The data 
sources are all from the financial budget database of 
universities, and the data warehouse is studied according to 
the theme of decision tree; data preprocessing cleans the data, 
eliminates noise and irrelevant attributes, and converts the 
data; the three-level model of the data warehouse is 
established. The three-level model of the data warehouse, the 
first is the conceptual model, which determines the boundary 

of the financial budget model, extracts the data information 
required by the financial budget, determines the main 
performance indicators of the model, and defines the relevant 
data dimensions. The second is the logical model. The logical 
model is designed according to the data table division, 
granularity, financial budget execution progress and relational 
model. The third is the establishment of the physical model, 
the process of designing the physical database with the data 
organization form stored in the data warehouse as the main 
body. 

IV. FINANCIAL MANAGEMENT APPLICATION ANALYSIS OF 
IMPROVED DECISION TREE ALGORITHM BASED ON 

INFORMATION ENTROPY 

A. Analysis of the Application Effect of Financial 
Management based on Improved Algorithm 
The research selects representative universities as the 

experimental object, and analyzes the data according to the 
accumulated data of the financial department of universities. 
In order to make the data mining information have the 
characteristics of high quality and high informatization, the 
selected samples should be small and representative. Table I 
shows the experimental data of mining 2022 college financial 
data after preprocessing.

TABLE I.  COLLEGE 2021 FINANCIAL DATA PREPROCESSING RESULTS 

Project Contrast ratio Uniformity Relevance Entropy 

T1 

379.0191  19.3456  -0.0001  199.2554  

369.2883  19.2463  0.0000  209.5737  

249.2672  19.6178  -0.0001  179.8338  

489.4266  29.6728  0.0000  239.8373  

T2 

29.3567  9.2728  -0.0038  39.2628  

19.3638  9.2627  -0.0038  39.2727  

19.7378  9.2727  -0.3385  39.8262  

19.3665  9.2636  -0.4859  39.6528  

T3 

1549.2669  0.2627  -0.5049  129.3565  

1702.6229  0.2739  -0.4860  119.3743  

2489.2529  0.7283  -0.5050  209.2728  

1289.2536  0.2738  -0.4960  109.2727  

T4 

1039.2738  1.2738  -0.4950  18.7279  

501.2738  2.3730  -0.4951  18.2829  

203.3637  3.3738  -0.4489  8.1930  

929.2727  3.3829  -0.4960  10.8274  

T5 

1039.2627  1.2737  -0.1111  29.2833  

282.2719  1.1828  -0.5050  36.8189  

282.2728  0.8119  -0.5105  31.8279  

397.8192  2.2829  -0.1111  31.2828  
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The research uses the information entropy reduction of the 
C4.5 algorithms to determine the optimal branch variable and 
segmentation threshold of the decision tree. In the world of 
information data, the size of the entropy value can represent 
how much information is transmitted. If the entropy value is 
higher, it means that the transmission information is more; on 
the contrary, the transmission information is less, the 
information entropy value is smaller. In financial management, 
it can be divided by payment method to indicate the entropy 
value of the event. In ordinary budget indicators, the payment 
methods are divided into two types: direct payment and 

authorized payment, and the two payment methods are 
guaranteed to have equal probability of opportunity, which 
makes it difficult to predict the result of the next financial 
payment method, and the two results are mutually exclusive. 
Independently, the entropy in this form is one bit. When the 
budget index amount is relatively large and the university only 
allows direct payment, the entropy value of the event division 
method is 0. Algorithm C4.5 takes the decreasing speed of 
information entropy as the basis for judging the progress of 
budget execution, and the decision tree for getting early 
warning of budget execution progress is shown in Fig. 4. 

                Node 0
Category     %          n
    F         91.934     151
    T          7.844      13
Total     100.000    164

Actual expenditure/Annual target 7<=23.8

                Node 1
Category     %           n
    F          32.222      4
    T         65.556       9
Total        8.412       13

                Node 6
Category     %          n
    F         96.405     156
    T          7.373      3
Total       90.366    159

>23.8

                Node 5
Category     %           n
    F         100.000     2
    T           0.000       0
Total         1.025       2

                Node 7
Category     %           n
    F         97.582     150
    T          1.196        2
Total       85.821     152

                Node 8
Category     %           n
    F          75.000      6
    T          25.000      2
Total         4.545       8

                Node 9
Category     %           n
    F              0            0
    T         100.000      2
Total         1.025        2

                Node 10
Category     %           n
    F         100.000      6
    T              0            0
Total         3.298        6

                Node 3
Category     %          n
    F          55.000      3
    T          40.000      2
Total         2.841       5

                Node 4
Category     %           n
    F              0            0
    T         100.000      8
Total        4.545         8

( Planned ) 
Direct payment 1

( Expenditure ) 
Direct payment 9

<=149.8 >149.8 <=651.3 >651.3

( Planned ) 
Direct payment 9

( Planned ) 
Direct payment 5<=522.1 >522.1 <=342.4 >342.4

                Node 2
Category     %           n
    F          22.966      3
    T         75.813       9
Total        7.275       12

 
Fig. 5. Decision tree for budget implementation progress alert 

In Fig. 5, 23.8% is the cut-off point for the payment 
method of the decision tree. A Situation: if the budget 
implementation progress of the project in July is not more than 
23.8%, and the direct payment amount in January is not less 
than 150000 yuan, no budget is required; B Situation: For the 
same project, if the budget implementation progress is no 
more than 23.8%, the direct payment amount in January is less 
than 150000 yuan, and the authorized payment amount in 
September is no less than 522000 yuan. The decision tree 
needs to give an alert; In case b, when the authorized payment 
amount in September is less than 522000 yuan, it is necessary 
to judge according to the authorized payment amount in 
January. If it is not less than 8800 yuan, there is no need for 
early warning. On the contrary, if it is less than 8800 yuan, 
there is a need for early warning. By analogy, we can pay 

more attention to the financial budget of the current month 
according to the results and budget implementation progress. 
The study obtains an early warning decision tree about the 
execution progress of the budget, and puts the data in the three 
test sets into the decision tree. The purpose is to compare the 
prediction result with the real value to verify the prediction 
accuracy of the decision tree in financial management. A 
decision tree was built on some data in test set 2, and the 
budgets of 100 projects were predicted and analyzed. In the 
judgment of the decision tree, the predicted results of 95 
projects were the same as the actual results, and the predicted 
results of only five projects were the same as the actual results. 
Therefore, the decision tree built on the basis of information 
entropy has a higher prediction effect. Different test sets are 
used to verify the prediction accuracy of decision tree, as 
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shown in Fig. 6. 
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Fig. 6. Verification of prediction accuracy of decision tree with different test 
sets 

Through the verification of the prediction accuracy of the 
decision tree from three data sets, it is found that the decision 
tree based on information entropy has a higher prediction 
accuracy, which verifies that the decision tree based on 
information entropy is applicable to a variety of data. 
Therefore, the analysis results of the decision tree constructed 
in Fig. 5, which is used in colleges and universities, are 
reliable. 

B. Performance Comparison of Improved Decision Tree 
Algorithm based on Information Entropy 
The experiment uses the ID3 algorithm, the CART 

algorithm and the improved C4.5 algorithms to compare to 
verify the superiority of the algorithm performance. The 
performance experiment of the algorithm uses the relevant 
error indicators as the judgment basis. The mean square error 
results of the three algorithms in the model are shown in Fig. 
6. 
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Fig. 7. Mean square error results of three algorithms in the model 

From Fig. 7 it is seen that the mean square error of the 
C4.5 algorithms is lower among the three models, and when 
the number of branch nodes is small, the mean square error of 
the algorithm is still higher, and the mean square error 
gradually decreases with the increase of the number of nodes, 
after a certain number of nodes, the mean square error value 
begins to converge, and the change range is small. 
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Fig. 8. Mean square error result of C4.5 algorithm 

Fig. 8 shows the mean square error result of C4.5 
algorithms. From Fig. 8 it is seen that when the number of 
nodes in the decision tree is small, its mean square error is 
large, and the increase in the number of nodes makes the mean 
square error of the decision tree change significantly. When 
the number of nodes is about three, the mean square error 
begins to converge gradually, and the variation range is small; 
but when the number of nodes is about 12, the mean square 
error increases gradually. It shows that the increasing number 
of nodes will lead to the increase of algorithm operation, and 
the decrease of its efficiency and prediction accuracy. The 
algorithm is further compared. The error square of the 
algorithm is shown in Fig. 9. The sum of the error squares of 
the two algorithms is further compared. 

Fig. 9 shows the sum of error squares of ID3 algorithm and 
CART algorithm, and the sum of error squares of CART 
algorithm and C4.5 algorithms. It can be seen from Fig. 9(a) 
that the sum of error squares of CART algorithm is smaller 
than that of ID3 algorithm as a whole. When the number of 
branch nodes is 1-3, the error square changes greatly, and the 
sum of error squares changes from eight to about one. Since 
the number of nodes is four, the convergence speed of the 
average error square and the minimum error square of the 
algorithm decreases significantly, and the convergence tends 
to be smooth. The sum of squares of the CART algorithm 
converges to about 0.9. From Fig. 9 (b), it can be concluded 
that the sum of squares of errors of C4.5 algorithms is smaller 
than CART algorithm as a whole. When the number of branch 
nodes is no more than three, the error square of C4.5 
algorithm changes greatly, and the convergence speed is fast. 
The sum of error squares changes from 7.5 to about 0.5. When 
the number of self-nodes is no less than four, the convergence 
speed of the average error square and the minimum error 
square of the algorithm decreases significantly, and the 
convergence tends to be smooth. The sum of squares of C4.5 
algorithm converges to about 0.17. 
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Fig. 9. The result of the sum of squares of errors of ID3 algorithm and CART algorithm, and the result of the sum of squares of errors of CART algorithm and 

C4.5 algorithm 
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Fig. 10. Prediction results of CART algorithm on test samples and C4.5 algorithm on test samples 

Fig. 10 shows the prediction results of CART algorithm on 
test samples and C4.5 algorithm on test samples. It can be 
seen from Fig. 10(a) that there is a certain degree of difference 
between the predicted results of CART algorithm and the 
actual results. The actual data results fluctuate between 0.70 
and 0.80, while the predicted results of CART algorithm vary 
between 0.70 and 0.85. It can be seen from Fig. 10(b) that the 
improved prediction results have a high coincidence with the 
actual results. Therefore, the improved C4.5 algorithm has a 
high accuracy, and there is no significant error between the 
prediction results and the actual results. 

Fig. 11 is a comparison chart of prediction model accuracy 
under three different algorithms. In Fig. 11, the predicted 
average value of CART model is 89.96%. The predicted 
average value of ID3 model is 92.56%. Decision tree 
algorithm C4.5 based on information entropy has a prediction 
accuracy of 95.1% in the model. By comparing the accuracy 
values of the prediction models under three different 
algorithms, it can be seen that the model proposed in this 
study has better prediction accuracy, so it can be used in actual 
prediction. 
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Fig. 11. Comparison chart of prediction model accuracy under three different 

algorithms 

In conclusion, the improved decision tree algorithm model 
built by this research can have better prediction accuracy. 
Applying this model to the analysis of financial data in 
colleges and universities can obtain the financial 
implementation progress. The improved decision tree 
algorithm model can give an early warning according to the 
monthly financial income and expenditure of colleges and 
universities, so as to remind managers of the financial 
situation of colleges and universities in the current month. 

V. CONCLUSION 
The development of information industry has brought 

great impact to society, making information everywhere. The 
financial management in higher education institutions, due to 
the tedious work, generates a lot of information and is difficult 
to sort out, which affects the leaders' decision on the follow-up 
work. Therefore, in order to extract relevant data from 
redundant information data and facilitate making correct 
decisions, a decision tree algorithm based on information 
entropy is proposed. The algorithm uses entropy value and 
information gain rate to predict the probability of event 
occurrence, which can achieve different early warning effects 
for different events. The research verifies the prediction 
performance of the decision tree through the test set. In the 
three test sets, the precision measurement of the algorithm 
prediction under the support of information entropy reaches 
95%. Then, the current financial data of colleges and 
universities are analyzed, and the financial implementation 
progress is obtained. Colleges and universities should be 
cautious about their financial expenditure in the month, 
otherwise the decision tree will issue a financial warning. 
Finally, to verify the performance of the algorithm, compared 
with ID3 algorithm and CART algorithm, the decision tree 
algorithm based on information entropy performs best by 
comparing the mean square error, the sum of squares of errors 
and the accuracy. 

VI. FUTURE WORK 
Although the C4.5 algorithm in the traditional decision 

tree algorithm has been improved in this research, the decision 
tree algorithm based on information entropy is proposed and 
analyzed with information entropy as the decision basis of the 
decision tree. At the same time, the measurement method is 
introduced to calculate the information entropy and 
information gain rate, and then an application model of 
university financial management based on the improved 
decision tree algorithm is proposed. However, there are still 
shortcomings in this research. The calculation of the 
information gain rate of the decision tree established on the 
basis of information entropy is more complex, which increases 
the difficulty of the algorithm. In the experiment, there are few 
sample data, resulting in some errors in accuracy. In the 
subsequent research, we can find a more simple calculation 
method and add more data samples from more colleges to 
improve the algorithm efficiency and prediction accuracy. 
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Abstract—Complexity, heterogeneity, schemaless-ness, data 

visualization, and extraction of consistent knowledge from Big 

Data are the biggest challenges in NoSQL databases. This paper 

presents a general semantic NoSQL Application Program 

Interface that integrates and converts NoSQL databases to 

semantic representation. The generated knowledge base is 

suitable for visualization and knowledge extraction from 

different Big Data sources. The authors use a case study of the 

COVID-19 pandemic prediction and other weather occurrences 

in various parts of the world to illustrate the suggested API. The 

Authors find a correlation between COVID-19 spread and 

deteriorating weather. According to the experimental findings, 

the API's performance is enough for heterogeneous Big Data. 

Keywords—NoSQL database; formatting; semantic technology; 

data integration; pandemic prediction 

I. INTRODUCTION 

Large data sets have their roots in the 1960s and 1970s 
when the world of data was just getting started with the 
creation of the first data centers and the development of the 
relational database. Nowadays, the data grows at sky-high 
rates. The world has multiple Big Data sources with different 
structures like sensors, scientific experiments, and social 
networks. We produce and collect more data every minute, and 
we need to be able to process them as soon as possible. 
Everything depends on timing, including stock trading, 
tracking the growth of epidemics, and traffic monitoring. A 
minor misunderstanding could lead to both financial loss and 
fatalities. The high level of adoption of Big Data technology is 
influenced by the quick and continual growth in data volumes. 

A. Research Problem 

Researchers face many problems when dealing with data 
from multiple sources. Because the structure of the data is 
different it makes it difficult to process the data and extract 
knowledge. Most researchers are now trying to store the data in 
a semantic form to make it easier to process. To do this they 
need to collect data from different data stores and preprocess 
these data to present them in semantic form. The preprocessing 
phase takes much time and effort which we need to solve the 
real problems we face and take better decisions based on the 
knowledge extracted from the data. 

B. Research Objectives 

This article studies many semantic Big Data frameworks 
and their limitations. Then it proposes a semantic NoSQL 
application program interface (API). The proposed API can 
read data from multiple NoSQL databases and convert them to 
Ontology. By using the proposed API, it will be possible to 
apply semantic queries on different data stores. The proposed 
API can also be used to integrate different data stores into a 
defined format. 

C. Organization 

This paper is organized in the following way to fulfill the 
research goals: Section 2 reviews a background about Big 
Data, Ontology, and NoSQL databases. Section 3 examines the 
history of earlier similar works. Section 4 Shows the proposed 
API architecture. The implementation of our proposed API is 
described in Section 5. Section 6 provides a case study of the 
API to analyze COVID-19 spread and weather behavior. The 
impact of utilizing the suggested API is described in Section 7. 
The paper's conclusion is covered in Section 8, which also 
analyses the research's significant contribution and limitations. 

II. BACKGROUND 

A. Big Data 

The term Big Data refers to a concept mostly used to 
classify large amounts of data. Despite the wide agreement on 
the promises and prospects of Big Data, there is no standard 
definition for it at this time. 

The Institute of McKinsey Global defined the term Big 
Data as a “very Big Data set that can‟t be stored or managed 
with database software tools” [1]. 

Gartner [2] defined Big Data as "a high-volume, high-
variety, and/or high-velocity information asset that necessitates 
cost-effective, novel types of data processing that provide 
better insight, decision-making, and process automation." 

The term "Big Data" was defined by Deepak Gupta and 
Rinkle Rani [3] as „Big data refers to large datasets which 
require non-traditional scalable solutions for data gathering, 
storage, management, analysis, and visualization, to extract 
actionable insights that could have an impact on every area of 
human life‟. Big data characteristics are portrayed as 
extensions of ‟V‟s [3][4]. Fig. 1 presents the Big Data 
characteristics. 
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Fig. 1. Big Data characteristics 

B. Ontology 

An Ontology consists of O = A, C, I, P, R, T. Where A is 
the set of axioms; C is the set of concepts or classes; I is the set 
of instances; P is the set of properties of the concepts 
describing various features; R is the set of relationships 
between concepts and T is the set of hierarchical relationships 
among concepts that are called taxonomies [5]. 

The components of Ontology are as follows:[6] 

 Individuals: “The ontology population is represented by 
individuals, which are objects. They are instances of 
classes.” 

 Classes: “Classes are particular categories of objects or 
things that represent a collection of instances or specify 
a particular category of entities. They are frequently 
referred to as concepts or entity types. Classes can be 
used to classify individuals, other classes, or a 
combination of both.” 

 Attributes: “Properties associated with objects or classes 
are called attributes. They include statements about 
Datatypes and their DataValues, characteristics, 
features, or parameters of individuals and classes.” 

 Relations:” The numerous links that indicate how two 
individuals or classes are related. Additionally called 
associations, roles, relationship types, and object 
properties”. 

 Axioms:” Logical rules and assertions that together 
create the general theory that describes the relationship 
between the ontology elements. They represent formal 
definitions of the ontology knowledge.” 

C. NoSQL Databases 

NoSQL (Not Only SQL) is a database that is a non-
relational distributed database system. It facilitates the rapid 
structuring of data analysis with large volumes of data and a 
variety of data types. NoSQL is also referred to as a cloud 
database, a non-relational database. NoSQL databases are not 
based on tables and do not often employ structured query 
language to manipulate data. Receive and append operations 
are frequently highly optimized in NoSQL database systems. 

When working with large amounts of data and this data 
structure does not require a relational model, NoSQL databases 
come in handy [4]. 

When compared to relational databases, NoSQL databases 
are more scalable, diverse, simple to use, flexible, and give 
better performance. MongoDB is now the most popular 
NoSQL database, with Apache Cassandra, Redis, and HBase 
following closely behind. Neo4j is the most popular NoSQL 
graph database and the most common cloud database is 
Amazon DynamoDB [7]. NoSQL data models allow related 
data to be stored in a nested data structure [8]. 

Based on their data model, NoSQL databases are classified 
into a variety of types[5]. The main types of NoSQL databases 
are wide-column databases, document databases, key-value 
databases, and graph databases. They provide flexible schemas 
and they are very scalable to large amounts of data and high 
user loads. Table I provides a comparative study of the four 
types of NoSQL databases. 

TABLE I.  A COMPARATIVE STUDY OF THE FOUR TYPES OF NOSQL 

DATABASES 

NoSQL 

database 

types 

Document 

database 

Key-value 

store 

Wide-

column 

store 

Graph store 

Data 

Storage 

It stores 

data in 

JSON, 

BSON, or 

XML 

documents 

It stores 

data as an 

attribute 

name (or 

"key") 

combined 

with its 

value 

It stores 

data in 

tables, 

rows, and 

dynamic 

columns 

It stores data in 

nodes and edges 

Use Cases 

It is great 

for a wide 

variety of 

use cases 

and can be 

used as a 

general-

purpose 

database 

It is the 

best to use 

when you 

need to 

store large 

amounts of 

data but 

you don‟t 

need to 

perform 

complex 

queries to 

retrieve it 

such as 

storing user 

preferences 

or caching 

Common 

use cases 

for wide-

column 

stores 

include 

storing 

Internet of 

Things 

data and 

user 

profile 

data 

It is the best to 

use when you 

need to traverse 

relationships to 

look for patterns 

such as fraud 

detection,  

social networks, 

and 

recommendation 

engines 

Performance 

and 

scalability 

High High High Very high 

Flexibility High High Moderate High 

Complexity Low Very Low Low High 

Examples 
MongoDB, 

CouchDB 

Redis , 

DynamoDB 

, Voldemort 

Hbase, 

Big Table, 

Cassandra 

Neo4j, 

HyperGraph, 

InfiniteGraph 

Big Data 
characteristics  

Volume 

Variety 

Velocity 

Veracity 

Variability 

Venue 

Value 

Validity 

Vocabulary 

Vagueness 
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III. RELATED WORK 

Many researchers studied the relationship between 
semantic technology and Big Data technology. They tried to 
connect knowledge management systems with NoSQL 
database management systems to apply semantic queries on 
Big Data. 

Bansal S and Kagemann S proposed Semantic Extract-
Transform-Load (ETL) framework that uses semantic 
technologies to integrate and publish data from multiple 
sources. The Extract-Transform-Load (ETL) process refers to a 
process in data warehousing that extracts data from outside 
sources, transforms it to fit operational needs, which can 
include quality checks, and loads it into the end target database. 
The authors extracted data from different sources in flat file 
formats such as CSV. The proposed semantic ETL framework 
first creates a semantic model of the datasets being integrated, 
and then it creates semantically linked data that adheres to the 
data model. A semantic data model and semantically linked 
data (RDF triples) are produced using semantic technologies 
and stored in a data warehouse during the transform phase of 
an ETL process. The transformation phase will involve a 
manual process of analyzing the datasets, the schema, and their 
purpose. Based on the findings, the schema will have to be 
mapped to an existing domain-specific Ontology or Ontology 
will have to be created from scratch [9]. 

Hanen Abbes and Faiez Gargouri implemented a tool to 
generate Ontology from MongoDB databases. It proposed 
transformation rules from MongoDB to OWL Ontology. This 
work is done in five main steps. First is the creation of the 
Ontology skeleton by defining Ontology classes and detecting 
the relationships between them. Second, learn object properties 
and datatype properties. Third, identify Individuals. Forth, 
deduce class axioms, property axioms, and constraints. Finally, 
enrich the Ontology with class definition operators [10]. 

Mahmudul Hassan and Srividya K. Bansal proposed a 
solution to execute SPARQL query as SQL query using 
Apache Spark on large-scale RDF data stored in NoSQL 
databases such as HBase and Cassandra. It translated the 
SPARQL query to SPARK SQL for both HBase and Cassandra 
storage schemas. It first converted RDF data to store it in 
HBase and Cassandra and then proposed an algorithm to 
convert SPARQL query to SPARK SQL using the in-memory 
data processing engine Spark. The main purpose of this paper 
is to execute a query on RDF data (semantic data) with a large 
volume. To achieve that, it stored the RDF data in a NoSQL 
database. However, the algorithm can be used to perform 
SPARQL queries on data already stored in HBase or Cassandra 
[11]. 

K. ElDahshan, E. K. Elsayed, and H. Mancy developed a 
semantic dashboard using java JDK to connect to HBase and 
built a universal knowledge base using Protégé. It converted 
the SPARQL query to spark SQL using Sempala. The 
conversion is done using the algebra tree [12]. 

S. Mhammedi, H. El Massari, and N. Gherabi proposed an 
approach to automatically learn OWL Ontology from data in 
the Couchbase database by applying six mapping rules. The 
mapping rules are learning classes, learning object properties 

from the embedded document, learning datatype properties, 
transforming all data values of fields in each document to 
individuals, learning property restrictions, and learning class 
hierarchies [13]. 

All of them except [11,12] do not handle Big Data. All of 
them allow the conversion of only one NoSQL database type. 
The proposed API handles Big Data, accepts any type of 
NoSQL database, allows schema conversion, and the proposed 
API is platform-independent. Table II shows the comparison 
among related works through data sources, NoSQL type, tools 
used, and limitations. 

TABLE II.  A COMPARATIVE STUDY OF THE  RELATED WORKS 

Research 
Data 

Source 

NoSQL 

Type 
Tools Limitations 

[9] 

Data from 

multiple 

sources in 

flat file 

formats 

such as 

CSV 

-- 

Semantic Extract-

Transform-Load 

(ETL) framework 

which generates a 

semantic model of 

the datasets under 

integration and 

then generates 

semantically 

linked data 

The 

framework 

can not deal 

with 

NoSQL 

database 

stores 

[10] MongoDB 
Document 

database 

A tool to generate 

Ontology from 

MongoDB 

implemented by 

the JAVA 

programming 

language 

The tool can 

deal with 

only one 

type of 

NoSQL 

database 

store 

[11] 
HBase and 

Cassandra 

Wide-

column 

A query compiler 

that is written in 

Flex and Bison 

that translates 

SPARQL to Spark 

SQL to execute a 

query on RDF 

data stored in 

HBase and 

Cassandra 

The tool can 

deal with 

semantic 

data in RDF 

format 

stored in a 

wide-

column 

database 

[12] HBase 
Wide-

column 

A semantic 

dashboard using 

java JDK to 

connect to HBase 

and built a 

universal 

knowledge base 

using Protégé 

The tool can 

deal with 

only one 

type of 

NoSQL 

database 

stores 

[13] Couchbase 
Document 

database 

An approach to 

learning Ontology 

from the 

Couchbase 

database using 

mapping rules. 

This work is done 

by the JAVA 

programming 

language and 

OWL API 

The tool can 

deal with 

only one 

type of 

NoSQL 

database 

stores 
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IV. THE PROPOSED SEMANTIC INTEGRATION APPLICATION 

PROGRAM INTERFACE ARCHITECTURE 

Researchers and academics regard data access to be 
unattainable in many situations for a variety of reasons. These 
include the following: a profusion of data, non-computerization 
of processes, heterogeneity, data duplication, and the presence 
of a lot of isolated data in databases that can only be accessed 
in a specific context. These traits typically lead to low-quality 
information, which makes it challenging for researchers to 
organize and evaluate them during the decision-making process 
[14]. Data integration is the process of making it possible for 
people to access, deliver, and utilize data from several sources 
and huge businesses while preserving its integrity and quality. 
Real-time updates to data saved in one source can also be 
mirrored in other sources thanks to this [15]. 

Although Ontology development is not a new field of 
study, Big Data faces new difficulties due to its features 
(velocity, variety, and volume). Therefore, our API takes into 
account the properties of Big Data for Big Data Ontology 
creation. The main idea is to create Ontology from a large 
number of diverse sources. The authors' goal is to make the 
process of automatically generating Ontology and importing 
Big Data as simple as possible for the user by providing an 

independent application program interface. The research's 
additional significant contributions include (1) the ability to 
integrate different sources of NoSQL, (2) the ability to support 
the Ontology creation-based Big Data access layer, (3) the 
ability to re-engineer and combine different Ontologies, and (4) 
the capability to easily build a semantic query over Big Data. 
Fig. 2 shows the proposed API overview. 

The structure of the proposed API is as follows: 

 Connection Phase: In this phase, the authors build a Big 
Data access layer that allows users to connect to any 
NoSQL database. 

 Integration and Extraction Phase: In this phase, the API 
reads and extracts every record in the database and puts 
them in a Python dictionary. 

 Conversion phase: In this phase, the API converts the 
dictionary to an XML file. 

 OWL Creation phase: In this phase, the API creates 
OWL from the XML file. 

 Semantic and visualization phase: In this phase, the API 
builds semantic rules and visualizes the data in a graph. 

 

Fig. 2. The proposed API Overview 
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VI. PROPOSED SEMANTIC INTEGRATION APPLICATION 

PROGRAM INTERFACE IMPLEMENTATION 

The API is created with Python 3.8.5 on Windows 10  

operating system with Intel(R) Core(TM) i7-6500U CPU and 
8GB RAM. The proposed API asks the user to enter the 
databases‟ names to be converted. The API scans the databases 
and retrieves every record in them with the same structure as it 
was in the database. After getting every record, it will be 
converted to XML. The API can handle data with any 
structure. Every record will be retrieved as a dictionary data 
type in Python. Then it will be converted to a JSON array. The 
JSON array will be converted to XML using the „dicttoxml‟ 
package. The API can handle documents with complex 
structures and large sizes. For every collection in MongoDB 
and every table in HBase, a root class will be created. A 
subclass will be created to represent each attribute in the 
records. If the document in the MongoDB collection has 
embedded objects, other subclasses will be created to represent 
the attributes of the embedded object. After the conversion is 
completed, the XML is converted to OWL Ontology using 
DTD2OWL. Fig. 3 explains the proposed API workflow. 
Algorithm 1 demonstrates the Semantic NoSQL API execution 
steps. 

Algorithm 1: Semantic NoSQL API 

Initialize  

Connect to the database 

Scan every record in the database 

For (every record) do 

 Put the record in Python dictionary 

 Convert the dictionary to XML 

 Save the output to a file 

 End 

Convert XML to OWL 

Build semantic Query 

Visualize the result 

The phases of the proposed Onto-NoSQL API are 
implemented as follows: 

A. Connection Phase 

To access a NoSQL database, the author used the pymongo 
package to connect to MongoDB as a document database type, 
the happybase package to connect to HBase as a Wide-Column 
database type, the Redis-py package to connect to Redis as a 
Key-value database, and the Neo4j Python Driver to connect to 
Neo4j as a Graph database type. Algorithm 2 represents the 
connection code to MongoDB. Algorithm 3 represents the 
connection code to Hbase. 

This paper focuses on both document database stores and 
column-oriented database stores as they are the most used 
NoSQL database stores. The most popular document store is 
MongoDB [6]. MongoDB is very popular because it allows 
multiple data types to be used. The database consists of 
collections. The collection stores the data as JSON documents. 
Schema is not needed to store the data in MongoDB. The data 
stored can be a string, number, date, array, or object. 
MongoDB can store data from multiple sources in different 
formats. 

Algorithm 2: Connect to MongoDB 

from pymongo import MongoClient 

client = MongoClient() 

#enter database name 

database= input('Enter DB name:') 

db = client[database] 

One of the most popular column-oriented database stores is 
HBase. HBase is an open-source management system that is a 
versioned and distributed database based on Google's 
BigTable.  

 

Fig. 3. The proposed API workflow 
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This system is column-oriented and built on top of HDFS, 
which speeds up read and write operations across Big Data 
sets. Application programming interfaces (APIs) such as Thrift 
and Java provide access to HBase. There are no query or 
scripting languages specific to these APIs. HBase is reliant on 
a ZooKeeper instance by default [16]. 

Algorithm 3: Connect to HBase 

import happybase as hb 

conn= hb.Connection(HostName,PortNumber) 

conn.open() 

B. Integration and Extraction Phase 

The proposed API integrates MongoDB and HBase 
databases. It extracts every record in the database and puts 
them in a Python dictionary. Algorithm 4 reads records from 
MongoDB. Algorithm 5 reads records from HBase. 

Algorithm 4: Read records from MongoDB 

collection_names = db.collection_names() 

For (every collection ) do 

 #retrieve documents in each collection 

docs = db[collection_name].find() 

 End 

 

Algorithm 5: Read records from HBase 

table = conn.table('table_name') 

For (every key, row) do 

 # retrieve records 

row = str(row) 

 row =json.loads(row) 

 End 

C. Conversion Phase 

The proposed API  converts the dictionary to an XML file. 
Algorithm 6 converts the dictionary generated from MongoDB 
records to an XML file. Algorithm 7 converts the dictionary 
generated from HBase records to an XML file. 

Algorithm 6: Convert dictionary generated from MongoDB to 
XML file 

#create XML file 
f = open(database+'/'+collection_name+'.xml', 'wb') 

For (every doc) do 

 #convert object id to string 

doc_sanitized = json.loads(json_util.dumps(doc)) 

 #convert to XML 

xml = dicttoxml.dicttoxml(doc_sanitized) 

 f.write(xml) 

 End 

f.close() 

 

Algorithm 7: Convert dictionary generated from HBase to 
XML file 

#create XML file 
f = open('table_name.xml', 'wb') 

For (every key, row) do 

 xml = dicttoxml(row) 

 f.write(xml) 

 End 

f.close() 

The interface of the API was created using PHP (Laravel 
Framework). First, we need to install the Process component 
that executes commands in sub-processes. This can be done 
using the composer to install the package. Second, use the 
Process class that enables Laravel to run a script. Third, create 
a new instance of the Process class, which takes three 
parameters the name of the script, the script itself, and the 
arguments passed to the script. An HTML form was created to 
read the data from the user. The user chooses the NoSQL 
database engine (MongoDB or HBase) and writes the name of 
the database (in the case of choosing MongoDB) or the table 
(in the case of choosing HBase) to be converted to XML. After 
the script is executed, the user gets a message that the database 
(in the case of using MongoDB) or the table (in the case of 
using HBase) is converted successfully. The XML files are 
located in the public folder in the Laravel project. Fig. 4, 5, and 
6 represent the screens of the proposed API. Fig. 7 is a 
snapshot from the generated XML file. 

 
Fig. 4. The API screens- the input form 
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Fig. 5. The API screens- choose NoSQL data store 

 
Fig. 6. The API screens- the success message after the database is converted 

 

Fig. 7. A snapshot of the generated XML file 

D. OWL Creation Phase 

The proposed API converts XML format to OWL. The 
Authors implement the DTD2OWL2 Method in python [17]. 

E. Semantic and Visualization Phase 

The proposed API builds a semantic query using rdflib [18] 
and visualization using the Plotly package in Python. 

VII. CASE STUDY 

The authors apply API to COVID-19 and weather data. 
Data was collected from various sources regarding the spread 
of Covid19. The number of cases was collected from the 
WHO. The weather data was collected from National Centers 
for Environmental Information website [19]. The authors used 
the number of confirmed cases, population, and weather data to 
predict a new pattern of confirmed cases and to find a relation 
between it and the other factors. The data was preprocessed 
and converted to JSON format. MongoDB was used to store 
the confirmed case data. HBase was used to store the weather 
data. By converting the database to OWL, it is possible to 
apply semantic queries and extract more knowledge from the 
data. It was possible to visualize the data and find a relation 
between them despite being stored in different databases with 
different structures. Fig. 8, 9, and 10 visualize the data on the 
world map. 

 
Fig. 8. The population of world countries 

<?xml version="1.0" encoding="UTF-8" 

?><root><doc><_id type="dict"><key name="$oid" 

type="str">61c481b0593caffbcd8229d9</key></_id><Co

nfirmed type="int">0</Confirmed><Country 

type="str">Afghanistan</Country><Date 

type="str">2020-01-22</Date><Deaths 

type="int">0</Deaths><Recovered 

type="int">0</Recovered></doc> 

<doc><_id type="dict"><key name="$oid" 

type="str">61c481b0593caffbcd8229da</key></_id><Co

nfirmed type="int">0</Confirmed><Country 

type="str">Afghanistan</Country><Date 

type="str">2020-01-25</Date><Deaths 

type="int">0</Deaths><Recovered 

type="int">0</Recovered></doc> 

<doc><_id type="dict"><key name="$oid" 

type="str">61c481b0593caffbcd822c93</key></_id><Co

nfirmed type="int">157795</Confirmed><Country 

type="str">Afghanistan</Country><Date 

type="str">2021-12-20</Date><Deaths 

type="int">7335</Deaths><Recovered 

type="int">0</Recovered></doc></root> 

Population 
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Fig. 9. The yearly average temperature of the world 

The Covid-19 data was used to implement the proposed 
API. These data are various, change rapidly, and have large 
sizes. The data type can be text describing the case or 
symptoms, numbers describing the number of infected cases, 
images of the X-ray performed on the patients, or geographical 
data describing the spread of the virus. All these data can be 
stored in NoSQL databases. The user can work with one type 
of stored data to predict the behavior of the virus or even 
diagnose a patient based on the X-ray performed on his chest. 
The user needs to integrate these data from multiple sources to 
achieve his goal. The data can be integrated to extract more 
knowledge from them and help countries to prepare and deal 
with the spread of the virus. NoSQL databases can help to 
improve dealing with such important and various data to make 
better decisions. By converting the NoSQL database to 
Ontology, the user can discover new rules and relationships. 

VIII. ANALYSIS OF RESULTS 

The used data were in the form of text and integers that 
represent the number of confirmed cases of Covid19 around 
the world. They also represent other factors like each country's 
temperature and population. The interval of the collected data 
was over 500 days from 22nd Jan 2020 to 31st Aug 2021. The 
confirmed case data and the population of every country in the 
world were stored in MongoDB, whereas the weather data 
were stored in HBase. By studying Fig. 10, it may be possible 
to see the spread of the virus around the world. By studying 
other factors, it could be possible to find a pattern or even a 
factor that deeply affects the infection rate, which will help us 
find a way to decrease the infection rate. 

In Fig. 11 you could see the relation between the 
temperature represented by the blue curve and the number of 
confirmed cases represented by the red curve. The data were 
scaled in the range of 0 to 1 using the min-max scaler 

As stated before, these data were stored in different NoSQL 
databases with different types. By using the proposed API, it 
was possible to connect to these databases and retrieve data 
from them. Four countries from around the globe were chosen 
to study the effect of temperature on the spread rate of the 
virus. The X-axis represents the number of days while the Y-
axis represents the number of confirmed cases and temperature 
degrees every day. 

By choosing a small interval of time such as in Fig. 12, it 
could be concluded that the infection rate is inversely 
proportional to the temperature degree. Of course, other factors 
affect the infection rate such as the population of the country 
under study (Fig. 8 demonstrates the population of world 
countries), the educational level of most of the population that 
affects their behavior, or the economy of the country that 
affects the medical care system. 

 

Yearly Average 

Temperature 
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Fig. 10. The spread of confirmed cases over the world 

                              

                             

                             

                             



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

724 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 11. The relation between temperature (blue) and number of confirmed cases (red) (The X-axis represents the number of days) 
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Fig. 12. The confirmed cases in Egypt during June, July, and August 2020 are in red, and the temperature is in blue (The X-axis represents the number of days) 

IX. CONCLUSION 

This paper presented Big Data concepts, technologies, and 
challenges. It studied NoSQL databases, their types, and the 
relationship between NoSQL Databases and Ontology. A 
proposed API was developed to integrate multiple NoSQL 
databases and generate OWL Ontology from them. By using 
the proposed API, it is possible to apply semantic queries, find 
new rules, and extract more knowledge. Also, it can be used to 
integrate data from different data stores into a unified defined 
format. Semantic data visualization has shown the relation 
between different data and discovered new patterns.  One can 
say that the temperature is a factor in the virus‟s spread.  It 
spreads faster in lower temperatures like in the USA, Russia, 
and some European countries (Fig. 9 demonstrates the yearly 
average temperature of the world). It also spreads faster in 
countries with a high population like India. 
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Abstract—With the rapid development of e-commerce, 
financial investment forecasting in the e-commerce industry has 
gradually become a concern of relevant personnel. Based on 
DBN, the study proposes a PVD prediction model. For training 
and test sample sets, the PLR_VIP algorithm is calculated and 
min-max normalization is applied to the original financial time 
series. To determine appropriate network parameters, the DBN 
network is trained and tested, and then Elliott wave patterns are 
predicted based on financial time series. The experimental results 
show that the MSE of the PVD model is 0.4015 and the 
prediction accuracy is 70.21%, indicating that it can efficiently 
and accurately identify the Elliott wave pattern of financial time 
series. Comparing the prediction results of the PVD model with 
the other five models, the values of the four evaluation indicators 
of PVD are the lowest among all models, which are 0.6336, 
0.4015, 0.9052, and 29.79%, respectively. Compared with the 
training error changes of other models, it can be seen that the 
error curve of the DBN network is smoother and the training 
error is smaller. It shows that it has higher stability, faster 
convergence speed, higher reliability and accuracy, and shows 
excellent prediction performance, which is significantly better 
than other models. Experiments show that under the background 
of sustainable development, the PVD forecasting model proposed 
in the study performs well in financial investment forecasting, 
which provides a reference for the development of financial 
investment forecasting in the e-commerce industry. 

Keywords—Stainable development; big data; e-commerce 
industry; financial investment forecast; deep belief network 

I.  INTRODUCTION 
The financial investment market plays an important role in 

today’s social and economic field, and the direction of the 
financial market will directly affect the core competitiveness 
of enterprises [1]. The academic community continues to 
study the changing laws of the financial market, and find 
reliable means that can describe and predict the changing laws 
and future trends of the financial market [2]. Neural networks 
have been developing continuously in recent years, and a large 
number of related technologies have been applied to various 
fields, including forecasting the financial investment market 
[3]. e-Commerce is a new type of networked economic 
activity. In recent years, it has become an important means for 
many countries to enhance their economic strength and gain 
the advantages of global resource allocation. However, the 
e-commerce industry in China currently has problems such as 
waste of resources and inconsistent supply and demand, so it 
is necessary to use effective forecasting methods to forecast 
the financial investment market in the e-commerce industry 
[4]. To improve the development ability of financial 
investment in China's e-commerce industry, the research 

proposes a PVD (Piecewise Linear Representation VIP DBN) 
prediction model based on Deep Belief Network (DBN), 
which uses a deep learning model to model financial time 
series, and innovatively combines DBN and piecewise linear 
representation based on very important points (PLR_VIP). It 
can discriminate the Elliott wave pattern of financial time 
series and then predict the trend of the financial investment 
market in the e-commerce industry. 

There are two innovation points in the research. First, the 
financial investment forecast dataset is built against the 
background of big data; secondly, intelligent algorithm is 
introduced into financial forecasting to realize automatic 
forecasting of financial investment. Compared with previous 
studies, the use of intelligent algorithms and big data 
technology can more effectively achieve its change prediction, 
and can more easily update data with the help of Internet 
technology. 

II.  RELATED WORK 
With the related research and development of big data, 

deep learning related technologies have been applied to the 
field of financial forecasting, and many scholars at home and 
abroad have conducted research on it. Kare et al. used 
Singular Spectrum Analysis (SSA) and Multi-channel Singular 
Spectrum Analysis (MSSA) to identify important deterministic 
cycles in residential property prices, private non-financial 
sector credit shares. Prediction test results show that the 
inclusion of financial big data significantly improves the 
prediction accuracy of financial cycle components [5]. 
Scholars such as Kelotra proposed a stock market forecasting 
system that effectively predicts the state of the stock market. 
First, the calculation of technical indicators is performed on 
the data from the real-time stock market, indicating that the 
necessary features are obtained by clustering using Sparse 
Fuzzy C-means (Sparse-FCM), and then feature selection is 
performed. The selected features are given to the 
Deep-ConvLSTM model to perform accurate predictions. 
Evaluation Based on evaluation metrics such as Mean Squared 
Error (MSE) and Root Mean Squared Error (RMSE), the 
proposed stock market forecasting model obtained the 
minimum MSE and RMSE of 7.2487 and 2.6923, which 
showed the effectiveness of the method in stock market 
forecasting [6]. Chen et al. proposed a new stock price 
prediction model that combines a Convolutional Neural 
Network (CNN), a Bidirectional Long Short-Term Memory 
(BiLSTM) network, and an Efficient Channel Attention (ECA). 
CNNs are used to extract deep features from stock data to 
reduce the effects of high noise and nonlinearity. BiLSTM 
network is used to predict stock prices based on the extracted 
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deep features. At the same time, a novel ECA module is 
introduced into the network model, which further improves 
the sensitivity of the network to important features and key 
information. The results demonstrate the effectiveness and 
feasibility of the proposed CNN-BILSTM-ECA network 
model [7]. Lei et al. constructed investor attention factors 
through Baidu search antecedent index, and then combined 
other transaction information such as transaction volume, 
trend indicators, and quotation rate of change as input 
indicators, and finally used a deep temporal convolutional 
network (TCN) learning model to predict Volatility under high 
frequency financial data. Compared with the traditional 
econometric model, the multi-step forecast results of the TCN 
model have higher stability, provide a more accurate and 
reliable method for volatility forecasting of big data, and 
enrich the index system of volatility forecasting [8]. Scholars 
such as Yh proposed a new financial data prediction model 
based on Variational Mode Decomposition (VMD). In this 
model, the parameters of VMD are optimized by genetic 
algorithm. VMD then decomposes the data series into 
long-term and short-term trends. Finally, a long short-term 
memory (LSTM) network is used to predict future data, and 
the data input generated by the VMD is used. Experimental 
results show that the model has high accuracy in the advance 
forecasting of financial time series and outperforms the 
baseline model [9]. 

Researchers such as Bukhari AH proposed a novel hybrid 
model with fractional derivative strength and its dynamic 
characteristics of deep learning, long short-term memory 
(LSTM) networks to predict changes in financial markets; 
where the ARFIMA model-based filter has a linear trend in the 
data that outperforms the Autoregressive Integrated Moving 
Average model (ARIMA) model, and passes the residuals to 
the LSTM model, which has the help of an external dependent 
variable The residual value that captures the nonlinearity 
below. This model not only alleviates the volatility problem, 
but also overcomes the overfitting problem of neural networks 
[10]. Luo et al. propose a hybrid model that combines 
ensemble empirical mode decomposition (EEMD), 
autoregressive integral moving average (ARIMA), and Taylor 
expansion using tracking differentiators to forecast financial 
time series. Specifically, financial time series are decomposed 
into subsequences by EEMD. Then, the linear part of each 
subsequence is predicted by the linear ARIMA model, while 
the nonlinear part is predicted by the nonlinear Taylor 
expansion model. Combine predictions from linear and 
nonlinear models into predictions for each subseries. The final 
prediction result is obtained by combining the predicted values 
of all subsequences [11]. Scholars such as Darley Olufunke 
use the ARIMA model to analyze and model the price trend, 
and propose a model suitable for prediction. The results show 
that the ARIMA (6, 1, 12) model is the most suitable, based on 
a combination of the number of significant coefficients and 
volatility values, the Akaike Information Criterion (AIC) and 
the Bayesian Information Criterion (BIC). After two months 
of experiments, the results show that the prediction accuracy 
gradually decreases as the number of days in the test period 
increases [12]. 

The study proposes a PVD prediction model based on 

DBN, which performs PLR_VIP algorithm calculation and 
min-max normalization on the original financial time series to 
obtain training sample sets and test sample sets, trains and 
tests the DBN network to obtain appropriate network 
parameters, and then predicts Elliott wave patterns for 
financial time series. 

III.  PVD FINANCIAL INVESTMENT PREDICTION MODEL 
BASED ON DEEP BELIEF NETWORK 

A.  Fusion of Deep Belief Network and Elliott Wave Model 
DBN is a model of deep learning technology, which is 

composed of stacking units. The training process of DBN 
includes two stages: pre-training and fine-tuning. The 
pre-training adopts an unsupervised greedy layer-by-layer 
learning strategy to train each Restricted Boltzmann Machine 
(RBM) from the bottom up, which can feature information in 
the original data and is extracted layer by layer to abstract the 
high-level feature representation of the data [13]. Fine-tuning 
adopts a supervised learning algorithm to adjust the 
parameters of the network to complete classification and 
recognition. RBM is a generative model with strong 
unsupervised learning ability. It consists of two parts: visible 
layer and hidden layer. Units between different layers are 
connected by full connection [14]. The structural framework 
of the DBN network is shown in Fig. 1. 

Input data

 

 

 

  

 Fine tuning

Fine tuning

Back 
propagation

 ing

 ining

 

Fig. 1. Structure framework of DBN network 

The visible layer consists n of neurons,

( )1 2, , nv v v v=  , where { }0,1 nv∈ ; the hidden layer 

consists m of neurons, ( )1 2, , mh h h h=  , where 

{ }0,1 mh∈ . A value of 1 indicates that the neuron is 
activated, otherwise it is not activated. The parameter 

{ }, ,w b aθ = determines the RBM model, in which w is the 
weight between the visible layer unit and the hidden layer unit, 
a representing the offset of the visible layer unit and the offset 
of the b hidden layer unit. The structure of the RBM is shown 
in Fig. 2. 
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Fig. 2. Structure of RBM 

The joint probability distribution of the visible layer and 
hidden layer units of RBM is shown in formula (1). 

( ) ( ),1, E v hP v h e
N

−=  (1) 

In formula (1), 
( ),

,

E v h

v h
N e−=∑ is the normalization 

factor, which ( ),E v h is the energy function. It is assumed 
that the visible layer and the hidden layer of the RBM model 
obey the Bernoulli distribution, and the energy function is 
defined as shown in formula (2). 

( )
1 1 1 1

,
n m m n

j j i i ij j i
j i i j

E v h a v b h w v h
= = = =

= − − −∑ ∑ ∑∑  (2) 

Exponentiate and regularize the energy function to obtain 
the joint probability distribution formula, and sum up the 
states of all neurons in the hidden layer and the visible layer 
respectively to obtain the edge probability distribution of the 
visible layer and the hidden layer, as shown in Equation (3). 

( ) ( )

( ) ( )

,

,

1( ) ,

1( ) ,

E v h

h h

E v h

v v

P v P v h e
N

P h P v h e
N

−

−

 = =

 = =


∑ ∑

∑ ∑
 (3) 

After the state of the visible layer unit is obtained, i the 
conditional probability that the first unit of the hidden layer is 
activated can be calculated as shown in equation (4). 

( ) 







+== ∑

=

n

j
jijii vwbvhP

1
1 σ  (4) 

After the state of the hidden layer unit is obtained, j the 
conditional probability that the first unit of the visible layer is 
activated can be calculated as shown in formula (5). 

( ) 







+== ∑

=

m

i
ijijj vwahvP

1
1 σ  (5) 

where σ represents the sigmoid function, 

( ) xe
x −+
=

1
1σ . The mean square error is used to measure 

the difference between the reconstructed output of the hidden 
layer to the visible layer and the input of the RBM. 

Set a sample set { }Kvvvv ,,, 10 = and train the RBM 
model. In order to make the joint probability distribution fit 
the distribution of the input samples as much as possible and 
make the system energy stable, it is necessary to find a 
suitable parameter { }abw ,,ˆ =θ . The maximization 

likelihood function is used ( )θL , which is equivalent to 

maximizing the log-likelihood function ( )θLln , as shown in 
equation (6). 

( ) ( )∑
=

==
K

t
tvPL

0
lnmaxargmaxargˆ θθθ

θθ
 (6) 

The gradient ascent method is used to update the 
parameters as shown in equation (7). 

( )
θ

ηθθ
∂

∂
+=∗ vPln

 (7) 

Equation (7) η represents the learning rate, η >0. The 
log-likelihood function for a single sample is shown in 
Equation (8). 

( ) ( ) ( ) ( )∑∑∑ −−− −==
hv

hvE

h

hvE

h

hvE eee
N

vP
,

,,,
0 lnln1lnln 00  (8) 

The gradient formula of this sample is shown in formula 
(9). 

( ) ( ) ( ) ( ) ( )
θθθ ∂

∂
+

∂
∂

−=
∂

∂ ∑∑ hvEhvP
hvE

vhP
vP

hvh

,,
,ln

,

0
0

0  (9) 

The joint probability distribution cannot be directly 
calculated, and it needs to be approximated by the sampling 
method, which ( )hvP , can be expressed as ( ) ( )vPvhP , 
and substitute it into the gradient formula, as shown in 
formula (10). 

( ) ( ) ( ) ( ) ( ) ( )∑ ∑∑ ∂
∂

+
∂

∂
−=

∂
∂

v hh

hvEvhPvP
hvE

vhP
vP

θθθ
,,ln 0

0
0  (10) 

The update formula of the three parameters of the RBM is 
obtained. The traditional parameter update formula is more 
complicated and requires a large amount of calculation. 
Therefore, the Contrastive Divergence (CD) algorithm is used 
to update the parameters, usually only one step is needed to 
achieve better results. Using the k-CD algorithm, set a training 
set v , vv∈∀ take the initial value 0v , and perform k
step Gibbs sampling. When the first t step ( kt ,,2,1 = ) 

is reached, it is obtained by sampling, ( )( )1−tvhP obtained 

( )1−th by ( )( )1−thvP sampling ( )1−tv , and obtained after k
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sub-Gibbs sampling, ( )kv and an approximation of the 
parameters can be obtained. The gradient formula is as 
formula (11). 

( ) ( ) ( )
( )

( ) ( ) ( )

0 0

0

0

ln
1 1

ln

ln
1 1

k k
i j i j

ij

k
j j

j

k
i i

i

P v
P h v v P h v v

w

P v
v v

b

P v
P h v P h v

c

∂
≈ = − = ∂

∂ ≈ − ∂
∂ ≈ = − =

∂

 (11) 

The update formula of the parameters can be estimated by 
Equation (12). 

( ) ( )( )
( )
( ) ( )( )

0 0

0

0

1 1

1 1

k k
ij ij i j i j

k
j j j j

k
i i i i

w w P h v v P h v v

b b v v

c c P h v P h v

η

η

η

∗

∗

∗

 ≈ + = − =

 ≈ + −

 ≈ + = − =
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 (12) 

Set up a l DBN network with one hidden layer and 
calculate its joint probability distribution as Equation (13). 

( ) ( ) ( ) ( ) ( )1 2 1 1 2 2 1 1, , , , ,i i i i iP v h h h P v h P h h P h h P h h− − −=   (13) 

Equation (13) ( )1,i iP h h− represents the probability 
distribution of the top layer of the RBM, which represents 

( )1k kP h h + the conditional probability 

( 0,1, 2, , 1k l= − , where 0h v= ) of the hidden layer of 

kh each RBM layer when the visible layer is known. 1kh + For 
a n training sample set with one sample

{ }nxxxX ,,, 10 = , the data label set of the sample is

{ }nyyyY ,,, 10 = . The input of the pre-training process 
X does not require data labels. The k-CD algorithm is used to 

train the network parameters unsupervised, and the output 
value obtained by each layer of RBM is input into the next 
layer of RBM, and the feature vector set of the sample is 
obtained layer by layer. The pre-training process adjusts the 
RBM model of each layer to ensure the optimal output of this 
layer, but cannot guarantee the optimal output of the entire 
DBN. Therefore, the DBN network parameters need to be 
adjusted, and the network parameters Y are supervised 
top-down using the sample data label set [15]. 

There are two types of Elliott wave cycle modes: driving 
and adjusting. An impulsive wave is a homeopathic wave that 
pushes the market to change in the direction of the main trend. 
It is generally composed of five sub-waves with a simple form, 

and can be divided into conventional impulsive waves and 
unconventional impulsive waves. A regular motive wave 
consists of five waves 1-2-3-4-5 directed upwards or 
downwards. After the fifth wave ends, there will be a 
movement in the opposite direction of the trend. This 
movement is a corrective wave, which is a partial retracement 
of the driving relative to the previous driving wave of the 
same level. The structure of corrective waves is more complex 
than that of driving waves, mainly including three forms: 
zigzag, flat and triangle [16-17]. 

B.  2.2 Establishment of PVD Prediction Model based on 
Deep Belief Network 
When analyzing and forecasting financial markets, 

financial time series are often used to extract financial 
transaction data. Time series is a collection of measured values 
obtained over time. The core is to use reasonable technical 
methods to ignore the small fluctuations of the time series to 
obtain the concept of data sawtooth, and to identify the 
corresponding time series on different time scales pattern [18]. 
Time variables and data variables together make up each data 
unit of the time series. The research uses deep learning 
combined with Elliott wave theory to establish a financial 
market prediction model, extracts transaction price 
information and abstracts it as a time series, extracts features 
through deep learning model and obtains the Elliott wave 
pattern corresponding to the original time series [19]. Since 
the lengths of the time series corresponding to the same wave 
pattern are different, but the length of the input sequence 
needs to remain the same, the length of the input data needs to 
be fixed, and the original data is preprocessed before input, 
that is, the data is processed Dimensionality reduction and 
compression, discarding parts that have less impact on the 
global. The research uses the PLR_VIP algorithm to process 
the original data [20]. 

The basic principle of piecewise linear is to set a n
dimensional time series { }1 2, , , nS s s s=  and extract a 
new series S of k ( k n<< ) pieces that construct an 

approximate series according to it { }1 2 1, , , kS s s s∗ ∗ ∗ ∗
+=  . 

Using the PLR method, the adjacent continuous line segments 
can be approximated as the original time series. The selection 
of segment points has different degrees of influence on the 
time series structure, and the degree of influence can be 
expressed as importance. Select important points on the 
original time series, keep important points and discard 
unimportant points. In order to fix the step size of the time 
series, the segmentation condition is set to a fixed number of 
segments. When the interval of the time series is fixed, the 
importance of a point is measured by the distance of the point 
from the endpoint of the region where the point is located. The 
raw time series is preprocessed with vertical distance as a 
measure. An example of the PLR_VIP algorithm is shown in 
Fig. 3. 
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Fig. 3. PLR_VIP algorithm example 

The time series shown in Fig. 3 takes the 1VIP sum as the 

end 2VIP point, and the vertical distance between the d
calculation point and the two end points is 3p shown in 
formula (14). 

( ) 3 1
1 2 1 3

2 1

x xd y y y y
x x

 −
= + − − − 

 (14) 

1VIP sum 2VIP is two important points, find the point 

with the farthest vertical distance from the two endpoints 3p

as the next important point 3VIP , find the point with the 

farthest vertical distance in the area with the 1VIP sum 3VIP
as the endpoint and the 2VIP sum 3VIP as the endpoint 
respectively and mark it For important points, the above 
process is iterated until the number of important points 
reaches a predetermined number. During the training process 
of the network, the data of the order of magnitude will mask 
the contribution of the data of the smaller order of magnitude 
to the network, thus affecting the accuracy of the network, and 
the cardinality of the sample and the average value are quite 
different, which will reduce the convergence speed of the 
network. Therefore, standardize the sample data, use the 
min-max normalization method to map the data to the interval 
[0, 1], and x perform min-max normalization on the first i
data of the sample as shown in formula (15). ix  

( )
( ) ( )

min
'

max min
i

i

x x
x

x x
−

=
−

 (15) 

The study designed eight types of Elliott wave patterns, 
each of which consists of eight sub-waves, as shown in Fig. 4. 
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Fig. 4. 8 Elliott Wave Model 

Pattern 1 consists of driving waves and zigzag waves. 
When the financial time series is identified as pattern 1, it 
means that the market is about to enter a rising stage, and 
there may be a new round of bull or bear market upward 
adjustment. Wave 3 is the key sub-wave of the bull market, 
and wave C is the key sub-wave of the bear market, both of 
which are the strongest waves under normal conditions. 
Pattern 2 consists of motive waves and flat correction waves. 
The types of correction waves are different from those of 
pattern 1, including spread and trend. When the financial time 
series is identified as mode 2, it means that the market has 

entered a rising period and will usher in a trading opportunity. 
The attribute of the market rising is the same as that of mode 1. 
Pattern 3 consists of ZigZag and Motivation. When a financial 
time series is identified as pattern 3, it indicates that the 
market will enter a downward phase. The falling phase may 
result from a pullback from the previous driving wave, or it 
may usher in a new bear market. Pattern 4 is composed of a 
flat adjustment wave and a driving wave. The type of 
adjustment wave is different from that of pattern 3. The flat 
adjustment wave of pattern 4 includes spread and trend. When 
the financial time series is identified as pattern 4, it means that 
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the market will enter an adjustment phase, and the property of 
the market falling is the same as that of pattern 3. Pattern 5 
represents part of a flat correction, its role is to predict the 
main decline in the market, and its end indicates the beginning 
of the main decline. Pattern 6 is an inversion of Pattern 1 and 
appears as part of a ZigZag. When the financial time series is 
identified as pattern 6, it means that the financial market is 
about to enter the main down stage. The purpose of model 
prediction is to judge the future trend of the financial market, 
so there is no need to consider whether the triangle is an 
unconventional driving wave or a corrective wave. When the 
financial time series completes pattern 7, the financial market 
will start to rise, and after pattern 8 it will start to fall. 

The PVD prediction model proposed by the research 
mainly includes three parts: PLR_VIP algorithm, min-max 
normalization processing and DBN network. PVD forecasting 
models can identify and judge Elliott wave patterns in 

financial time series. The PLR_VIP algorithm can retain the 
important points of the original financial time series and 
standardize the step size of the financial time series. The 
min-max normalization method can standardize the range of 
data changes and improve the accuracy and convergence 
speed of the network. Perform PLR_VIP algorithm calculation 
and min-max normalization on the original financial time 
series to obtain a training sample set and a test sample set, 
train and test the DBN network to obtain appropriate network 
parameters, and then predict the Elliott wave pattern of the 
financial time series. The specific process of the PVD 
prediction model is shown in Fig. 5. 

To test the prediction accuracy and performance of the 
proposed model, four performance indicators are selected as 
evaluation criteria. The lower the indicator value, the more 
accurate the prediction results of the prediction model are, as 
shown in Table I. 
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Fig. 5. Specific process of PVD prediction model 

TABLE I.  PERFORMANCE INDEX 

Performance index Calculation formula 
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Table I shows that root mean square error (RMSE), mean 
square error (MSE), mean absolute error (MAE) and relative 
error (ER) are used to evaluate the prediction performance of 
the model. 

The study selected some data from the historical price data 
of more than 10 trading varieties in the global stock index, 
foreign exchange market and bulk commodity markets for the 
experiment. A total of 6000 relevant financial data were 
collected in this experiment, 4829 of which were from Internet 
data and 1171 from books, newspapers and other tools. Take 
20% of all data as the test set and the remaining 80% as the 
training set. 

IV.  EXPERIMENTAL ANALYSIS OF PVD PREDICTION MODEL 
BASED ON DEEP BELIEF NETWORK 

After preprocessing through the PLR_VIP algorithm and 
the min-max normalization method, the original financial time 
series sample data of the DBN network for training and testing 
are obtained. The obtained sample data is input into the DBN 
network for iterative training. As the number of iterations 
increases, the training error of the DBN network is shown in 
Fig. 6. 

Using the PVD forecast model to classify and predict the 
Elliott wave pattern of the financial time series, the 
classification results show that the MSE is 0.4015, and 70.21% 

of the financial time series in the sample have obtained the 
correct classification result, that is, the prediction accuracy of 
the model is 70.21%. It shows that the PVD forecasting model 
can effectively identify the Elliott wave pattern of financial 
time series, and can more accurately predict the trend of the 
financial market. Taking the S&P 500 index, the US dollar 
index and WTT crude oil as examples, the prediction effect of 
the model is shown in Fig. 7. 

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
0.2

0.4

0.6

0.8

1.2

1.0

Iterations
E

rr
or

10000

 

Fig. 6. Training error of DBN network 
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The S&P 500 index has a monthly cycle, and its price data 
is shown in Fig. 7(a). The PVD model accurately 
discriminates the financial time series between June 1956 and 
February 1960 as mode 4, and the 1960-2. The financial time 
series between March 1965 and May 1972 is identified as 
mode 6, and the financial time series between March 1965 and 
May 1972 is identified as mode 1. The U.S. dollar index takes 
a quarterly cycle, and its price data is shown in Fig. 7(b). The 
PVD model accurately discriminates the financial time series 
from June 1982 to December 1997 as mode 2, and from 
December 2003 to 2012. The financial time series June of 

2008 is identified as mode 7. WTT crude oil has a monthly 
cycle, and its price data is shown in Fig. 7(c). The PVD model 
discriminates the financial time series from September 1995 to 
September 2002 as mode 5. The financial time series between 
months is identified as mode 1. A comparative experiment was 
carried out on the PVD prediction model and the other five 
models, and the validity of the six prediction models was 
verified, but the prediction effect of each model was different. 
The performance comparison of the six models is shown in 
Table II.

TABLE II.  PERFORMANCE COMPARISON OF MODELS 

Model 
Deep network model Shallow network model 

PVD SAE MLP BP SVD-BP PCA-BP 

RMSE 0.6336 0.6653 0.8367 0.8634 0.9312 0.8314 

MSE 0.4015 0.4426 0.7001 0.7455 0.8671 0.6912 

MAE 0.9052 0.9648 1.4671 1.4702 1.6310 1.3064 

IS 29.79% 35.86% 44.35% 48.49% 78.23% 56.85% 

It can be seen from Table II that the deep network model 
performs better than the shallow network model on the four 
evaluation indicators, and the mean values of RMSE, MSE, 
MAE and ER of the deep network model are 0.7119, 0.5147, 
1.1124 and 36.67%, respectively. The mean values of RMSE, 
MSE, MAE and ER of the shallow neural network are 0.8753, 
0.7679, 1.469 and 61.19%, respectively. The prediction effect 
of the deep network model is significantly better than that of 
the shallow network model. Compared with the four indicators 
of the shallow network model, the deep network models are 
reduced by 18.67%, 32.97%, 24.27% and 40.07%, 
respectively. Among the six prediction models, the values of 
the four evaluation indicators of PVD are the lowest among all 
models, which are 0.6336, 0.4015, 0.9052 and 29.79%, 
respectively, indicating that its prediction performance is the 

best and significantly better than other models. The values of 
RMSE, MSE, MAE and ER of the SVD-BP model are the 
highest, indicating that its prediction effect is the worst and the 
prediction accuracy is the lowest. Although the training error 
of the PCA-BP model is smaller than that of the BP network 
model, its error rate is higher than that of the BP network 
model, indicating that the algorithm has over-fitting; weaker 
ability. The main reason why the prediction accuracy of PVD 
model is significantly higher than that of other models is that 
the research has introduced in-depth learning into the 
prediction model, so it can achieve real-time analysis with the 
help of financial data, and the prediction results will be more 
accurate. The variation of training error between the deep 
belief network in the PVD model and other models is shown 
in Fig. 8. 
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It can be seen from Fig. 8(a) that the error curves of the 
DBN network and the SAE network are not much different, 
but the error curve of the DBN is smoother, indicating that the 
DBN has better stability. The error curve of the MLP network 
is very flat, indicating that it has higher stability and faster 
convergence speed, but its training error is higher than that of 
the DBN network, which is caused by the network falling into 
a local optimum. It has higher reliability and accuracy, and can 
effectively improve the local optimal problem caused by the 
BP algorithm. Compared with the shallow network model, the 
DBN network has faster convergence speed and higher 
accuracy. In the classification training process, compared with 
other models, the DBN network has the fastest convergence 
speed, the smallest training error and good stability. In general, 
the PVD forecasting model proposed in this study has high 
reliability and stability, and can efficiently and accurately 
identify Elliott waves of various patterns in financial time 
series. Compared with the other five models, the PVD model 
has higher stability and accuracy, faster convergence speed 
due to the use of DBN network, and also has excellent 
performance in feature extraction. The PVD model improves 
the prediction performance of the traditional BP network and 
multi-level classifier, reduces the error of the deep network 
model, and improves the accuracy of the model with 
high-frequency trading as the decision criterion. Experiments 
show that under the background of sustainable development, 
the PVD forecasting model proposed in the study performs 
well in financial investment forecasting, which provides a 
reference for the development of financial investment 
forecasting in the e-commerce industry. 

V.  CONCLUSION 
With the rapid development of the e-commerce industry, 

the financial investment forecast of the e-commerce industry 
has gradually become a concern of people, and how to do a 
good job of financial investment forecast in the context of 
sustainable development is the focus of the industry. 
Researched and proposed a PVD prediction model based on 
DBN, and used the deep learning model to model the financial 
time series to achieve financial investment prediction. The 
experimental results show that the MSE of the PVD model is 
0.4015 and the prediction accuracy is 70.21%, indicating that 
it can efficiently and accurately identify the Elliott wave 
pattern of financial time series. The PVD model is compared 
with the other five models. Among all the prediction models, 
the values of the four evaluation indicators of PVD are the 
lowest among all models, which are 0.6336, 0.4015, 0.9052 
and 29.79% respectively, indicating that its prediction effect is 
the best, with the highest prediction accuracy, with good 
accuracy and stability, and significantly outperforms other 
models. Compared with the training error changes of other 
models, it can be seen that the error curve of the DBN network 
is smoother and the training error is smaller, indicating that it 
has higher stability, faster convergence speed, and higher 
reliability and accuracy. Experiment shows that under the 
background of sustainable development, the PVD prediction 
model proposed in the study has excellent stability and 
reliability in financial investment prediction, and can 
effectively predict the trend of financial investment. However, 
the research fails to realize the fractal level concept of Elliott 

wave theory. If the neural network can be combined with the 
fractal level concept, the prediction performance and 
prediction accuracy of the model will be effectively improved. 
Therefore, in the follow-up work, the research will try to 
combine the concept of neural network and fractal level, 
propose a more perfect prediction model, and hope to achieve 
accurate prediction of financial investment in e-commerce 
industry, and provide strategies for the development of China's 
economic market. 
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Abstract—Aiming at the problem of low accuracy of 

greenhouse environmental monitoring, an embedded monitoring 

method of greenhouse environment based on wireless sensor 

network is studied. The embedded microprocessor S3C2410 is 

selected as the control chip of greenhouse environmental 

monitoring. The wireless sensor network is composed of wireless 

detection node, sink node and remote-control terminal. The 

temperature and humidity sensor, CO2 concentration sensor and 

light intensity sensor are set as the detection nodes of the wireless 

sensor network. Each detection sensor node is configured with 

wireless communication module to form a wireless sensor 

network to realize data communication of environmental 

monitoring. The distribution map method is selected to eliminate 

the missing data of greenhouse environmental monitoring data 

collected by wireless sensor network, and the weighted average 

method is used to fuse the monitoring data after eliminating the 

missing data to obtain the final greenhouse environmental 

monitoring results. The experimental results show that this 

method can effectively detect the environmental data such as 

temperature, humidity and light intensity of greenhouse, and the 

relative error of each data is less than 1%. 

Keywords—Control chip; Detection node; embedded; 

greenhouse environmental monitoring; missing data; wireless 

sensor networks 

I. INTRODUCTION 

Facility agriculture is a modern form of agriculture that 
uses engineering techniques for the efficient production of 
plants and animals under relatively controlled environmental 
conditions. Facility agriculture covers facility farming, facility 
breeding and facility edibles. In addition to this, facility 
agriculture can improve or create environmental 
meteorological factors on a local scale to provide good 
environmental conditions for plant growth and efficient 
production. Facility agriculture is represented by the intelligent 
greenhouse, which embodies the direction of modern 
agriculture. Through greenhouse monitoring methods, various 
greenhouse environmental factors affecting plant growth can 
be obtained [1], which plays an important role in improving the 
yield and efficiency of crops in greenhouses. Among them, 
how to obtain accurate and reliable greenhouse environmental 
information is the basis for realising intelligent greenhouses, so 
information transmission is an indispensable and important 
link. According to different information transmission methods, 
greenhouse environmental information can be transmitted via 
wired communication or wireless communication [2]. 

Wiring is an unavoidable problem in wired 
communications. Due to the increasing complexity of the 
overall structure of modern greenhouses, the use of wired 

communication will significantly increase the complexity of 
design, installation and maintenance. Once a node is damaged, 
it can lead to the collapse of the entire communication network. 
Compared to wired communication, wireless communication 
offers better prospects for application. Infinite communication 
not only requires no wiring and is easy to maintain at a later 
stage, but also has the advantage of being able to delete 
measurement nodes at will [3]. 

In greenhouse environmental monitoring, the monitoring of 
various greenhouse environmental factors that affect plant 
growth is the most critical. The accurate monitoring of various 
greenhouse environmental parameters can effectively automate 
and efficiently produce the greenhouse environment [4]. 
Because facility agriculture gets rid of the constraints of natural 
climate conditions in traditional agricultural production and 
overcomes the constraints that traditional agriculture is difficult 
to solve, it is necessary to monitor greenhouse environmental 
factors such as temperature, humidity, light intensity and 
carbon dioxide concentration. China's greenhouse environment 
has the characteristics of high humidity, high acidity, less 
infrastructure, many kinds of crops and dynamic changes [5]. 
Through investigation and analysis, greenhouse monitoring 
needs mainly include: real-time data acquisition, display and 
processing of environmental factors such as atmospheric 
temperature, humidity, light intensity and CO2 concentration. 
Traditional sensors are connected by wires, which are very 
troublesome to wire a large number of wires in greenhouses 
and are not conducive to agricultural cultivation. Therefore, the 
application of wireless transmission technology in greenhouses 
helps to solve the limitations of wired transmission [6]. On the 
other hand, many agricultural monitoring systems use 
microcomputers as central controllers, which occupy large 
space, are costly, and have high environmental requirements 
[7]. 

Wireless sensor networks are a research hotspot in the field 
of information technology in recent years, integrating 
technologies from many fields, such as sensing technology, 
computer science, signal and information processing, and 
communication. The fact that wireless sensors are so obviously 
interdisciplinary [8] has led researchers formerly working in 
some specialized fields to start intervening in this field from 
different perspectives and studying wireless sensor networks 
from different aspects. 

With the development of wireless communication 
technology, the information transmission method of wireless 
sensor network began to be applied to the remote monitoring of 
greenhouse environment. Wireless sensor networks have the 
characteristics of wide coverage and low influence by the 
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environment, and can be applied to distributed remote data 
collection and monitoring. Wireless sensor networks transmit 
data in the form of short messages, which have the advantages 
of flexible node deployment and small regional restrictions [9]. 
As long as there is wireless sensor network signal coverage, 
nodes can be deployed to collect data. As a new information 
acquisition and processing technology, wireless sensor network 
has gradually penetrated into the field of agriculture with its 
advantages of low power consumption, low cost and high 
reliability. Greenhouse is a relatively closed environment with 
limited self-regulation ability. In order to meet the 
requirements of agricultural production, it is necessary to 
artificially regulate various environmental parameters of 
greenhouse in order to create a more suitable environment for 
crop growth [10]. Monitoring greenhouse environmental 
information has become a key means to realize the automation 
and efficiency of greenhouse production. The traditional 
greenhouse monitoring method is based on wired 
communication, which has a series of problems, such as 
complex wiring, difficult maintenance, unable to flexibly 
deploy sensor nodes and so on, which limits the popularization 
and application of greenhouse detection methods to a certain 
extent. With the rapid development of modern information 
technology, WiFi, Bluetooth, UWB, RFID, ZigBee and other 
wireless communication technologies have emerged one after 
another. Among them, WiFi and Bluetooth cannot be 
popularized and applied on a large scale in the field of 
greenhouse monitoring due to their high cost and high-power 
consumption [11]. 

The history of embedded chips is inevitable, because 
embedded chips have many advantages. Non-embedded 
computing chips have good real-time performance, but 
embedded chip solutions have better advantages in terms of 
development cost, hardware resources and performance, in line 
with the development trend. Currently, embedded controllers 
are used almost everywhere [12]. Mobile devices, represented 
by cell phones, are the fastest growing embedded industry in 
recent years. At present, the application of embedded 
technology has penetrated into various fields such as industry, 
agriculture, education, national defense, scientific research and 
daily life. It has played an extremely important role in 
promoting technological transformation, product upgrading, 
accelerating the automation process and improving 
productivity in various industries. 

There are many studies on greenhouse environmental 
monitoring. Pisanu et al. designed a low-cost electronic 
platform for greenhouse environmental monitoring based on 
the perspective of agriculture 4.0[13]. This platform can 
effectively monitor the greenhouse environment, but it has the 
drawback that the monitoring data cannot be transmitted to the 
control platform in time; Khan et al. applied the Internet of 
Things technology to greenhouse plant environment 
monitoring [14]. The accuracy of greenhouse environment 
monitoring is low because the sensors set cannot meet the 
needs of greenhouse environment monitoring. 

For the shortcomings of the above two methods, an 
embedded greenhouse environment monitoring method based 
on wireless sensor network is studied. As a new information 
collection and processing technology, ZigBee-based wireless 

sensor network has the characteristics of large node size, small 
size, low cost and ad hoc network. Therefore, it has a broad 
application prospect in the field of agricultural environment 
monitoring. This research collects greenhouse environment 
information through temperature sensors, humidity sensors and 
other sensors, and transmits the collected information to remote 
monitoring center through ZigBee wireless sensor network, 
which is convenient for greenhouse managers to monitor 
greenhouse environment remotely and in real time and provide 
a good environment for crop growth. 

II. MATERIALS AND METHODS 

A. Overall Structure of Embedded Greenhouse Environmental 

Monitoring based on Wireless Sensor Network 

The overall structure of the embedded greenhouse 
environmental monitoring method based on wireless sensor 
network is shown in Fig. 1. 
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Fig. 1. The overall structure of the embedded greenhouse environmental 

monitoring method 

As can be seen from Fig. 1, the wireless sensor network 
applied to embedded greenhouse environment monitoring 
mainly consists of wireless detection nodes, sink nodes and 
remote control terminals. Each detection sensor node is 
equipped with a wireless communication module and 
organized into a wireless sensor network, thus enabling mutual 
communication and greenhouse environment monitoring. The 
transmission of information in the network is achieved by 
"multi-hop" routing, which helps to improve the wireless 
communication distance and reliability. Each greenhouse has a 
sink node, which is equipped with a wireless communication 
module to realize data transmission for remote monitoring of 
the greenhouse environment network. 

B. Wireless Sensor Communication Module 

The functional structure of wireless sensor network for 
monitoring greenhouse environment is shown in Fig. 2. 
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Fig. 2. Functional structure diagram of wireless sensor network 

In wireless sensor networks, end nodes are responsible for 
collecting greenhouse environmental data and sending it to 
routing nodes. The routing node aggregates the data and sends 
it to the coordinator node, which then sends the data to the 
server using the router node [15]. The coordinator node 
receives action instructions from the server and transmits them 
to the routing node, which then sends the data in the form of 
broadcasts to the corresponding terminals for control 
operations. Throughout the network communication process, 
each node determines whether the command executor is the 
node based on its own 16-bit short address. If it is the node, it 
performs the corresponding execution action; otherwise, it 
ignores the command. 

1) Communication chip: The CC2530 chip from TI was 

selected as the wireless communication module. 8051 CPU 

used in the CC2530 chip is a single-cycle 8051-compatible 

core that integrates 8KB of SRAM, Flash memory and an 

XREG/SFR register. The CC2530-F256 chip of the CC2530 

series is selected as the communication chip for greenhouse 

environment monitoring. The CC2530 chip is very suitable for 

ultra-low-power greenhouse environment monitoring. The 

circuit composition of the CC2530 chip includes clock circuit 

and reset circuit. The clock circuit frequency of the CC2530 

chip is composed of two borderless when the communication 

module is operating normally, the function of Y1 (33.549 KHz) 

crystal oscillator is to provide low-power mode for the node; 

the function of Y2 (33MHz) crystal oscillator is to provide 

clock for the node; the reset circuit is composed of resistor and 

on/off key. When the on/off key is pressed, the wireless sensor 

network will return to the initial state. The RF part of the 

CC2530 chip is responsible for transmitting and loading RF 

signals. The enhanced 8051 CPU core integrated in the chip is 

responsible for controlling the RF, peripherals and running the 

ZigBee protocol stack. 

 

2) Building zigbee wireless sensor networks: When 

building a ZigBee wireless sensor network, the coordinator 

needs to be powered on while the communication module 

initializes the protocol stack and hardware. The coordinator 

sends a BEACON frame from the first channel. If BEACON 

responds, it can be concluded that there is another coordinator 

on this channel. If this occurs, it indicates that the channel is 

occupied and the coordinator sends BEACON frames to the 

next channel. This is repeated until no corresponding event for 

a BEACON frame occurs in a channel. After an empty 

channel is found, a wireless sensor network can be established. 

Once the network is established, the coordinator can connect 

to the device and then the coordinator assigns the network 

address. The coordinator can then read the data information 

and then send the transmitted or collected data information to 

the main control computer. When the coordinator receives an 

ASSOCIATION_REQ network access request from a ZigBee 

device, it will send the BEACON signal in response to the 

node's request [16] and then send the request signal 

ADDRESS_RQE; if the coordinator receives it, it will send 

the ADDRESS_ASSIGN signal and wait for an 

acknowledgement; if the coordinator receives 

ADDRESS_ASSIGN, the address list will be updated 

automatically. After power-up, the node will scan the channel 

to find an available coordinator in the network. After 

monitoring the beacon signal, the node will send the address 

assignment request signal ADDRESS_REQ, and then the node 

will search for the ADDRESS_ASSING signal. If it does not 

find one, it will continue to send the ADDRESS_REQ signal 

until it receives the ADDRESS_ASSING signal. After 

receiving the signal, the node will send ADDRESS_AKC to 

the coordinator to confirm the signal address. 

3) CSMA / CA protocol and network interception 

strategy: Since the commonly used CSMA / CD protocol may 

be difficult for the adapter to detect whether there is channel 

conflict for wireless products, this wireless sensor network 

adopts a new protocol, Carrier Sense Multiple Access with 

Collision Avoidance (CSMA / CA). CSMA /CA protocol 

solves the conflict problem caused by multiple wireless 

devices transmitting data at the same time, and brings 

convenience to the construction of ZigBee wireless sensor 

network. CSMA / CA protocol needs to complete the 

following two tasks: the first is to find the idle channel (carrier 

listening); the second is to wait for random time (avoiding 

collision). 

a) IEEE802. 15.4 CSMA / CA classification: In 

IEEE802 15.4 in the protocol, there are two ways of multiple 

access / collision avoidance mechanism for carrier frame: 

CSMA / CA with time slot and CSMA / CA without time slot. 

Generally speaking, CSMA / CA with time slot is used for 

beacon trigger mode, and CSMA / CA without time slot is used 

for beacon trigger mode. The two algorithms used in CSMA 

/CA are based on backoff, and the time unit is the backoff 

period. 

b) CSMA / CA without beacon: The operation modes of 

the two protocols of IEEE802. 15.4 are similar, but the backoff 

time is different. In the network, if there is no super-frame 

structure, there will be no beacon (time slot) and no network 

coordinator for signal use. The sensor needs to wait for random 

time to listen to the activity of the channel. If the channel is 
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idle, it can send information. Otherwise, the device needs to 

wait for random time again. 

c) CSMA / CA with beacon: CSMA / CA with beacon 

limits the space occupied by the backoff cycle boundary, and 

the backoff cycle boundary must be at the super-frame cycle 

boundary, so as to ensure normal operation. 

d) IEEE802. 15.4 CSMA / CA process: CSMA / CA 

protocol is mainly used for data transmission of ZigBee 

devices to avoid mutual interference of signals sent by different 

ZigBee devices. When the ZigBee device transmits data, it 

needs to find an idle channel, and it will send a signal for 

channel competition. If an idle channel is found, the ZigBee 

device will send a backoff delay time, which is used to prevent 

other ZigBee devices from occupying this channel at the 

moment and avoid interference caused by the collision of 

signals sent by the two devices. However, if the channel found 

by ZigBee device is busy, the device needs to listen to the 

channel again and repeat the above process until it finds a free 

channel. 

C. Embedded Control Chip 

S3C2410, a 32-bit RISC embedded microprocessor based 
on ARM920T core, is selected as the embedded chip of 
greenhouse environmental monitoring. The ARM920T core 
consists of ARM9TDMI, memory management unit (MMU) 
and cache. The core board integrates Samsung's S3C2410 
processor (32-bit ARM920T core), 16M FALSH and 64M 
SDRAM, JTAG2ICE debugging interface, etc. The resources 
of the core board include: 2 UARTS, 1 USB port, data cable 
and LCD interface. The backplane includes: power circuit, 
various interface circuits, touch screen, keypad, USB storage 
circuit, etc. The structure diagram of embedded control chip is 
shown in Fig. 3. 

S3C2410

USB power interface

Ethernet interface

RF interface circuit

Serial circuit

Display circuit

 
Fig. 3. Embedded control chip hardware structure 

The power supply circuit provides the required power 
supply for each part of the greenhouse monitoring controller 
[17], and the selected chips are LT1764 and MIC29302. 
Among them, LT1764 is divided into adjustable and 
non-adjustable, providing 3.3V and 5.0V voltage respectively; 
MIC29302 provides a voltage of 4.2V. The voltage of 5.0V is 
mainly used for LCD circuit and USB circuit, the voltage of 
4.2V is used for GPRS circuit, and the other circuits use the 
voltage of 3.3V. The power supply of the core board is 3.3V, 
which also comes from the backplane, while the S3C2410 core 
voltage and I / O voltage require 1.8V and 3.3V respectively. 
Therefore, AIC1117A is used on the core board to reduce the 

3.3V voltage provided by the backplane to 1.8V and provide it 
to the processor core. 

The function of serial interface is to act as an encoder 
converter between CPU and serial equipment. There are three 
kinds of asynchronous serial receiving devices provided by the 
S3C2410 general-purpose serial port and the asynchronous 
serial port. Each serial port contains a baud rate generator, a 
transmitter, a receiver and a control unit. The greenhouse 
controller uses the two serial port resources provided by the 
core board. According to the design requirements, the two 
serial ports are set as the standard RS2232 serial port. In 
addition to the function of ordinary serial port, serial port 1 also 
undertakes the task of wireless sensor network communication 
and acts as the debugging terminal of embedded control chip. 
Since the core board provides TTL level, MAX3232 chip is 
used to convert the voltage into a voltage conforming to 
RS2232 standard. 

D. Greenhouse Environmental Monitoring Sensor 

As a monitoring device to help people understand the 
external environment, sensors can detect and perceive the 
surrounding environmental information, and express various 
abstract environmental factors in the environment in the form 
of electrical signals according to certain rules. At the same 
time, as a machine, there is no subjective feeling, and the 
perception of the external environment can be expressed more 
accurately. Therefore, sensors are widely used in current 
industrial production. In the process of sensor selection, many 
factors need to be considered, including measurement range, 
working temperature, measurement accuracy, cost and 
matching degree with the chip. At the same time, combined 
with the particularity of greenhouse environment, the 
appropriate device can be selected. The corresponding sensor is 
selected according to the environmental parameters to be 
collected for greenhouse environmental monitoring, and the 
sensor is selected considering the cost, sensor accuracy and 
matching degree with the main control module. 

1) Temperature and humidity sensor: Among AM2302 air 

temperature and humidity sensor is selected as the sensor for 

temperature and humidity collection in greenhouse 

environmental monitoring. It is characterized by not only 

capacitive humidity sensing elements, but also high-precision 

temperature sensing elements. Each element is calibrated with 

specific temperature and humidity, and can be used only after 

passing the inspection. AM2302 air temperature and humidity 

sensor has an 8-bit single chip microcomputer, so the response 

speed is relatively fast and the anti-interference is also very 

good. Because of its small size, it has low energy consumption. 

In addition, it has a series of advantages of single bus interface, 

so it can be widely used in meteorological stations and other 

places where temperature and humidity monitoring is needed. 

Due to the integrated packaging, the signal strength and 

anti-interference ability of the air temperature and humidity 

sensor are greatly enhanced [18]. The chip provides a 

two-wire serial interface similar to I2C bus, which is 

connected with the input interface of the host through 

bidirectional serial data line data and serial clock input SCK. 
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It not only inherits the characteristics of simple use of I2C 

interface, but also supports CRC verification of data 

transmission results to ensure the reliability of data 

transmission. 
The air temperature and humidity sensor use single bus to 

communicate with MCU, and only one I / O port is needed to 
realize data transmission. The temperature and humidity data 
inside the sensor is transmitted to the single chip 
microcomputer at one time through the pin. The data is 
composed of 40bit, and the data is divided into decimal part 
and integer part. The transmission format is: 8bit humidity 
integer data + 8bit humidity decimal data + 8bit temperature 
integer data + 8bit temperature decimal data + 8bit verification 
data. The check data is the last eight bits of the sum of the first 
four bytes. The data output by the air temperature and humidity 
sensor is eight-bit binary data, which represents the real 
temperature and humidity. 

When the bus is idle, it is high level. When the embedded 
control chip sends the start signal to AM2302, it pulls down the 
bus for at least 18ms to ensure that the AM2302 chip can 
detect the start signal. After detecting the start signal, AM2302 
will convert from low-speed mode to high-speed mode. Then, 
the bus will be pulled up by the pull-up resistance for 20-40us, 
to read the response signal of AM2302, wait for it to pull down 
the data line and keep it for 80us, and then pull it up for 80us, 
finally start data transmission. The data of each bit starts with a 
50us low-level slot. Whether the data bit is “0” or “1” is 
determined by the length of the high-level. If the high-level is 
26-28us, the data “0” is sent, and if the high-level is 70us, the 
data “1” is sent. After all data is transmitted, AM2302 pulls 
down the bus by 50us, and then pulls up the bus through the 
pull-up resistor to enter the idle state. 

2) CO2 Concentration Sensor: MH-Z14CO2 

concentration sensor is used as the concentration acquisition 

sensor for greenhouse environmental monitoring. 

MH-Z14CO2 concentration sensor integrates the A / D 

conversion module and comparator. The conductivity of the 

module can be enhanced with the increase of gas 

concentration. The A / D conversion circuit in the module can 

convert this change into voltage change. The single chip 

microcomputer can directly read the voltage value or digital 

switching value. The module directly converts the gas 

concentration into the corresponding voltage value. The single 

chip microcomputer collects and reads the voltage through A/ 

D, and then obtains the gas concentration value in proportion. 

The detected concentration is 100-10000ppm. MH-Z14 sensor 

has a long service life, which reduces the cost to a certain 

extent. At the same time, it also has the performance of 

temperature compensation to ensure the measurement 

accuracy. Based on the above advantages, MH-Z14 sensor is 

widely used in the production environmental monitoring of 

industrial and agricultural equipment. 

3) Light intensity sensor: The regulation of light in the 

greenhouse environment is mainly to increase the light 

intensity in the warm room. The demand for light intensity 

varies greatly among different crops. Generally, when the light 

intensity in the warm room decreases to 1000 lux, the crops in 

the warm room should be supplemented with light. According 

to the requirements of greenhouse crops for light intensity [19], 

the illuminance sensor BH1750fvi produced by Rohm 

company is selected. The high resolution of BH1750 can 

detect a wide range of light intensity changes (1lx-65535lx), 

and the visible light in 400nm-700nm band has excellent 

sensitivity. Logic+I2C Interface is the interface between light 

intensity calculation and I2C bus. PD is a photodiode, and its 

sensitivity is similar to that of human eyes; AMP integrated 

operational amplifier can convert PD current into PD voltage; 

ADC analog-to-digital conversion obtains 16-bit digital data. 

The ADDR port of register accumulator of BHT1750 

illuminance sensor is grounded, and the two serial ports of 

clock end SCL and data end SDA are connected with CC2530. 

The working principle of the light intensity sensor is to 

convert the light intensity value into voltage value. Firstly, it 

initializes the program, then configures the input mode, 

collects data and carries out A/ D conversion. After the 

conversion, the single chip microcomputer reads the 

conversion directly. 

E. Sensor Data Fusion Method 

The temperature in the greenhouse is described by multiple 
measurement points. The temperature in the greenhouse 
changes with space. At the same time, the temperatures 
measured in different places in the greenhouse are also 
different. In order to control the temperature, humidity and 
other factors in the greenhouse, we must give an equivalent 
value to describe the temperature, humidity and other states of 
the current greenhouse consistently. Therefore, we use data 
fusion method to determine the effective value, which is used 
to control the greenhouse, such as rolling shutter, heating 
equipment, ventilation equipment, etc. Data fusion makes full 
use of multiple sensor resources. Through the reasonable 
control and use of these sensors and their observation 
information, the redundant or complementary information of 
multiple sensors in space or time is combined according to 
some criteria, so as to obtain better performance than the subset 
of its components. 

After using wireless sensor network to collect greenhouse 
environmental monitoring data, we should first eliminate the 
missing data. There are many methods to eliminate the missing 
data, and select the distribution map method to eliminate the 
missing data. 

The main parameters used in the distribution map are: 

median MX
, upper quartile uF

 lower quartile IF
, quartile 

dispersion dF  and elimination point


. Their definitions 
and usage are as follows: 

Firstly, it can carry out multiple independent measurements 
on a tested object, and arrange the measured data in the order 
from small to large: 

1X
. 2X

,..., NX
, then 1X

 is called the lower limit and 

NX
is called the upper limit. 
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Secondly, the median value MX
is defined: 

 1

2
M

N X
X




 (1) 

1

2 2

2
M

N N
X

X

 
 

 
 (2) 

Thirdly, in the partition map method, if the median of 

interval 
[ ],M NX X

 is uF
, uF

 is the upper quartile, and 

the lower quartile IF
 is the median of interval 1[ ], MX X

 

Fourthly, the dispersion dF  of the quartile is defined as: 

u IdF F F 
 (3) 

It is stipulated that the data whose distance from the median 

is greater than 
dF

 is divorce data, that is, the judgment 
interval of invalid data is: 

iX XM dF 
 (4) 

Where, 


 is a constant, and its size is determined 
according to the accuracy requirements of greenhouse 
monitoring. The elimination point is defined as: 

 
1

2

IF dF





 (5) 

 
2

2

uF dF





 (6) 

The measurement data outside the interval 
 1 2, 

is 
considered as the elimination point. 

After the above steps, the remaining data are consistency 
measurement data. We can fit the consistency data. The 
weighted average method is selected to fuse the data collected 
by the sensor. Since many sensors are placed in the 
greenhouse, the greenhouse data collected by each sensor is 
different [20], so it is necessary to fuse the data collected by 
wireless sensors to give users an effective value to guide users 
to operate the greenhouse. The problem is described as 

follows: there are n  temperature wireless sensors in the 
greenhouse, and the greenhouse data collected by each wireless 

sensor at t  time is 1t ， 2t ，…， nt . Firstly, the distribution 

diagram method is used to eliminate the missing data, and the 

data are sorted to obtain the consistent data columns et ，…，

t2 pt
. Weight is represented by iw

. iw
 is usually selected as 

1

p e
, and the average value of the temperature in the 

greenhouse is calculated by the weighted average method: 

p

i

i e

t
T

p e





 (7) 

The weighted average method is simple, easy to implement 
and occupies less resources. When the wireless sensor network 
is used to monitor the embedded greenhouse environment, the 
weighted average method is used to fuse the data collected by 
the sensor to obtain the final greenhouse monitoring 
parameters such as ambient temperature and ambient humidity. 

III. RESULTS 

In order to verify the effectiveness of the embedded 
environmental monitoring method of greenhouse based on 
wireless sensor network, the method in this paper is applied to 
the greenhouse environmental monitoring of an agricultural 
production. The average communication distance between the 
deployed nodes of the wireless sensor network is about 20m, 
and the nearest distance between the monitoring node and the 
gateway node is about 100m. After installation and operation, 
after the gateway is started, the average time required for node 
binding and ad hoc network establishment is less than 1min. 
The sampling frequency setting scheme of sensor nodes is: air 
temperature and humidity for 2min, soil temperature and 
humidity for 10min, light intensity for 3min and CO2 
concentration for 30min. After completing data collection and 
transmission, each node will automatically enter the sleep state 
until the next sampling cycle wakes up. 

In order to verify whether the communication stability 
between nodes of wireless sensor network is good and whether 
the communication quality is qualified, the packet loss rate of 
wireless sensor network is tested. Packet loss rate refers to the 
proportion of data packets not received in a certain period of 
time in the total data packets sent. If the packet loss rate is too 
high, it indicates that a large number of temperature and 
humidity, smoke concentration and light intensity data have not 
been collected, which will lead to the control node cannot 
accurately turn on and off the relevant equipment, cannot 
accurately monitor the environment in the shed, resulting in 
measurement failure. To ensure the reasonable distance 
between network nodes, it needs to try to ensure a low packet 
loss rate and enhance the accuracy of measurement. The 
greenhouse in the study area is selected as the test site. The 
coordinator is placed in the monitoring room, adjacent to the 
upper computer, and the terminal equipment is placed in 
different positions in the greenhouse. The transmit power of 
CC2530 processor is -3dBm; the total number of single packet 
test is set to 2000, and the packet sending speed is one group 
per second, with 5 packets per group. This speed fully meets 
the needs of the actual project. After fixing the coordinator 
position, it can send the same number of data packets at the 
terminal nodes in different positions of the greenhouse, to 
measure the number of received data packets, and calculate the 
packet loss rate. The calculation of packet loss rate is shown in 
the following formula: 
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100%
B C

A
B


 

 (8) 

In formula (8), B  and C  represent the transmitted data 
packet and received data packet of wireless sensor network 
respectively. 

Using the method in this paper to collect greenhouse 
environment data, the communication performance of wireless 
sensor network is shown in Table I. 

TABLE I.  WIRELESS SENSOR NETWORK COMMUNICATION 

PERFORMANCE 

Sensor terminal 

serial number 

Distance from 

gateway node 

number of 

packets sent 

Number of 

received packets 

1 5 2000 1999 

2 10 2000 1999 

3 15 2000 1999 

4 20 2000 1997 

5 25 2000 1995 

6 30 2000 1991 

7 35 2000 1987 

8 40 2000 1985 

9 45 2000 1981 

10 50 2000 1976 

11 55 2000 1961 

12 60 2000 1958 
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Fig. 4. Statistics of packet loss rate 

The data of greenhouse environment monitored by wireless 
sensor network used in this paper are statistically analyzed and 
the packet loss rate results of collecting different types of 
greenhouse environmental data are shown in Fig. 4. 

According to the experimental results in Fig. 4, the wireless 
sensor network is greatly affected by the transmission distance. 
Within the short range of 10 meters, the data packet loss rate 
maintains a low value within 0.1%. However, when the 

distance between the sensor terminal and the coordinator is 
more than 10 meters, the packet loss rate increases sharply, 
which is caused by the great irregularity of the communication 
link of the low-power module. Through the experimental test, 
even when the packet loss rate of 80m is the largest, the packet 
loss rate of ZigBee wireless communication is still less than 
1%, which meets the needs of greenhouse environmental 
monitoring. 

In the greenhouse monitoring area, each monitoring point is 
equipped with three sensors. The method in this paper is used 
to fuse the greenhouse environmental data collected by the 
three sensors to improve the accuracy of greenhouse 
environmental data collection. The temperature data of 
different monitoring points in the greenhouse are collected by 
this method, and the results are shown in Fig. 5. 
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Fig. 5. Temperature data collection results 
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Fig. 6. Collection results of ambient humidity 

The humidity data of different monitoring points in the 
greenhouse are collected by the method in this paper, and the 
results are shown in Fig. 6. 

The experimental results in Fig. 5 and Fig. 6 show that the 
method of this paper is used to monitor the greenhouse 
environment, and the collected temperature and humidity data 
of the greenhouse environment is close to the actual 
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environmental temperature and humidity data of the 
greenhouse within a reasonable range of error, which indicates 
that the data collected by the temperature and humidity sensor 
is accurate and reliable, and the sensor used in this method can 
effectively monitor the temperature and humidity data of the 
greenhouse environment. The error is within a reasonable 
range, which indicates that the data collected by the 
temperature and humidity sensor is accurate and reliable. 

During the experiment, a full spectrum LED lamp is set in 
the greenhouse to gradually shorten the distance between the 
full spectrum LED lamp and the lighting intensity measuring 
equipment, and increase the lighting intensity. The average 
value of five groups of data is taken for each measurement and 
compared with the data measured by the digital illuminance 
meter. The comparison of light intensity data is shown in Fig. 
7. 
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Fig. 7. Comparison of light intensity data 

According to the experimental results in Fig. 7, the 
difference between the greenhouse light intensity data 
monitored by the method in this paper and the actual light 
intensity data of greenhouse is small. From the above data, the 
designed light intensity acquisition circuit is very close to the 
actual light intensity value, and the error is within a reasonable 
range. The data collected by the light sensor is accurate and 
reliable. 

The CO2 concentration data collected at different 
monitoring points by the method in this paper are counted, and 
the collected CO2 concentration data are compared with the 
actual CO2 concentration data. The comparison results are 
shown in Fig. 8. 
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Fig. 8. Comparison of CO2 concentration data 

The experimental results in Fig. 8 verify that the method in 
this paper can effectively collect CO2 concentration data, and 
the collected CO2 concentration data is very close to the actual 
CO2 concentration data of greenhouse environment. The 
experimental results in Fig. 8 verify that the method in this 
paper can effectively collect the CO2 concentration data of 
greenhouse environment by using wireless sensor network. At 
the same time, the collected CO2 concentration data is in good 
agreement with the actual CO2 concentration data, indicating 
that the method in this paper has high accuracy in collecting 
CO2 concentration data. 

The relative errors between the temperature data, humidity 
data, light intensity data and CO2 concentration data collected 
by the method in this paper and the actual data are counted. 
The statistical results are shown in Table II. 

TABLE II.  COMPARISON OF RELATIVE ERRORS OF ENVIRONMENTAL MONITORING 

Monitoring points Temperature/% Humidity/% Light intensity/% CO2 concentration/% 

1 0.25 0.34 0.29 0.74 

2 0.34 0.47 0.43 0.56 

3 0.28 0.29 0.28 0.42 

4 0.13 0.36 0.16 0.61 

5 0.25 0.48 0.34 0.53 

6 0.34 0.35 0.28 0.48 

7 0.29 0.48 0.17 0.34 

8 0.34 0.29 0.26 0.52 

9 0.19 0.35 0.23 0.64 

10 0.52 0.41 0.45 0.51 

From the experimental results in Table II, it can be seen 
that the method in this paper uses wireless sensor network to 

collect greenhouse environment data, and the relative error 
between the collected data and the actual data is less than 1%. 
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The experimental results show that the method can achieve 
effective monitoring of the greenhouse environment with high 
monitoring accuracy. According to the collected greenhouse 
environment data of each monitoring point, the greenhouse 
environment can meet the growth needs of crops. Through 
experimental verification, the research method can receive and 
display environmental data such as temperature and humidity, 
light intensity, and CO2 concentration collected by sensor 
nodes in real time, and can view the real-time operation status 
of each node. During the test period, the sensors operated 
stably and all functions worked normally, and played an 
important role in the daily management of the greenhouse 
environment, achieving the expected results. 

IV. DISCUSSION 

Existing Research：wireless sensor networks have brought a 

revolution in information sensing due to their low power 
consumption, low cost, distributed and self-organizing features. 
Wireless sensor network consists of a large number of 
inexpensive miniature sensor nodes deployed in the monitoring 
area, which is a multi-hop self-organized network formed by 
wireless communication. ZigBee is a local area network 
protocol based on IEEE802.15.4 standard, which has the 
features of low cost, simplicity, short distance, automatic 
networking of nodes, low power consumption and low data 
transmission rate, and can be applied to various applications by 
embedded devices in automatic control field. Currently, many 
scholars have applied wireless sensors in greenhouse 
environmental monitoring. Benahmed K et al. proposed an 
algorithm based on wireless sensor network technology for 
monitoring microclimate in greenhouses and developed a linear 
equation model for optimizing plant production and material 
costs [21]. Given that subsurface soil sensing uses several types 
of sensors and devices that can help to monitor soil fertility in 
real time, Ghosh D et al. investigated the existing subsurface 
sensing technologies used to monitor soil fertility in agriculture 
using underground IoT[22]. Abbasikesbi R et al. proposed a 
wireless sensor network based on the proposed algorithm to 
improve tomato crops in greenhouses. The developed sensor 
nodes have low power consumption and low cost to monitor 
parameters such as temperature, humidity, CO, CO2 and light 
intensity[23]. In all of the above studies, wireless sensors were 
used to monitor the greenhouse environment, but the accuracy 
of greenhouse environment monitoring was low because the 
sensors set up did not meet the needs of greenhouse 
environment monitoring. 

Research results of this paper：Results of this study: Based 

on the previous research, this paper proposes an embedded 
greenhouse environment monitoring method based on ZigBee 
wireless sensor network. The ZigBee-based wireless sensor 
network has the features of large node size, small size, low cost 
and ad hoc network, which can not only realize the rapid 
automatic networking of sensor nodes, but also has the ability 
to collect, transmit, store and process various greenhouse 
environmental data in real time. The ZigBee-based wireless 
sensor network has the advantages of low cost, low power 
consumption, no wiring, flexible networking and friendly 
human-machine interface, which makes a useful exploration 
for the application of wireless sensor network and embedded 
technology in the field of greenhouse management. This 

research collects greenhouse environment information through 
temperature sensors, humidity sensors and other sensors, and 
transmits the collected information to remote monitoring center 
through ZigBee wireless sensor network, which is convenient 
for greenhouse managers to remotely monitor greenhouse 
environment in real time and provide a good environment for 
crop growth. 

Research limitations: Limitations of this research: Although 
the embedded greenhouse environment monitoring method 
based on ZigBee wireless sensor network used in this research 
can overcome some defects of traditional greenhouses in 
structure and performance and help to establish large-scale 
intelligent greenhouse clusters, there are still some 
shortcomings. In the actual greenhouse environment 
monitoring, the monitoring error is difficult to be completely 
eliminated because of the influence of many factors. Besides, 
the interaction between different influencing factors should be 
considered, and in addition to the monitoring of individual 
factors, joint analysis should be conducted in subsequent 
studies. 

Future work: The Future of Work: Today's Internet 
applications are penetrating into the embedded space. 5G 
technology is enabling the rapid spread of smartphones. Due to 
the rapid development of embedded technology, web servers 
can run on single-chip microcomputers with high-capacity 
flash memory. Embedded technology will develop rapidly as 
various electrical devices become intelligent and 
Internet-enabled. With the application of these intelligent 
technologies in the field of environmental monitoring, the level 
of environmental monitoring will be greatly improved. Today, 
with the development of embedded intelligent technology and 
"5G technology", the greenhouse monitoring based on wireless 
sensor and network technology network has a better technical 
design basis than the traditional greenhouse monitoring 
method. The future direction of sensor technology research will 
be supported by 5G technology to get more development. 

V. CONCLUSION 

Through greenhouse environment monitoring, the indoor 
environment can be automatically monitored to provide 
suitable greenhouse environment for crops according to the 
requirements of different crops, thus meeting the needs of 
scientific research and production and accumulating rich data 
for intelligent agriculture experts to develop new technologies. 
The embedded greenhouse environment monitoring method 
based on wireless sensor network overcomes some defects of 
traditional greenhouses in structure and performance, and also 
has some significance for establishing large-scale intelligent 
greenhouse clusters. Through this research method, the 
parameters of temperature, humidity and light intensity in 
different areas of the greenhouse are obtained in real time, so 
that the crops can achieve a suitable growth environment and 
provide a convenient, efficient, adaptable, simple and practical 
monitoring scheme for greenhouse managers. The experiments 
show that the method is effective in monitoring temperature, 
humidity and other parameters and has high applicability. 
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Abstract—With the socio-economic development, the national 

demand for playing leisure sports has increased, and swimming 

is one of the popular choices. To help swimming beginners 

understand the correct swimming posture more quickly and 

directly, hybrid neural network algorithms based on sliding 

window detection and deep residual networks are designed in 

this study, and two corresponding virtual image classification 

models of swimmer’s posture are designed based on these 

algorithms. In order to reduce the noise of the input data and 

reduce the cost of data collection, the virtual reality technology is 

used to convert the swimmer’s swimming pose image into the 

image model in the virtual reality space as the input data of the 

algorithm. The performance test experimental results show that 

the classification accuracy of the swimmer pose recognition 

models based on PTP-CNN algorithm and SW-CNN algorithm 

designed in this research are 97.48% and 96.72% respectively on 

the test set, which are much higher than other comparison 

models, and the model built based on PTP-CNN algorithm has 

the fastest computation speed. The results of this research can be 

applied to assist participants in swimming pose recognition in 

teaching beginner swimmers. 

Keywords—Virtual reality; pose recognition; swimming; neural 

network; sliding window 

I. INTRODUCTION 

Swimming has both leisure and physical exercise attributes, 
making it a better form of exercise for adults with a certain 
financial base [1]. In fact, the middle class population in China 
has grown significantly in the last decade, which has directly 
led to an increase in the number of people learning to swim in 
their spare time. However, it is difficult for beginners to 
distinguish between accurate and incorrect common swimming 
positions, but the ability to accurately judge and master 
scientific swimming positions is important to learn to swim and 
reduce the risk of personal safety during exercise [2]. In the 
past, beginners often need to spend a lot of time and energy on 
learning to identify and practice various correct swimming 
postures, which is inefficient, and may even make learners lose 
interest in swimming [3]. At the same time, the emergence of 
high and new technologies, including virtual reality and 
artificial intelligence, provides new ideas for automating 
traditional physical education teaching tasks. These 
technologies can free teachers from repetitive low-end teaching 
tasks, and the teaching efficiency and error rate are far lower 
than those of the teaching system based on traditional machine 

learning algorithms [4]. Aiming at this problem, this research 
tries to use virtual reality technology and artificial intelligence 
technology to design a model that can intelligently judge 
whether the swimmer’s posture in the swimming image is 
correct, so as to provide timely and accurate feedback for 
beginners to learn the project. It is assumed that it may play a 
role in shortening the learning cycle of swimming learners and 
reducing the learning difficulty, this is also the contribution and 
value of this paper to the field of swimming teaching. 

II. RELATED WORK 

A large number of related studies have been conducted by 
experts in different fields about virtual reality technology, bit-
posture detection technology, and smart sports teaching 
involved in this research. Elbamby M S et al. discussed the 
challenges faced in achieving ultra-reliable and low-latency 
virtual reality by addressing the shortcomings of virtual reality 
technology in terms of high throughput, low latency, and 
reliable communication, thus finding that the use of millimeter 
wave communication, edge computing, and Intelligent 
networks with active caching techniques can solve the above 
problems of virtual reality technology applications to a certain 
extent [5]. Chen M et al. studied the resource management 
problem of networks with wireless virtual reality users 
communicating over small cell networks and proposed a virtual 
reality model based on multi-attribute utility theory, and 
simulation test results showed that the model has faster 
convergence than the traditional model and provides lower 
latency of virtual reality services [6]. Thies J et al. proposed an 
image processing algorithm based on virtual reality technology 
to build a more realistic virtual meeting environment in video 
teleconferencing [7]. Du et al. found that virtual reality 
technology has been gradually and widely used in the 
architecture, engineering, construction, and facilities 
management industries in recent years, because it can improve 
the workflow of teams by enhancing the consensus of team 
members. However, the current virtual reality application 
suffers from the difficulty of generating a virtual reality 
dialogue environment from input data. Therefore, the research 
team designed a synchronous communication system based on 
virtual reality technology, and the test results showed that the 
system has higher utilization value and communication 
efficiency than traditional virtual reality communication 
systems [8]. 

*Corresponding Author. 
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Cga B et al. found that obtaining accurate information 
about students’ posture during learning is important for 
assessing students’ learning status and improving teaching 
methods, but the presence of various occlusion elements in the 
educational environment makes it more difficult to carry out 
current student posture detection. So this study proposes a new 
posture detection method based on a single-stage object 
detector, which uses an adaptive fusion mechanism to learn 
complementary. This method uses an adaptive fusion 
mechanism to learn complementary spatial features to make 
the feature extractor more discriminative. Experimental results 
show that the student pose detection capability of the method is 
significantly better than other single-stage target detection 
methods on a real classroom pose dataset [9]. Lin G et al. 
found that fruit detection is necessary for automatic guava 
harvesting under real outdoor conditions, and that the branch-
related pose of the fruit is also essential to guide the robot to 
approach and separate the target fruit without colliding with its 
parent branch. In order to perform automatic, collision-free 
harvesting, this research team designed a fruit detection and 
pose estimation method based on sensors with four channels of 
red, green, blue, and depth data images from cell phones. 
Quantitative experimental results show that the method has an 
accuracy and recall of 0.983 and 0.948 for guava fruit 
detection, respectively, which can be applied to improve the 
control of automatic guava harvesting machinery [10]. Tang 
L’s research team found that it is difficult to detect the bit pose 
of small targets under poor imaging conditions such as severe 
occlusion and low resolution, and proposed a bit pose detection 
algorithm that combines merged region of interest pools and 
local static. Therefore, a pose detection algorithm combining 
merged region of interest pool and local static learning is 
proposed. Experimental results show that the method 
outperforms existing methods for pose recognition [11]. Zhou 
L et al. found that existing fabrication methods cannot produce 
flexible sensors that match the shape of soft robots. Therefore, 
a new 3D printed multi-functional inductive flexible 
stretchable liquid metal sensor was designed using the posture 
detection algorithm, and the test results showed that this sensor 
has a higher perception of deformation than the conventional 
sensors, which also means that the posture detection algorithm 
improves the manufacturing accuracy of the sensor 
components [12]. 

In summary, it can be found that virtual reality and posture 
detection techniques have been increasingly applied to 
industrial and educational fields, and some economically 
valuable and educational results have been achieved. However, 
studies combining virtual reality and posture detection 
technology to build a swimming stance recognition model with 
high recognition accuracy are still rare, so it is really necessary 
to use virtual reality technology to reduce the noise of training 
images and improve the data scaling effect when building this 
teaching aid model, while the posture detection work can help 
swimming beginners to learn swimming posture better, which 
is the reason for conducting this study. 

III. DESIGN OF SWIMMING POSITION DETECTION 

ALGORITHM FOR SWIMMING SCENE 

A. Design of Bit Pose Detection Algorithm Incorporating 

Sliding Window Detection and Convolutional Neural 

Network 

The dataset used for training and testing the pose detection 
algorithm in this study is a virtual model image of a swimming 
scene and its swimmer’s swimming pose constructed by virtual 
reality technology. Before designing the pose detection 
algorithm, it is necessary to design the pre-processing process 
of the dataset [13-15]. The preprocessing of virtual image of 
swimmer’s pose mainly includes image cropping, grasping 
rectangle frame extraction, image normalization and 
homogenization [16]. In order to reduce the content of 
irrelevant information in the image and the computational 
effort of the algorithm, the virtual model image needs to be 
cropped to a uniform size (640 480 size is chosen here) [17]. 
The purpose of homogenization and normalization of the 
virtual model images is to eliminate the negative impact of 
different inter-feature scales in the image data on the training 
results. The range of RGB (Red Green Blue) channel values in 
the image data is [0,255], and the normalization operation can 
be completed according to equation (1) to compress the range 
of values to [-1,1]. 
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and channel numbers i  , j
 and k  positions in the n  image 

after normalization. When constructing a virtual model of the 
swimmer using virtual technology, the original physical image 
is a depth map, and the depth value is used to describe the 
distance between the camera and the photographed object. But 
the index is mainly distributed in the middle part of the image, 
which needs to be mapped and processed according to the 
camera desktop distance and the range distance, see equation 
(2). 
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d is the depth value after the mapping process, and m  is 
the ratio of the camera range distance to the camera desktop 
distance. Then use equations (3) and (4) to normalize and 

homogenize d . 
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In equation (3), id
 is the depth value of the i  row, mind

 

and maxd
 are the minimum and maximum values of the depth 

value of the i  row, and n  is the number of pixels of the i  
row. This time, the sliding window method is chosen to 
generate the rectangle to be selected. However, the number of 
selected rectangles generated by the image is too large, which 
makes the algorithm computationally inefficient, so it is 
necessary to filter out some of the rectangles. First of all, the 
background image can be removed using the background 
difference method, and then the image is divided into a grid of 
specified distances, and the detection frame containing the 
smallest object is set as the detection range of the sliding 
window, and the center point of the rectangular frame can only 
be in the intersection of the restricted range [18]. According to 
the size statistics of the dataset, it is need to set the pixel point 

taking steps for the rotation angle  , length h , and width w  
of the grasping rectangle, and the range of values which are 
shown in equations (5), (6), and (7). 

0 :15 :180      (5) 

10 :10 :90h   (6) 

min(10, 50) :10 : max(90, 50)w h h     (7) 

Equation (5) represents the interval   in the range 0  to

180  taken by 15 , and the meanings of equation (6) and 
equation (7) can be analogously derived in turn. Since 
convolutional neural network can generalize and extract 
features in images with high recognition accuracy, this study 
chooses it to build a swimming pose detection model based on 
the mature AlexNet, and the core hierarchy in AlexNet is 
designed below. In general, if there is an input image of size

cn n n 
 and its convolutional kernel size is cf f n 

. cn
 

and 
f

 are the number of image channels and convolutional 
kernel size respectively, and the convolutional step parameter 

is s  , then the size of the output value of the convolutional 
layer can be obtained by equation (8). 

(( 2 ) / 1) (( 2 ) / 1) cn p f s n p f s m          (8) 

p
 and cm

 represent the size of the edge filling layer and 
the total number of convolutional kernels used, respectively. 
The activation functions of the convolutional layers are used to 
perform nonlinear mapping of the output elements of each 
layer. The commonly used activation functions are relu 
function, elu function, tanh function, and sigmoid function. 
However, for neural networks with more layers, using the tanh 
function and sigmoid function as the activation function may 

cause the gradient disappearance problem and reduce the 
overall convergence speed of the algorithm, so the relu 
function and elu function are more widely used. The function 
graphs of the above four activation functions are shown in 
Fig. 1. 
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Fig. 1. Function curve of common activation functions 

The role of pooling layer in AlexNet is to extract the high-
latitude features in the images and reduce the size of the dataset. 
Depending on the processing method, there are two types of 
pooling layers, average pooling and maximum pooling. The 
maximum pooling method is chosen to construct the pooling 
layer in AlexNet in this study, and the calculation method of 
maximum pooling is shown in Fig. 2. 
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Fig. 2. Schematic diagram of the calculation rules for maximum pooling 

According to the content above, based on the simplified 
AlexNet, a neural network is designed to judge whether the 
swimmer’s swimming posture in the generated rectangular box 
is accurate. The input is the preprocessed RGD (Red Green 
Depth) three channel data, and the computational flow of the 
algorithm is shown in Fig. 3. 
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Input RGD image 

with size 32×32×3.

Conv1: convolution size 

5×5×3×64, step size 1, activate 

function Relu.

Pool1: maximum pooling, 

window size 2×2, step size 2.

Conv2: convolution size 

3×3×3×128, step size 1, 

activate function Relu.

Pool2: maximum pooling, 

window size 2×2, step size 2.

Conv3: convolution size 

3×3×3×128, step size 1, 

activate function Relu.

Conv4: convolution size 

3×3×3×128, step size 1, 

activate function Relu.

FC1, activate function relu

FC2, no activation function

Softmax classifier

Output image 

classification results
 

Fig. 3. Flow chart of the bit pose detection algorithm combining sliding 

window detection and convolutional neural network 

As shown in Fig. 3, the algorithm contains four 
convolutional layers, two maximum pooling layers and two 
fully connected layers. The size of the convolutional kernel is

5 5 , and the output data size is 16 16 64   after the 
maximum pooling process, and then the output data size is

8 8 128   after three convolutional layers with the 

convolutional kernel size of 3 3  and the maximum pooling 
layer. The size of the output data is adjusted to 2. Finally, the 
data is input to the softmax classifier for binary classification, 
and the judgment result of whether the object pose of the 
rectangular box in the input image data is correct is output. 

B. Design of Swimming Pose Detection Algorithm based on 

Deep Residual Network 

The pose detection algorithm designed in this study, which 
combines sliding window detection and convolutional neural 
network (SW-CNN), has many layers of networks and 
complex processing, so it may have a problem of slow 
detection speed in actual use, which can’t meet the timeliness 
requirements of its application in swimming teaching. 
Therefore, in order to further improve the recognition accuracy 
of virtual swimming stance images, a virtual model recognition 
algorithm of swimmer’s stance that integrates end-to-end idea 
and convolutional neural network (PTP-CNN) is proposed. 
Unlike the SW-CNN algorithm, the former trained neural 
network can directly reflect the RGB image and its 
corresponding standard swimming pose mapping relationship, 
so the input data of the PTP-CNN algorithm in the training 
phase is the image and the corresponding standard swimming 
pose information in the figure. In addition, since the PTP-CNN 
algorithm removes the sliding window detection link, and the 
learning ability of the neural network with the requirement of 
diversity of input image data is increased. Therefore, migration 
learning and data augmentation, deep residual network 
methods are needed to learn swimming pose features. 

Due to the inefficiency of constructing virtual models based 
on physical images of swimmers’ swimming stance and the 
complexity of computational processing, the data set that can 
be used for training the algorithm is often small in number and 
cannot well meet the training requirements of the algorithm, 
and overfitting may even occur. Therefore, before designing 
the PTP-CNN algorithm, it is necessary to expand the dataset 
and increase the size of the dataset appropriately through data 
augmentation techniques to make up for the lack of data and 
the problem that the data diversity and feature information are 
relatively single, so that the neural network can learn to master 
more important image features. In this study, considering the 
type of task of the algorithm, we choose to use data 
augmentation methods that do not change the features 
themselves but only the pixel distribution to process the dataset 
by flipping transformation, rotation transformation, translation 
transformation, contrast transformation, color transformation, 
sharpening, adding noise disturbance, adding blurred 
information, etc. The program selects one or more measures to 
process the original dataset in a random way. 

Even with data augmentation, the total number of samples 
in the dataset is still relatively limited, which makes it difficult 
and inefficient to obtain more data. And using the existing 
dataset directly for training may lead to overfitting of the 
model. In addition, training the whole neural network 
algorithm from scratch will consume a lot of computer and 
time resources. Therefore, the PTP-CNN algorithm is built 
using the migration learning approach. There are three 
common applications of transfer learning, as a feature extractor 
for the algorithm to be trained, as a pre-trained model for the 
algorithm to be trained, and as an aid for fine-tuning the model 
parameters. The most central step in the algorithm training here 
is to improve the image feature extraction capability of the 
algorithm, therefore, the convolutional neural network trained 
with Imagenet dataset is selected as the image feature extractor 
in PTP-CNN algorithm. Then the fully connected layer is set 
after the convolutional neural network, and the output of the 
last layer is changed to the position and stance parameters that 
measure the swimmer’s stance. That is, the parameters of the 
layers within the migrated convolutional neural network 
remain unchanged, and only the parameters of the fully 
connected layer behind are fine-tuned to achieve migrated 
learning. 

When the neural network has too many levels, its 
recognition accuracy will be degraded, and some scholars have 
proposed the use of central normalization and normalized 
initialization methods, which can solve the problem to some 
extent, but the effectiveness of these methods is also poor if the 
neural network has too many levels, and the residual neural 
network is more effective in dealing with the problem. In this 
study, a residual network module constructed by constant 
mapping is introduced into the ResNet network of PTP-CNN 
algorithm to solve the degradation problem of deep 
convolutional neural networks. 
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Fig. 4. Structure of residual neural network based on constant mapping 

As shown in Fig. 4, the output of the residual module is 
obtained by superimposing the output of multiple 
convolutional layers and then performing ReLU processing, as 
shown in Equations (9) and (10). 

2 1( )F W relu W x    (9) 

1( , )y F x W x    (10) 

In equation (10) 1( , )F x W
 is the residual mapping function 

constructed based on the input x  , residual matching weights

1W
 , 2W

, and 
y

 is the output data after the resultant residual 
processing. Here ResNet-50 containing 50 computational 
layers is used as the basis for forming the PTP-CNN algorithm, 
and the image data size of the input network needs to be 

adjusted to 224 224  , then the convolutional kernel and 
input feature data of each core level in the network are shown 
in Table I. 

TABLE I.  CONVOLUTIONAL KERNEL AND INPUT FEATURE PARAMETERS 

AT THE CORE LEVEL IN THE RESNET-50 NEURAL NETWORK 

Layer 
Name 
Type 

Output 
Data 
Size 

Number 

of computing 
layers 

Convolution 
kernel or pooling 

window size 

Number of 
convolution 

kernels 

C1 
112×1
12 

1 7×7 64 

P1 
112×1
12 

1 
3×3 (maximum 
pooling) 

/ 

C2_X 56×56 3 1×1, 3×3, 1×1 64, 64, 256 

C3_X 28×28 4 1×1, 3×3, 1×1 
128, 128, 
512 

C4_X 14×14 6 1×1, 3×3, 1×1 
256, 256, 
1024 

C5_X 7×7 3 1×1, 3×3, 1×1 
512, 512, 
2048 

P5 1×1 

4 (average 
pooling, fully 
connected, 
softmax) 

3×3 / 

After completing the above preparatory work, we started to 
formally design the virtual model recognition model of 
swimmer’s stance based on PTP-CNN algorithm, the input 
image in this model needs to be pre-processed and data 
augmented, the feature extractor in the model is ResNet-50 
convolutional neural network trained by ImageNet dataset, 
followed by docking pressure leveling layer, deletion layer, 
SoftMax, and finally, the overall structure of the model is 
shown in Fig. 5. 
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Fig. 5. Structure of virtual image recognition model of swimmer’s position 

pose based on PTP-CNN algorithm 

As shown in Fig. 5, the last layer of the standard ResNet 
network is the SoftMax classifier. But, in order to downscale 
the dimensionality of the data by one dimension for 
classification, a flattening layer needs to be added before, and a 
deletion layer is subsequently added to prevent overfitting of 
the model. Finally, the PTP-CNN algorithm is trained by using 

the cross-entropy loss function
( )loss x

 , which is given in 
equation (11). 

1

1
( ) [ ln (1 ) ln(1 )]

n

i ip i ip

i

loss x y y y y
n 

       (11) 

In equation (11), iy
 and ipy

 are the label value and 

algorithm prediction of the image i , respectively. 

IV. PERFORMANCE VERIFICATION EXPERIMENT OF 

SWIMMING POSTURE DETECTION ALGORITHM 

A. Model Parameter Setting and Performance Verification 

Experimental Design 

The experiments were designed to verify the recognition 
performance of the two virtual image recognition models of 
swimmer’s stance designed in this study, and to build a 
comparative classification model based on the common SVM 
(Support Vector Machine) algorithm and AlexNet neural 
network. The data set used for model training is the images of 
different swimming stances purchased by the research team 
from a third-party data agency in China, and the images are 
labeled as “correct stance” and “wrong stance”. The data set 
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contains 1843 images, and after data expansion, it reaches 
15442 images, which are divided into training set and test set 
(containing 4632 images) according to the ratio of 7:3. The 
model based on SW-CNN algorithm also uses cross-entropy 
loss function and Adam optimization method, and the learning 
rate is determined to be 0.001 after multiple debugging, and the 

exponential decay rates of 1  and 2  for first-order and 
second-order moment estimation are 0.9 and 0.998, 
respectively, and the batch size is 64. The model based on 
PTP-CNN algorithm is also optimized using Adam, and the 
learning rate is determined to be. The exponential decay rates 

of 1  and 2  are 0.88 and 0.999 for first-order and second-
order moment estimation, respectively, and the batch size is set 
to 32. The common evaluation indexes of image classification 
accuracy are Accuracy, Precision, Recall, and F1 value, which 
are calculated in equations (12) to (15). 

TP TN
Accuracy

TP TN FP FN




  
  (12) 

TP
Precision

TP FP



  (13) 

Re
TP

call
TP FN




  (14) 

 

2* *Re
1

Re

Precision call
F

Precision call



  (15) 

In Eqs. (12)~(15), TP  represents the number of samples 
that are actually positive classes are predicted to be positive 

classes, referred to as the true positive number, and so on TN  ,

FP , FN  are the true negative number, false positive number, 
and false negative number, respectively. Considering the 
importance of identifying correct and incorrect postures in 
swimming teaching, the accuracy rate was chosen as the 
performance evaluation index of each model. 

B. Analysis of Experimental Results 

After completing all the performance test experiments, the 
Excel software and SPSS23.0 software were used to count the 
changes of the loss function values during the training process 
for the virtual image recognition models of swimmer’s position 
pose constructed based on SW-CNN algorithm and PTP-CNN 
algorithm designed in this study, and the comparison models 
constructed based on SVM algorithm and AlexNet algorithm, 
as shown in Fig. 6. 

Number of iterations

0

L
o
ss

 f
u
n

ct
io

n
 v

al
u
e

PTP-CNN

0 40 80 120 160 200 240 280 320 360 400

20

40

60

80

100

120

140

160

180

200

19.85

7.134.863.49

SW-CNN

SVM

AlexNet

 

Fig. 6. Loss function value change curve of virtual image recognition model 

for each swimmer’s position pose during training 

In Fig. 6, the horizontal axis represents the number of 
iterations of the core algorithm in each model, the vertical axis 
represents the loss function value of each algorithm, and 
different colors represent different virtual image recognition 
models of swimmer’s position pose. As we can see in Fig. 6, 
the model built based on PTP-CNN algorithm has the fastest 
convergence speed during the training process and the smallest 
loss function value after convergence, while the model built 
based on SVM algorithm has the slowest convergence speed 
and the largest loss function value after convergence. 
Specifically, when all the models finished training (i.e., the loss 
function values converged), the loss function values of the 
virtual image recognition models constructed based on the 
PTP-CNN algorithm, AlexNet algorithm, SW-CNN algorithm, 
and SVM algorithm were 3.49, 4.86, 7.13, and 19.85, 
respectively. The detection accuracy of each model on the test 
set is analyzed below. The statistical results are shown in 
Fig. 7. 
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Fig. 7. Recognition accuracy of virtual image recognition models for each 

swimmer’s position pose on the test set 
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The horizontal axis in Fig. 7 represents the number of 
samples used to test each model, and the vertical axis 
represents the classification accuracy of each model on image 
data in %, with two valid digits retained. Since the accuracy of 
each model changes slightly after the number of samples 
exceeds 200, only the test results before the number of test 
samples is not higher than 200 are retained here. It can be seen 
from Fig. 7 that the classification accuracy fluctuation degree 
of the model changes with the number of test samples. The 
descending sorting results are SW-CNN, PTP-CNN, AlexNet 
and SVM. However, from the perspective of the overall 
classification accuracy, the descending sorting results are PTP-
CNN, SW-CNN, AlexNet and SVM. When the number of test 
samples is 200, the classification accuracy of each algorithm is 
97.48%, 96.72%, 93.60% and 91.39%, respectively. The image 
recognition speed of each trained model with different test 
samples is then analyzed and shown in Fig. 8. 
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Fig. 8. Computational speed of the virtual image recognition model for each 

swimmer’s position pose on different number of test samples 

In Fig. 8, the horizontal axis is the number of samples used 
to test the model, and the test step size is 500 samples in line 
with the scale. The circle and “TC” represent the computation 
time, and the data line and “CS” represent the computation 
speed. As can be seen in Fig. 8, when the training samples are 
small, the computational speed of each model is high because 
the algorithm takes a relatively constant time to start. From the 
model perspective, the model based on the SVM algorithm has 
the slowest computation speed due to the high computational 
complexity of its own algorithm, while the computation speed 
of the other three models remains roughly stable as the number 
of samples grows. When the number of test samples is 4500, 
the computation time of the models built based on PTP-CNN 
algorithm, AlexNet algorithm, SW-CNN algorithm and SVM 
algorithm is 24 ms/sheet, 19 ms/sheet, 34 ms/sheet and 45 
ms/sheet, respectively. Finally, the computer memory 
occupancy of each algorithm during operation is analyzed in 
Fig. 9. It is need to note that five parallel experiments were 
conducted for each experimental scheme to ensure the 
reliability of the test results. 
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Fig. 9. Memory consumption of the virtual image recognition model 

computed for each swimmer’s position pose 

In Fig. 9, the horizontal axis is the number of test samples, 
the vertical axis is the computational memory consumption in 
MB, and the vertical coordinate of the center point of the circle 
in the figure is the mean computational memory consumption 
of multiple experiments, and the upper and lower limits 
represent the upper and lower deviation of memory 
consumption. As we can see in Fig. 9, the computational 
memory consumption of each model tends to increase as the 
number of test samples increases, but the memory consumption 
of the model built by the SVM algorithm grows the fastest, the 
memory consumption of the model built by the AlexNet 
algorithm grows the slowest, and the model built by the PTP-
CNN algorithm grows the second. When the number of test 
samples is 4500, the memory consumption of the models 
constructed based on the PTP-CNN algorithm, AlexNet 
algorithm, SW-CNN algorithm, and SVM algorithm are 
225MB, 105MB, 269MB, and 438MB, respectively. 

V. DISCUSSION 

For the purpose of helping swimmers learn swimming 
postures by themselves, this research uses sliding window and 
depth residual network to build a hybrid neural network 
algorithm, and based on this algorithm, two corresponding 
virtual image classification models of swimmers’ postures are 
designed. At the same time, in order to reduce the noise of the 
input data and reduce the cost of data collection, virtual reality 
technology is used to convert the swimming pose image of 
swimmers into an image model in the virtual reality space as 
the input data of the algorithm. The performance test 
experiment results show that the model based on PTP-CNN 
algorithm designed in this study is the first to complete 
convergence in the training phase, and the loss function value 
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after convergence is also significantly lower than all the 
comparison models, which is 3.49. The research results of X. 
Tong et al. also show that the convergence speed of the pose 
detection neural network incorporating sliding window 
technology in the training phase is significantly faster than that 
of the neural network before improvement [19]. From the 
perspective of the pose recognition accuracy index of the test 
set, the classification accuracy of the model built based on the 
PTP-CNN algorithm designed in this study is 97.48%, which is 
the highest among all the comparison models, while the 
classification accuracy of the recognition model built based on 
the SW-CNN, AlexNet and SVM algorithms is 96.72%, 93.60% 
and 91.39%, respectively. The research results of J. M. Liang 
et al. also show that the use of virtual reality technology to 
convert teaching material images into virtual reality models is 
conducive to improving the work progress of the teaching 
assistance system [20]. From the perspective of computing 
efficiency, when the number of test samples is 4500, the 
computing speed and memory consumption of the model based 
on PTP-CNN, SW-CNN, AlexNet and SVM algorithms are 
respectively 24 ms/piece, 34 ms/piece, 19 ms/piece, 45 
ms/piece and 225 MB, 269MB, 105 MB, 438 MB. This is 
mainly because the deep residual network consumes more 
computing resources than the general convolutional neural 
network, slowing down the computing speed of the entire 
model. 

VI. CONCLUSION 

To solve the problem of swimming teaching, beginners’ 
learning progress of swimming skills is affected due to 
insufficient knowledge of correct swimming posture. This 
study uses virtual reality technology to convert physical images 
of swimmers’ swimming posture and position into models in 
virtual space, and constructs two hybrid convolutional neural 
network-based image classification models for virtual models 
of swimmers’ position posture. The performance test results 
show that the model based on PTP-CNN algorithm designed in 
this study has the fastest convergence speed in the training 
phase, and the loss function value after convergence is the 
smallest than the comparison model, 3.49. The classification 
accuracy of the models based on PTP-CNN, SW-CNN, 
AlexNet and SVM algorithms on the test set is 97.48%, 
96.72%, 93.60% and 91.39% respectively. When the number 
of test samples is 4500, the calculation speed and memory 
consumption are 24 ms/piece, 34 ms/piece, 19 ms/piece, 45 
ms/piece and 225 MB, 269MB, 105 MB and 438 MB, 
respectively. The experimental data shows that the model 
based on PTP-CNN algorithm and SW-CNN algorithm 
designed in this study is higher than the common neural 
network algorithm and machine learning algorithm in the 
virtual image recognition accuracy of swimmer’s swimming 
posture, but the former has faster computation speed and 
consumes less resource for computation. However, due to the 
limitation of experimental conditions, further classification and 
recognition of swimmer’s swimming posture by joints were not 
carried out, which could help learners to use the recognition 
model in more cases, and this is also a point for improvement 
in the subsequent research. 
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Abstract—Through the growth of portals and venues to 

publish academic publications, the number of academic 

publications is growing exponentially in recent years. An 

effective exploration and fast navigation in the collection of 

academic publications become an urgent need to help academic 

researchers find publications related to their research and the 

surrounding community. A scholar network visualization 

approach is proposed to help users to explore a large number of 

academic publications concerning the strength of the relationship 

between each publication. The approach is realized by creating a 

web-based interface using D3 JavaScript algorithm that allows 

the visualization to focus on how data are connected to each 

other more accurately than the conventional lines of data seen in 

traditional data representation. The proposed approach 

visualizes data by incorporating a force-directed graph with 

weighted nodes and vertices to give more descriptive information 

of millions of raw data such as author names, publication title, 

publication year, publication venue and number of citations from 

the scholar network dataset. By introducing a weighted 

relationship in the network visualization, the proposed approach 

can give a more insightful detail of each publication such as a 

highly cited publication by looking at and exploring the 

generated interactive graph. The proposal is targeted to be 

incorporated into a larger-scale scholar network analytical 

dashboard that can offer various visualization approaches under 

one flagship application. 

Keywords—Force-directed graph; weighted network; citation 

network; D3 algorithm 

I. INTRODUCTION 

The existence of numerous academic social networking 
websites such as Google Scholar and ScienceDirect has 
accommodated scholars to publish their scientific publications 
to the public effortlessly. The purpose of this platform is to 
acknowledge people about a specific topic in certain 
disciplines. 

A concern regarding academic social networking websites 
is how to handle the flood of information offered by the 
websites. People can no longer rely on traditional ways to deal 
with the outgrowth of scientific publications. Traditional 
searching and browsing functions at academic social 
networking websites have become outdated as more time is 
needed to browse through each publication to see their 
relevancy. 

The overload of information could lead to a lack of 
efficiency and a lengthy period of time spent searching for 
valuable information. It will lead to failure in receiving a full, 
in-depth overview of the desired topics and domains. 

Therefore, a mechanism to efficiently handle the flood of 
information needs to be introduced, as it would speed up the 
process of searching and understanding the scientific network 
and communities in one specific discipline. An efficient search 
and analysis of academic networks can also help non-
specialists from other disciplines quickly find existing 
networks that they are interested in. 

In general, on academic social networking websites, the 
browsing function has a fixed classification algorithm that 
cannot provide a user with desired topics and domains. Some 
non-specialist users are not able to understand the jargon used 
in domains unfamiliar to them. Fortunately, humans are 
intensely visual creatures. Normally, people can read a pattern 
of the growth of diseases by looking at a chart, and even 
children can describe a bar chart and extract information from 
it. For that reason, an efficient scholar network visualisation 
approach can be an alternative way for users to replace 
traditional searching and browsing functionalities on academic 
social networking websites. 

The scholar network visualization approach is considered 
part of data analytics and visualization, which has become a 
highly active field of research in recent times due to the 
information overload all around us. Data visualization, which 
deals with brain psycho-visual vision and cognitive capacities, 
is a privileged tool to analyze one’s environment. Network 
visualization research can be defined by the techniques that 
allow humans to visualize data through a network graph that 
presents a network of connected entities and nodes visually. 

Many visualization tools have been introduced in recent 
years [1,2]. They offer many useful functions, such as data 
processing and visual analytics. Therefore, it has simplified the 
process of data visualization for users, whether they have any 
programming knowledge or not. The tools give users the 
capability to transform the data into interactive charts that are 
more understandable and readable by everyone. Data 
visualization is commonly utilized in business intelligence, 
scientific visualization, and analytical analysis. There are two 
types of visualization tools: visualization tools with 
programming languages and visualization tools without 
programming languages. 
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Fig. 1. Network visualization generated in VOSviewer 

Tableau [3] is a software that is used mainly in business 
intelligence and analytics. It supports various file formats, such 
as txt, xlsx, csv and json. Data can also be imported from 
online servers such as MySQL and Oracle. Tableau can 
generate a suitable graph automatically by extracting the 
header of each variable in our dataset. Users can also use the 
drag-and-drop feature to add rows and columns and select a 
chart type. A web-based application called Infogram [4] can 
complete data visualization quickly; first-time users just need 
to register, and they can upload their own data files in various 
formats, such as xlsx or csv to the website. Users can also 
import data from Google Drive, Dropbox, OneDrive, or a 
JSON feed. One of the disadvantages of Infogram is data 
privacy. An open-source JavaScript library, D3.js [5] combines 
HTML and CSS methods. On D3.js official website, it 
provides plenty of examples with the source code to inspire 
users to create their own data visualization. All the graphs 
generated will be in svg format. 

R programming also provides a package called Ggplot2 [6], 
which is an open-source package to visualize by generating 
charts. Compared to basic R graphs, the Ggplot2 package 
allows the user to edit the plotting component of the graph. 
Ggplot2 also has its own repository on Github that provides the 
user with an annual case study competition to show their skills. 
Users have a chance to use the package, and in return, they can 
contribute codes back to ggplot2. 

 
Fig. 2. Chinese Academy of Science Co-author network generated in Sci2 

 

Fig. 3. Mapping papers with highest local citation score generated in HistCite 

Another free visualization and analysis tool called 
VOSviewer [7] is able to construct and visualize bibliometric 
networks. It visualizes scholarly data into bibliometric 
networks by clustering solutions. Users can visualize their data 
by importing the data files from Web of Science (WOS), Pajek, 
and Graph Modelling Language (GML). The networks can be 
saved as a bitmap file or in vector format. Fig. 1 shows 
network visualization generated in VOSviewer. Sci2 [8] that 
represents The Science of Science is an open-source tool that 
supports temporal, geospatial, topical, and network studies. It 
also generates different kinds of networks. The network that 
generates from small datasets can be explored interactively and 
the network from large datasets can be rendered in Postscript 
files that users can convert. Fig. 2 shows a co-authorship 
network from the Chinese Academy of Science generated in 
Sci2. 

HistCite [9] is used to visualize scholarly data and 
bibliometric analysis, including the productive authors, the 
scale of journals, the frequency of words, the types of 
documents, and the ranking of institutions. A bibliography's 
dataset will be converted into time-based networks called 
historiographs by HistCite. The historiograph assists the user in 
understanding the subject's main publishing events as well as 
the impact of the chronology on networks. Fig. 3 shows the 
mapping of 45 papers with the highest local citation score 
generated in HistCite. 

BibExcel [10] is used to do multiple types of bibliometric 
analysis, such as citation analysis, cluster analysis, and co-
citation analysis. The system allows users to select a catalogue 
from their data and add it as a variable in the data matrix of 
output files. Users can also export the files that include the data 
matrix and import them into other visualization tools such as 
Gephi, Pajek, and VOSviewer to continue their analysis. Fig. 4 
shows the mapping science using BibExcel and Pajek. 

 
Fig. 4. Mapping science using BibExcel and Pajek 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

758 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 5. Visualizing patterns and trends in scientific literature using CiteSpace 

A Java application called CiteSpace [11] facilitates the user 
by detecting, visualizing, and analyzing increasing trends and 
critical changes in scientific literature. It combines information 
visualization methods and bibliometrics with the algorithm of 
data mining to read the pattern in citation data. Fig. 5 shows the 
visualizing patterns and trends visualised in the scientific 
literature using CiteSpace. A fuzzy-based clustering 
visualization approach, Bibliographic Big Data Visualization 
[12] offers a hybrid fuzzy clustering-based visualization by 
applying the Fruchterman-Reingold algorithm. The 
visualization can divide the nodes into soft clusters, but they 
lack the strength of the connection between the nodes. Fig. 6 
shows the fuzzy clustering in Bibliographic Big Data 
Visualization. 

By implementing query optimization and the spectral 
centrality measure [13], an improved scholar data visualisation 
was proposed, in which the scholar data is visualised in a 
network diagram using the centrality measure for better and 
faster decision making. By using the concept of a word cloud, 
the visualization offers a weighted network visualization. Fig. 7 
shows the enhanced bibliographic data retrieval using query 
optimization and the spectral centrality measure. Table I 
compares existing scholar network visualisation approaches, 
including their functions and limitations. 

 
Fig. 6. Fuzzy Clustering in Bibliographic Big Data Visualization System 

 

Fig. 7. Enhanced Bibliographic Data Retrieval Using Query Optimization 

and Spectral Centrality Measure 

TABLE I.  COMPARISON OF EXISTING SCHOLAR NETWORK 

VISUALIZATION APPROACHES 

Name 

  

 

Main 

function 

Data 

format 

Platform Limitation 

Tableau[3]  General data 
analysis 

.txt 

.csv 

.xlsx  

Windows 

Mac OS  

 

Not 
programmable 
to improve to 
algorithm 

Infogram[4] General data 
analysis 

JSON Windows  

Mac OS 

 

Not 
programmable 
to improve to 
algorithm 

D3[5] General data 
analysis 

JSON Windows  

Mac OS  

 

Limited data 
size 

Ggplot2[6] Chart 
visualization 

.csv Windows  

Mac OS  

 

Slow to create 
graphics 

VOS 

Viewer[7] 

Citation 
analysis 

 

WOS 

Pajek,GML 

 

Windows 
Mac OS  

 

Only support 

node network 

diagram and 

heat map 

 

Sci2[8] Network 

analysis 
 

.txt 

.csv 

Windows 

Mac 

OS X 

Linux 
 

High memory 

footprint when 

process large 

datasets. 
 

HistCite[9] Static 
analysis 

WOS Windows 

but 

only on IE 

Only support 

data from 

WOS. 
 

Bib 

Excel[10] 

Process 

scholar 

database 
 

WOS 

Med-line 
 

Wind
ows 

Not easy to use 

without its help 

document 
 

Cite 

Space[11] 

Co-citation 
analysis 

 

WOS Pub-
Med & 
arXiv 

 

Windows Cannot delete 
irrelevant node 
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Bibliographic 

Big Data 

Visualization 

[12] 

Fuzzy 
Citation 
Network 
analysis 

AMiner Java Takes more 
than 2 minutes 
to produce 
visualization 
result due to 
clustering 
process. 

Bibliographic 

Data 

Retrieval 

Using 

Spectral 

Centrality 

Measure[13] 

Hybrid 
Clustering 
Citation 
Network 
analysis 

 

AMiner 

 

Python 
MongoDB 

Only supports 
JSON/XML 
format dataset 

Most recently, NetV.js [14] high-efficiency visualization 
approach was introduced for large-scale graphs. It is an open-
source JavaScript library that supports the fast visualization of 
large-scale graph data at an interactive frame rate with a 
commodity computer. It consists of the Graph Model Manager, 
the Rendering Engine, and the Interaction Manager. While 
D3.js library can support up to 20,000 nodes and 400,000 
edges, NetV.js can support up to 50 thousand nodes and 1 
million edges. For the scholar network dataset used in this 
study, D3.js is sufficient to produce the visualization as the 
dataset only has 800 nodes, but to produce large scale graphs, 
NetV.js is more suitable to be used as the visualization 
approach. 

Another recent approach for visualizing large real-world 
(social) network data on a high-resolution tiled display system 
was introduced on a tiled display system consisting of multiple 
screens [15]. The high resolution tiled display approach used 
GPUs to ensure an interactive setting with real-time 
visualization. GPUs are gaining popularity for large-scale 
datasets because they can process visualization much faster. 

Section II describes the scholar network dataset from 
AMiner and the Fruchterman-Reingold force-directed graph 
applied in this study. The application of Fruchterman-Reingold 
to the scholar network dataset and color scheme for graph 
nodes and vertices visualization is presented in Section III. 
Section IV discusses the scholar network visualization 
produced from the analytics, and the research conducted in this 
study is summarized in Section V. 

II. MATERIALS AND METHOD 

A. Scholar Network Dataset from AMiner 

This section describes the dataset used in the proposed 
approach. The dataset is acquired from the AMiner website 
[16-21]. AMiner is a free online web service used to index, 
search, and mine big scientific data. Data acquired from 
AMiner is suitable for data analytics operations on academic 
publication information to identify connections between 
researchers, conferences, and publications. Some of the 
insights that can be produced are expert findings, geographic 
search, trend analysis, reviewer and examiner recommendation, 
association search, course search, academic performance 
evaluation, and research domain modeling. 

The Scholar network dataset from AMiner consists of eight 
attributes. Table II shows the data schema of the Scholar 
network dataset. The citation data is extracted from DBLP, 
ACM, MAG, and other sources. The dataset attributes include 

publication id, publication title, publication authors, 
publication venue, published year, citation number, citing 
publications’ id, and abstract. 

B. Fruchterman-Reingold Algorithm for Vertices and Edges 

Visualization 

Force-directed graph [22-25] is used to visualize the 
scholar network as it provides the ability to convey the 
relationship between data, the weightage of the relationship, 
and the flow often brings out the untold insights into the 
limelight. 

The advantages of a force-directed graph include its 
flexibility to adapt to increasing criteria, its intuitiveness to 
make a graph easy to be predicted and understood, and its 
simplicity in terms of fast implementation using minimal lines 
of code. The interactivity a force-directed graph can offer is 
also a big advantage as users prefer to interact with the 
interface for a deeper understanding of the visualization. 
Lastly, the force-directed graph has a strong theoretical 
foundation due to its usefulness in multiple fields such as 
physics and statistics. 

In the proposed study, the Fruchterman-Reingold [26] 
algorithm is selected to become the visualization approach for 
the scholar network. The Fruchterman-Reingold algorithm 
offers a dynamic force-directed graph suitable for edge 
crossing reduction and planar graph drawing. The algorithm 
introduces two principles, which are the vertices connected by 
an edge should be drawn near each other and the vertices 
should not be drawn too close to each other. 

TABLE II.  DATA SCHEMA OF THE SCHOLAR NETWORK DATASET 

Field Name Description Example 

Id Publication ID 013ea675-bb58-42f8-a423-

f5534546b2b1 

Title Publication title Prediction of consensus binding mode 

geometries for related chemical series of 

positive allosteric modulators of 

adenosine and muscarinic acetylcholine 

receptors  

Authors Publication 

authors 

["Leon A. Sakkal", "Kyle Z. Rajkowski", 

"Roger S. Armen"] 

Venue Publication 

venue 

Journal of Computational Chemistry 

Year Published year 2017 

Citation Citation 

number 

0 

Reference Citing 

publications’ id 

["4f4f200c-0764-4fef-9718-

b8bccf303dba", "aa699fbffabe-40e4-

bd68-46eaf333f7b1"] 

Suppose fa and fr are the attractive and repulsive forces 
respectively, with d as the distance between the two vertices 
and k as the radius of the empty area around a vertex, then 

  ( )    
   

  ( )     
   

Given a graph G = (V, E), the combined force applied on 
vertex v is: 

( )  ∑       (   )  ∑         (   )     (3) 
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Fig. 8 shows the general flow of the Fruchterman-Reingold 
algorithm. In Fruchterman-Reingold, each node applies a 
repellant force on other nodes that are inversely proportional to 
the distance between those nodes, and each arc applies an 
attractive force on its endpoints proportional to the square of 
the distance between those nodes. Therefore, as linked nodes 
grow more distant from one another, the attractive force 
activates quickly and the repellant force drops off, so linked 
nodes will have the tendency to get back closer to one another. 
Similarly, as the nodes get increasingly close, the repellant 
force activates rapidly while the attractive force ceases, and the 
nodes will be pushed away from each other. Only when the 
nodes are at a well-adjusted distance from one another, the 
forces begin to balance; therefore the nodes will slowly stop 
moving. To keep track of the forces on each node, a Δx and Δy 
value for each node is maintained, where they store the gain 
forces on that node along the x and y axes. The algorithm is 
constantly tracking the location of each node since it's possible 
that a node might be repelled entirely vertically, in which case 
it will have a strong force in the y direction but no force in the 
x direction, or horizontally, where strong force in the x 
direction, no force in the y direction. The gain forces in each 
direction beginning at zero but will be adjusted by the 
interactions of each node with each other node. Fig. 9 depicts 
the pseudocode of the Fruchterman-Reingold algorithm. 

 
Fig. 8. Flow diagram of the Fruchterman-Reingold algorithm 

 

Fig. 9. Pseudocode of the Fruchterman-Reingold algorithm 

The Fruchterman-Reingold algorithm is applied in the 
experiment through a plugin in D3.js [5]. 

III. RESULTS 

A. Data Preprocessing and Exploration on the Scholar 

Network Dataset 

The initial data consists of academic publications from 
1936 to 2018. To ensure that the visualization process is fast 
and the graph produced is manageable, data earlier than 2010 is 
excluded from the experiment. Only data from 2010 and above 
will be visualized in the final visualization. The initial 
attributes of the dataset include publication id, publication title, 
authors' name, publication venue, published year, citation 
number, citing publication ID, and abstract. In the experiment, 
only 5 attributes are included: the authors' name, publication 
ID, title, number of citations, and year of publication. From the 
scholar dataset exploration, there is an increasing number of 
academic publications from year to year. Fig. 10 shows the 
histogram of publications from 2010 to early 2018. 
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A network graph has two key data elements, nodes/vertices, 
and links/edges. All nodes must have unique identifiers. In 
each node, it is possible to add as many custom variables as 
necessary. Links must have a valid node id as a source and a 
target, and they can be text or numbers.  Fig. 11 shows a 
snapshot of the cleaned dataset ready to be visualized in the D3 
algorithm. The intention is to develop a node-to-node 
relationship to emphasize the relationship between authors and 
their publications. Every node is connected to the target node 
with the same relationship. Another feature of the proposed 
approach is that every node will have a different color based on 
the year it was published to the public, and the radius of the 
node will correspond with the number of citations in every 
academic publication. If the user enters the author’s name in 
the space provided, it will highlight the other nodes that are 
related to it. If users hover the mouse over one of the nodes, 
they can see the details for every academic publication they 
want. The information will be displayed on the left side of the 
graph. 

B. Color Scheme for Graph Nodes and Vertices Visualization 

The color palette for the nodes and vertices was chosen 
according to the Web Content Accessibility Guidelines 
(WCAG) [27] which suggests the minimum contrast ratio 
between text or image and background is 4.5:1. Table III 
describes the color ratio for every color used in the force-
directed graph visualization. Ten colors are chosen to represent 
10 different clusters of the scholar network to be visualized in 
the graph. If more than 10 network clusters exist, the same 
color will be repeated in other clusters. 

TABLE III.  COLOR RATIO FOR EVERY COLOR IN THE FORCE-DIRECTED 

GRAPH 

Color Code Contrast Ratio Color 

#ffffff 18.37  

#ffb646 10.52 
 

#ff863d 7.63 
 

#ff8882 7.57 
 

#00aa9f 6.34 
 

#1d9c3d 5.14 
 

#ff352e 5.07 
 

#c06c30 4.74 
 

#9262f8 4.65 
 

#0781df 4.56 
 

 

Fig. 10. Number of academic publications from 2010 to 2018 from AMiner 

 

Fig. 11. The visualization of the Scholar Network Visualization approach 

(Initial Graph) 

IV. DISCUSSIONS 

This section discusses the scholar network visualization 
produced using the D3 library based on the experiment done on 
the scholar network dataset. 

The Fruchterman-Reingold algorithm analyses the scholar 
network dataset to produce a dynamic force-directed graph 
visualization, and the visualization is created using the D3 
algorithm [28]. D3 is a JavaScript library for manipulating 
documents based on data. It can bring data to life using HTML, 
SVG, and CSS. D3’s emphasis on web standards offers the full 
capabilities of modern browsers without tying the data to a 
proprietary framework, combining powerful visualization 
components with a data-driven approach to DOM 
manipulation. It is an increasingly popular approach to data 
analytics visualization as it can produce sophisticated data 
visualization that is fast, interactive, and shareable across many 
platforms. 

The graph produced contains nodes linked by lines that 
represent the relationship between the nodes. D3 implements 
the Fruchterman-Reingold algorithm to give the user more 
control over the layout. It implements three primary forces 
upon the nodes at each tick: 
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 The sum of the forces acting on each node by all other 
nodes 

 The force pushing and pulling between two linked 
nodes 

 The force pulling each node to a focal point, usually the 
center of the user-defined space. 

 
Fig. 12. The highlighted nodes after the user search for “Gregor Kennedy” 

 

Fig. 13. Visualization of academic publications from author name “Maslina 

Zolkepli” 

 

Fig. 14. Visualization of academic publications from author name “Mahdi 

Abavisani” 

Fig. 12 shows the live interface of the D3 algorithm. 
Initially, when no keyword is supplied by the user, the 
generated graph consists of all the data that exists in the scholar 
network dataset. This is feasible when the dataset has between 
50 and 500 nodes. If the number of nodes gets larger than 500, 
the graph becomes too crowded and difficult to comprehend 
and understand. To ensure that the graph is manageable, data 
cleaning and pre-processing are required to ensure only recent 
data is included in the dataset. 

Fig. 13 shows the live interface when the keyword "Gregor 
Kennedy" is supplied by the user. Based on the keyword, a 
new graph is generated with only data that is related to "Gregor 
Kennedy". The nodes are weighted according to the number of 
citations. The larger the node, the higher the number of 
citations each publication has. Each node is also linked to other 
nodes that show the link between a publication and its 
citations. Fig. 14 shows the scholar network visualization result 
for the keyword "Maslina Zolkepli". Only vertices that contain 
the information related to the supplied keyword will be 
highlighted, and users can focus on the highlighted note. 
Unrelated vertices will be disabled, thus saving resources and 
time to produce the visualization and speeding up the process 
for further actions. Fig. 15 shows the scholar network 
visualization result for the keyword "Mahdi Abavisani". When 
the mouse cursor is placed on the node, the description of the 
publication is displayed in the left-hand corner of the page. 

V. CONCLUSION 

The abundance of scholarly data that is available right now 
brings a variety of opportunities and challenges for scholarly 
data analysis. Users are more aware of the significance of 
applying visualization technologies to different datasets to 
comprehend the science itself. Thus, the scholar network 
visualization approach plays a role in addressing the problems 
that arise from large volumes of diverse and important data. 

In this paper, a scholarly network visualization approach is 
proposed by incorporating weighted nodes and vertices in a 
dynamic force-directed graph generation. By offering weighted 
nodes and vertices, users can get an informative view of the 
visualization. The network graph is dynamic and responds to 
the user’s action in order to focus on several important nodes 
as requested by the user. The nodes can be further explored by 
clicking on them, and the related information will be displayed. 
The proposed approach is expected to increase the significance 
of data visualization and highlight some insights for people. 

Some of the suggestions for the improvement of the scholar 
network visualization approach in the future are that it should 
be able to categorize visualization into specific fields and 
domains to decrease the visualization complexity. It also 
should be able to use various visualization techniques that can 
handle large-scale graphs, such as NetV.js and network 
visualization using a tiled display system, to deal with the ever-
increasing complexity of the data. By exploring more ways to 
visualize data, the scope of the data can also be increased to 
show more relationships between the data in the best way 
possible. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

763 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1] J.M. Brunetti, S. Auer, R. Garcia, J. Klimek, M. Necasky, “Formal 
Linked Data Visualization Model,” in Proc. Intl. Conf. on Inf. 
Integration and Web-based Appl. & Svcs, ACM, New York, NY, USA, 
2013, pp. 309-318. 

[2] F. Desimoni, L. Po, “Empirical evaluation of Linked Data visualization 
tools,” Future Generation Computer Systems, vol. 112, pp. 258-282, 
2020. 

[3] J. Hoelscher, A. Mortimer, “Using Tableau to visualize data and drive 
decision-making,” Journal of Accounting EducationI, vol. 44, pp. 49-59, 
2018. 

[4] F. Khouzam, N. Sharaf, M. Saad, C. Sabty, S. Abdennadher, “Automatic 
Infogram Generation for Online Journalism,” in 23rd International 
Conference Information Visualisation (IV) 2019, IEEE,Paris, France, 
2019, pp. 56-6. 

[5] A.A Khade, “Performing Customer Behavior Analysis using Big Data 
Analytics,” Procedia Computer Science, vol. 79, pp. 986-992, 2016. 

[6] H. Wickham, “ggplot2: Elegant Graphics for Data Analysis (Use R!),”  
2nd ed., New York, USA: Springer-Verlag, 2016. 

[7] L. Xie, Z. Chen, H. Wang, C. Zheng, J. Jiang, “Bibliometric and 
Visualized Analysis of Scientific Publications on Atlantoaxial Spine 
Surgery Based on Web of Science and VOSviewer,” World 
Neurosurgery, vol. 137, pp. 435-442, 2020. 

[8] K. Börner, “Plug-and-Play Macroscopes: Network Workbench (NWB), 
Science of Science Tool (Sci2), and Epidemiology Tool (Epic),” in 
Encyclopedia of Social Network Analysis and Mining, pp. 1280-1290, 
2014.  

[9] E. Garfield, “From the science of science to Scientometrics visualizing 
the history of science with HistCite software,” Journal of Informetrics, 
vol. 3, no.3, pp. 173-179, 2009. 

[10] O. Persson, R. Danell, J. Wiborg Schneider, “How to use Bibexcel for 
various types of bibliometric analysis,” in Celebrating scholarly 
communication studies: A Festschrift for Olle Persson at his 60th 
Birthday, ed. F. Åström, R. Danell, B. Larsen, J. Schneider, 2009, pp. 9–
24.  

[11] C. Chen, F. I. Sanjuan, J. L. Hou, “The structure and dynamics of co-
citation clusters: A multiple-perspective co-citation analysis,” J. Assoc. 
Inf. Sci. Technol., vol. 61, pp. 1386-1409, 2010. 

[12] M. Zolkepli, F. Dong, K. Hirota,  “Visualizing Fuzzy Relationship in 
Bibliographic Big Da-ta using hybrid approach combining fuzzy c-
means and Newman-Girvan algorithm,” Journal of Advanced 
Computational Intelligence and Intelligent Informatics(JACIII), vol. 18, 
no.6, pp. 896-907, 2014. 

[13] C. Ramasamy, M. Zolkepli, “Enhanced Bibliographic Data Retrieval 
and Visualization Using Query Optimization and Spectral Centrality 
Measure,” Journal of Advanced Research in Dynamical and Control 
Systems(JARDCS) vol.11, no.3, pp. 1734-1742, 2019. 

[14] D. Han, J. Pan, X. Zhao, W. Chen, “NetV.js: A web-based library for 
high-efficiency visualization of large-scale graphs and networks,” Visual 
Informatics, vol. 5, no. 1, pp. 61-66, 2021. 

[15] G.G. Brinkmann, K.F.D. Rietveld, F.J. Verbeek, F.W. Takes, “Real-time 
interactive visualization of large networks on a tiled display system,” 
Displays, vol. 73,pp. 102164, 2022. 

[16] J. Tang, J., A. C. M. Fong, B. Wang, J. Zhang, “A Unified Probabilistic 
Framework for Name Disambiguation in Digital Library,” IEEE 
Transaction on Knowledge and Data Engineering (TKDE), vol. 24, no. 
66, pp. 975-987, 2012. 

[17] J. Tang, D. Zhang, L. Yao, “Social Network Extraction of Academic 
Researchers,” in Proceedings of 2007 IEEE International Conference on 
Data Mining(ICDM'2007), pp. 292-301, 2007. 

[18] J. Tang, J. Zhang, L. Yao, J. Li, L. Zhang, Z. Su, “ArnetMiner: 
Extraction and Mining of Academic Social Networks,” in Proceedings 
of the 14th ACM SIGKDD Intl. Conf. on Knowledge Discovery and 
Data Mining (SIGKDD'2008), pp. 990-998, 2008. 

[19] J. Tang, J. Zhang, R. Jin, Z. Yang, K. Cai, L. Zhang, Z. Su, “Topic 
Level Expertise Search over Heterogeneous Networks,” Machine 
Learning Journal, vol. 82, no. 2, pp. 211-237, 2011. 

[20] J. Tang, L. Yao, D. Zhang, J. Zhang, “A Combination Approach to Web 
User Profiling,” ACM Transactions on Knowledge Discovery from Data 
(TKDD), vol. 5, no. 1, 2010. 

[21] H. Wan, Y. Zhang, J. Zhang, J. Tang, “AMiner: Search and Mining of 
Academic Social Networks,” Data Intelligence, vol.1, no.1, pp. 58–76, 
2019. 

[22] J. Lu, Y.W Si, “Clustering‑based force‑directed algorithms for 3D 
graph,” The Journal of Supercomputing, vol. 76, no. 6, pp. 9654–9715, 
2020. 

[23] S.H. Cheong, Y.W. Si, R.K. Wong, “Online force-directed algorithms 
for visualization of dynamic graphs,” Information Sciences, vol. 556, pp. 
223-255, 2021. 

[24] R. Tamassia, “Handbook of Graph Drawing and Visualization,” 1st ed., 
London, England: Chapman & Hall/CRC, 2016. 

[25] D. L. Reingold “Chapter 4 - Installation, orientation, and layout,” in 
Analyzing Social Media Networks with NodeXL, 2nd ed., Cambridge, 
MA, USA: Morgan Kaufmann, 2020, pp. 55-66. 

[26] T.M. Fruchterman, E.M. Reingold, “Graph drawing by force-directed 
placement,” Software: Practice and Experience, vol. 21, no. 11, pp. 
1129–1164, 1991. 

[27] S.H. Li, D.C. Yen, W.H. Lu, T.L. Lin, “Migrating from WCAG 1.0 to 
WCAG 2.0 – A comparative study based on Web Content Accessibility 
Guidelines in Taiwan,” Computers in Human Behavior, vol. 28, no. 1, 
pp. 87-96, 2012. 

[28] R. W. Milton, “Geospatial Computing: Architectures and Algorithms for 
Mapping Applications,” Ph. D. dissertation, The Bartlett Centre for 
Advanced Spatial Analysis, University College London, London, 
England 2019. [Online]. Available: 
https://discovery.ucl.ac.uk/id/eprint/10072340/. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

764 | P a g e  

www.ijacsa.thesai.org 

The Role of Machine Learning in Remote Sensing for 

Agriculture Drought Monitoring: A Systematic 

Review 

Aries Suharso1, Yeni Hediyeni2, Suria Darma Tarigan3, Yandra arkeman4 

Department of Computer Science, IPB University, Bogor, Indonesia1, 2 

Informatics of Computer Science, University of Singaperbangsa Karawang1 

Department of Soil and Land Resource, IPB University, Bogor, Indonesia3 

Department of Agro-Industrial Technology, IPB University, Bogor, Indonesia4 

 

 
Abstract—Agricultural drought is still difficult to anticipate 

even though there have been developments in remote sensing 

technology, especially satellite imagery that is useful for farmers 

in monitoring crop conditions. The availability of open and free 

satellite imagery still has a weakness, namely the level of 

resolution is low and coarse with atmospheric disturbances in the 

form of cloud cover, as well as the location and period for taking 

images that are different from the presence of weather stations 

on Earth. This problem is a challenge for researchers trying to 

monitoring agricultural drought conditions through satellite 

imagery. One approach that has recently used is high 

computational techniques through machine learning, which is 

able to predict satellite image data according to the conditions of 

mapping land types and plants in the field. Furthermore, using 

time series data from satellite imagery, a predictive model of crop 

cycles can be regarding future crop drought conditions. So, 

through this technology, we can encourage farmers to make 

decisions to anticipate the dangers of agricultural drought. 

Unfortunately, exploration of the use of machine learning for 

classification and prediction of agricultural drought conditions 

has not conducted, and the existing methods can still improve. 

This review aims to present a comprehensive overview of 

methods that used to monitor agricultural drought using remote 

sensing and machine learning, which are the subjects of future 

research. 

Keywords—Drought monitoring; exploration of the use of 

machine learning; Landsat imagery; remote sensing 

GLOSSARY 

Term Description 

AMSR-E Advanced Microwave Scanning Radiometer 2 

ANFIS Adaptive Neuro-Fuzzy Inference System 

ANN Artificial Neural Network 

ASTER 
Advanced Spaceborne Thermal Emission and Reflection 

Radiometer 

AVHRR Advanced Very High Resolution Radiometer 

AWS Autonomous Weather Stations 

BRT Boosted Regression Trees 

CDR Climate Data Record 

CHOMPS 
CICS High-Resolution Optimal Interpolation Microwave 

Precipitation from Satellite 

CMAP CPC Merge Analysis of Precipitation 

DEM Digital Elevation Model 

DFNN Deep Forward Neural Network 

DT Decision Tree 

ERT Extreme Regression Tree 

ESA-CCI European Space Agency - Climate Change Initiative 

ESTARFM 
Enhanced Spatial and Temporal Adaptive Reflectance Fusion 

Model 

EVI Enhanced Vegetation Index 

GA Genetic Algorithm 

GAM General Additive Model 

GDEM Global Digital Elevation Model 

GLDAS-2 Global Land Data Assimilation System Version-2 

GMDH Group Method of Data Handling 

GPCP Global Precipitation Climatology Project 

GPM Global Precipitation Measurement 

GRACE Gravity Recovery and Climate Experiment 

HSMDI High Soil Moisture Drought Index 

IMERG Integrated Multi-satellitE Retrievals for GPM 

ISMN International Soil Moisture Network 

KKN K-nearest neighbors algorithm 

Landsat 

ETM 
Landsat + Enhanced Thematic Mapper 

LST Land Surface Temperature 

M5P 
is a reconstruction of Quinlan's M5 algorithm for inducing trees of 

regression models. 

MERRA-2 Modern-Era Retrospective analysis for Research and Applications 

MIDI Microwave Integrated Drought Index 

MLP Multi-Layer Preceptron 

MODIS Moderate Resolution Imaging Spectroradiometer 

MCD43C4 MODIS Product 

MOD11C1 MODIS Product 

MOD13A3 MODIS Product 

MYD11C3 MODIS Product 

MYD13C2 MODIS Product 

MCD12Q1 

MODIS Product provides global land cover types at yearly 

intervals (2001-2016) derived from six different classification 

schemes 

MCD43A4 
MODIS Product contains 16 days of data provided in a level-3 

gridded data set in Sinusoidal projection 

MOD09A1 

MODIS Product provides an estimate of the surface spectral 

reflectance of Terra MODIS bands 1-7 at 500m resolution and 

corrected for atmospheric conditions such as gasses, aerosols, and 

Rayleigh scattering 

MOD11A2 
MODIS Product provides an average 8-day land surface 

temperature (LST) in a 1200 x 1200 kilometer grid 

MOD16A2 

MODIS Product provide Evapotranspiration/Latent Heat Flux 

product is an 8-day composite product produced at 500 meter pixel 

resolution 

NDVI Normalized Difference Vegetation Index 
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NOAA National Oceanic and Atmospheric Administration 

ORLIKE-

OWA 
ORLIKE-Ordered Weighted Averaged (OWA) 

ORNESS-

OWA 
ORNESS-Ordered Weighted Averaged (OWA) 

PCI Precipitation Condition Index 

PERSIANN 
Precipitation Estimation From Remotely Sensed Information using 

Artificial Neural Networks 

RCI Rainfall Condition Index 

RF Random Forest 

RFE Recursive Feature Elimination 

SMAP Soil Moisture Active Passive 

SMDI Soil Moisture Deficit Index 

SPEI Standardized Precipitation Evaporation Index 

SPI Standardized Precipitation Index 

SRTM Shuttle Radar Topography Mission 

SVM Support Vektor Machine 

SVR Support Vektor Regression 

SWDI Soil Water Deficit Index 

TAMSAT Tropical Applications of Meteorology using Satellite data 

TCI Temperature Condition Index 

TRMM 

(3B43) 
Tropical Rainfall Measuring Mission 

UAV Unmanned Aerial Vehicle 

VCI Vegetation Condition Index 

VSDI Shortwave Infrared Drought Index 

VSWI Vegetation Supply Water Index 

VTCI Vegetation Temperature Condition Index 

I. INTRODUCTION 

One of the problems of rainfed agriculture productivity is 
prolonged drought, lack of rainfall, and lack of water supply in 
the soil during the vegetative growth phase [1], [2], [3], [4]. In 
addition, high temperatures during the ripening phase can 
reduce the conversion yield of sucrose to fructose and glucose 
[5]. Climate change can also cause diseases and pests [6]. 
Therefore, it is essential to monitor drought conditions to 
schedule appropriate irrigation based on the response of plants 
to drought at various stages of vegetation [7], [8]. 

However, measuring plant response to drought is very 
difficult and complex [9], [10], [11], [12], [13], [14]. 
Detecting and integrating crop water deficits is still complex 
based on single plant responses [15]. Until 2017 [16]  grouped 
four methods to monitor plant response to drought, namely, 
(1) Groundwater measurement; (2) Groundwater balanced 
approach; (3) Plant-based approach; (4) Remote sensing 
methods. The approach (4) remote sensing is based on the 
spectral index of vegetation obtained from the Unmanned 
Aircraft Systems (UAS) hyperspectral sensor, which is the 
best considering the cost of the sensor is not expensive; the 
determination of leaf moisture status indicators and plant 
stomata conductance is high. Non-destructive and non-labor 
intensive is suitable for automation. The remote sensing 
method can be adopted as an irrigation scheduling decision 
[17]. 

The fact there is an abundance of free Landsat satellite 
data with open access globally by the US Geological Survey 
(USGS) starting in 2008 [18] on the Earth Resources 
Observation and Science (EROS) Center website  has attracted 
researchers from various countries to apply it as a producer of 

land use land cover (LULC) maps in their respective regions 
[19], [20]. However, constructing medium and high-resolution 
land cover maps in cloud-prone areas is still challenging due 
to infrequent satellite visits and the lack of cloud-free data. It 
is both an opportunity and a challenge for researchers to 
accurately map plant droughtes with hyperspectral indices 
through machine learning classification methods for persistent 
cloud areas with high temporal dynamics of land cover types 
that require further investigation. Overall, there have been 
numerous former studies showing that the use of remote 
sensing to monitor drought has increased significantly in 
recent times. Still, the application of machine learning to 
remote sensing for drought monitoring has not been well-
diversified, so there are still numerous exploration gaps that 
show that its application has not been thoroughly assessed or 
utilized for drought monitoring purposes. 

As a result, in this article we attempt to conduct a 
systematic review utilizing the meta-analysis method of prior 
studies using machine learning techniques in remote sensing 
for agricultural drought monitoring. Meta-analysis methods 
and systematic reviews can aid in the creation of evaluations 
that are clearer and more succinct [21]. If there are more 
studies on similar subjects, the advantages of systematic 
reviews can be further extended [22]. Systematic reviews can 
help scientists uncover factors faster, lessen data bias, more 
accurately define variables, spot trends that previous 
researchers might have missed, and choose the direction of 
future study topics [23]. Additionally, systematic reviews can 
assist researchers in comparing, debating, and choosing from 
the larger body of literature in order to obtain more 
trustworthy results [24]. 

II. RELATED WORK 

The use of machine learning techniques to categorize 
satellite imaging data in remote sensing applications has 
gained popularity in recent years. On this subject, several 
research studies have been released, some of which are listed 
in the paragraphs below. 

 Various formalisms are used in applications of machine 
learning and signal/image processing, including 
classification and clustering, regression and function 
approximation, image coding, recovery and 
enhancement, source separation, data aggregation, and 
feature selection and extraction [25]. 

 Machine learning techniques have recently been used 
in various ways to process data from multispectral and 
hyperspectral remote sensing [26]. 

 Using the input data from the satellites Spot5, 
Sentinel1, and Sentinel2, a Symbolic Machine 
Learning (SML) classifier with spatial generalization 
treatment, random theme noise, and spatial 
displacement noise was created. It made use of 
multiple Maximum Likelihood Supervised Algorithms, 
Logistic Regression, Linear Discriminant Analysis, 
Naive Bayes, Decision Trees, Random Forests, and 
Support Vector Machines [27]. 
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 Training data needs, user-defined parameter selection 
and optimization, impact and attenuation feature space, 
computing costs, and choice of k-nearest neighbor 
algorithms, enhanced DT, single decision tree (DT), 
Random Forest, and somewhat mature support vector 
machine (k-NN) approaches are all taken into account 
[28]. 

These studies have shown how well machine learning 
algorithms work for categorizing remote sensing images and 
the possibility for further improving the precision and 
effectiveness of these algorithms through on-going study and 
development. Previous studies on machine learning in remote 
sensing have concentrated on a range of methods, such as 
deep learning algorithms and other supervised and 
unsupervised approaches, and have investigated their 
application to various types of remote sensing data and 
application domains. Overall, applying machine learning to 
remote sensing has the potential to dramatically increase this 
field's capabilities and open up a number of new and enhanced 
applications for satellite data. 

III. MATERIALS AND METHODS 

The aim of this work is expected to be able to answer the 
following four research questions (RQ): 

 RQ1: What publications are the main targets of 
machine learning based remote sensing drought 
monitoring? 

 RQ2: What kind of environment observed for drought 
monitoring? What types of remote sensing data have 
been used? 

 RQ3: Which is the most widely used and most accurate 
machine learning algorithm for the drought monitoring 
approach? 

 RQ4: How does machine learning play a role in 
drought monitoring? 

After determining the research question (RQ) of interest, 
selecting a candidate paper, and performing data extraction, 
the last step of a systematic literature study is to synthesize the 
results. For each RQ, the inclusion results are classified into 
categories corresponding to the RQ, and the results are 
presented in graphs or tables. Furthermore, the results are 
discussed using various evaluation approaches. Finally, the 
narrative summary describes the main findings of the 
systematic literature study. 

In this work, we collect and determine the most relevant 
literature for this particular study with the PRISMA method 
[29] search strategy to provide a comprehensive and 
systematic review of relevant previous studies related to the 
role of machine learning algorithms in remote sensing for 
drought monitoring on crop land cover maps. Food, semi-arid 
plantation is suspected to experience drought. A recent search 
was conducted on Harzing's Publish or Perish search engine 
with open data sources Google Schoolar and Crossref based 
on the title text "Drought monitoring" with keywords "remote 
sensing" and "machine learning" in the publication period 
between 2010 and 2021. 

This study eliminates research that does not use remote 
sensing and machine learning approaches from the collection 
of articles obtained. Each article is rated based on the use of 
remote sensing databases, machine learning methods, 
accuracy of results, and year of publication. There are about 
1147 articles on remote sensing drought monitoring published 
from 2010 to 2021 (Fig. 1). The search for literature was 
conducted on July 6, 2022, through the search engine 
Harzing's Publish or Perish on two open-source articles, 
namely Google scholar and Crossref with the context of the 
article title "drought monitoring" and the keywords "remote 
sensing" and "machine learning," with the limitation of the 
publication period between 2010 and 2021. 

The literature search selection process in Fig. 1 is 
conducted according to the PRISMA concept, as follows: 

1) Identification: initial search obtained 147 articles from 

open-source Google Scholar and one thousand articles from 

open-source Crossref. Our next step is to limit the selected 

articles based on the number of citations in each article to at 

least twenty citations. This is done to select articles that have 

referenced popularity by researchers. The results of this limit 

of twenty citations selected thirty-four articles from the open-

source Google Scholar and 171 articles from the open source 

Crossref, so that the initial number of identified article data 

containing the context of the article title "drought monitoring" 

and the keywords "remote sensing" and "machine learning" 

was as much as 205 articles. 

2) Screening: 205 articles from the previous stage 

(Identification) were checked for duplication of articles, and it 

turned out that there were 11 related articles, so that they were 

obtained (n = 194). The process at this stage is conducted on 

the Microsoft Excel application. Next is the excluded process, 

namely, discarding a number of articles that do not contain 

relevant text related to "remote sensing" and "machine 

learning" in the Abstract section. The results excluded at this 

stage are n = 166, so the remaining n = 28 articles. 

3) Eligibility: at this stage, the articles are examined in 

full text with the aim of finding research articles that 

consistently apply machine learning algorithms and the studies 

carried out contain quantitative analysis or accuracy values. 

The results are discarded (n = 8 papers without the use of 

machine learning algorithms); (n = 5 types of paper reviews); 

(n = 3 papers without quantitative analysis or accuracy 

scores), leaving (n = 12) articles using machine learning 

algorithms. The process at this stage is conducted on the 

Zotero and Mendeley application. 

4) Included: from n = 12 selected articles containing the 

context of "drought monitoring", "remote sensing", and 

"machine learning", with the type of research article based on 

observation or experimentation, not a review article. This is 

done because of a systematic review and meta-analysis, not a 

narrative review. Furthermore, the selected articles are used as 

a reference for the main systematic review or meta-analysis. 
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Fig. 1. PRISMA workflow diagram for new systematic review which 

included search of free database. 

IV. RESULT AND DISCUSSION 

The inclusion of the PRISMA strategy brief yielded the 
results of twelve articles that were then analyzed in depth for 
the content of a meta-analysis that could answer four research 
questions (RQs). 

In response to RQ1, Fig. 2 demonstrates that out of a total 
of 194 papers, the publishers who publish the most scientific 
journals mention remote sensing-based drought monitoring. 
The breakdown is as follows: MDPI 50% (n = 97), Elsevier 
30% (n = 57), Taylor & Francis 10% (n = 20), IEEE 3% (n = 
7), Springer and Wiley both 2% (n = 4), and the remaining 3% 
from various publishers (n = 5). 

Details of the names of the candidate publication journals 
are listed in Table I. 

 
Fig. 2. Publication sources of selected study works. 

TABLE I. PUBLICATION SOURCE SELECTED PAPERS 

Journal Name Publisher Total 

Remote Sensing MDPI 97 

Remote Sensing of Environment Elsevier 42 

International Journal of Remote Sensing Taylor & Francis 13 

GIScience & Remote Sensing Taylor & Francis 5 

Journal of Applied Remote Sensing Other 5 

Agricultural and forest meteorology Elsevier 4 

Water Resources Research Wiley AGU 4 

Environmental monitoring and assessment Springer 4 

IEEE Geoscience and Remote Sensing Letters IEEE 3 

IEEE Journal of Selected Topics in Applied 

Earth Observations and Remote Sensing 
IEEE 3 

International Journal of Applied Earth 

Observation and Geoinformation 
Elsevier 3 

ISPRS Journal of Photogrammetry and 

Remote Sensing 
Elsevier 3 

Computers and Electronics in Agriculture Elsevier 2 

Journal of Hydrology Elsevier 2 

Remote Sensing Letters Taylor & Francis 2 

Science of The Total Environment Elsevier 2 

The list of journal names in Table I can be used as a 
reference source. It is remarkably interesting to observe that 
all these journals are indexed in the Journal Citation Report, 
mostly in the Q1 and Q2 quartiles. 

Fig. 3 presents the trend in the number of articles 
published per year from 2010 to 2019. This graph shows that 
there has been a significant increase in the number of 
publications in the area of Remote Sensing for Drought 
monitoring. Since 2010, this growth has followed a linear 
trend. Although the number of selected papers is not too 
many, it does not rule out the possibility of many publications 
at the end of 2021. 

In order to respond to the RQ2 questions, we looked 
through the chosen articles and then searched for metadata 
pertaining to each paper's research location and the 
environmental state of the area covered. Table II lists the 
location, the surrounding environment, and remote sensing 
data for observations of regions thought to be experiencing 
drought conditions. We also complete the dryness index that 
was utilized in each chosen publication. 

 
Fig. 3. Publication trends throughout the years 2010 – 2021. 
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TABLE II. ENVIRONMENT AND REMOTE SENSING DATA 

Ref. Environment Data Index Validation 

[30] Basin area (Iran) NOAA-AVHRR, Landsat ETM VCI, NDVI, AVI 
NDVI from Landsat+ETM 18 years 

(1982 - 1999) 

[31] Climate (China) GRACE TWSA 

TWSC, SWS, SMS, GWS. Fifty-five 

stations in Yunnan and Guizhou (1950 – 

2012) 

[32] Corn and Soybean (USA) 

NDVI (MOD16A2 ET and 

MOD13A3); 

LST (MOD11A2 and 

MOD09A1); 

TRMM 3B43 

LST, NDVI, NDWI, NMDI, ET, 

and TRMM 

SPI at 54 stations (28 stations in the arid 

region and twenty-six stations in the 

humid region) from 1975 to 2012. 

NDMC 

[33] 
Sierra Nevada Forest Tree 

(California, USA) 

MODIS Terra and Aqua 

observations (MCD43A4, 

collection 5); 

DEM 

NDVI, EVI, NDWI 

reserved validation dataset from USDA 

Forest Service (USFS) Aerial Detection 

Surveys (ADS) 

[34] 

Nineteen percent rice paddies 

and 64% forests (South 

Korea) 

TRMM 3B43, GPM IMERG , 

MCD43C4 , MYD11C3 , 

MYD13C2 

SPI and SPEI from ASOS 

SPI and SPEI calculated from 61 ASOS 

weather stations, with 3-, 6-, 9-, and 12-

month time scales. 

[35] 
crop yield and land cover 

(Korea) 
AMSR-E, MODIS,TRMM 

High resolution Soil Moisture 

Drought Index (HSMDI 

SPIs for March to November (2003–

2011); twenty-nine stations (1973 to 

2011 

[36] agriculture (East Asia) 

ESA-CCI for soil moisture; 

MOD11C1 for LST and NDVI; 

TRMM 3B42 for precipitation 

PCI, TCI, VCI, SDCI, SMCI, 

MIDI, VSDI; Madden–Julian 

Oscillation (MJO) Index; 

Three satellite-based drought indices 

SDCI, MIDI, and VSDI 

[37] 

three distinct climatic regions 

including the mountainous 

area (Iran) 

GPCP, CMAP, CHOMPS, 

PERSIANN-CDR, TRMM, 

MERRA-2 and GLDAS-2 

nonparametric-SPI; 

ORNESS-OWA; 

ORLIKE-OWA; 

K-nearest neighbors‟ algorithm 

(KNN) 

Precipitation data for twenty-four 

stations (1981 - 2011); 

the Fars Meteorological Organization 

and Fars Regional Water Organization 

[38] pasture (Kenya) MODIS and TAMSAT NDVI, VCI, RFE, RCI, SPI Precipitation data from TAMSAT 

[39] 

terrain mountains, plains, 

basins, valleys, and River 

(China) 

Vegetation index product 

(MOD13A3),  

surface temperature product 

(MOD11A2),  

land use product (MCD12Q1), 

and TRMM,   

SRTM-DEM. 

NDVI, EVI, LST, TCI, CI, 

SPEI, AWC, VSWI, Percentage 

of precipitation anomaly and 

TRMM-Z index 

_Fifteen major meteorological stations 

and nine agricultural meteorological 

stations in Henan Province, 

(http://data.cma.cn/).  

_soil Available Water Capacity (AWC), 

(http://globalchange.bnu.edu.cn/).  

 

[40] 
Bare land, Woodland, Water, 

and Winter wheat (China) 

MODIS NDVI, MODIS LST, 

Sentinel-2 NDVI, Sentinel-2 

biophysical, ASTER GDEM 

VCTI 

Daily precipitation data in eighteen 

selected counties of the Guanzhong 

Plain 

[41] 
Darling River Basin 

(Australia) 

SMAP, GLDAS,  

Soil attribute product, GPM,  

ISMN. 

SWDI, SMDI 

ISMN provides in situ Soil Moisture 

(SM) measurements of 1400 stations 

and thirty-five international SM 

networks available from 1952 to the 

present. https:// 

ismn.geo.tuwien.ac. at 

Data are gathered from Table II. It turns out that the 
majority of studies employ MODIS satellite data products to 
gauge the extent of drought in different types of ecosystems. 
However, some studies use validation data received from data 
centers, while the majority of research is based on 
observations from ground observation stations. 

On the basis of the metadata analysis of the selected papers 
shown in Table III, RQ3 may be addressed by stating that the 
following categories can be used to categorize the application 
of machine learning in remote sensing for agricultural drought 
monitoring. The potency of each machine learning method is 
shown in Table III. There is evidence that ANN (91.00 percent 
in [31]), BRT (93 percent in [32]), GA (95.73 percent in [37]), 
and RF are algorithms with accuracy values of more than 90 
percent (93 percent in [32] and 96.30 percent in [33]). 

Although the GA method competes with RF among other 
algorithms for the second-best accuracy value, in actuality, 
researchers frequently choose for the RF approach. This could 
be the result of a number of problematic situations and 
different facts. 

Responding to RQ4 based on an analysis of the metadata 
of a few articles as indicated in Table IV. The following four 
categories describe how machine learning is used in remote 
sensing to monitor agricultural drought. First, for prediction 
NDVI [30], waves [31], unmeasured area [34], drought [36], 
np-SPI [37], vegetation condition [38], and vegetation 
temperature [40]. Second, detect tree death [33]. Third, it 
measures degree of correlation (sixteen drought factors [32], 
various hazard factors [39]). Fourth, down-scaling (AMSR-E 
and TRMM [35], SMAP-SM [41]). 
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TABLE III. MACHINE LEARNING ALGORITHM FOR THE DROUGHT 

MONITORING APPROACH 

Algorithm Ref. Accuracy 

ANFIS [37] 85.72 
   

ANN 
[30], [31], 

[38] 
79.00 91.00 83.00 

 

BRT [32] 93.00 
   

CUBIST [32] 60.00 
   

DFNN [39] 85.60 
   

DT [34] 15.92 
   

ERT [34] 32.01 
   

ESTARFM-SVM [40] 83.00 
   

GA-ORNESS-

OWA 
[37] 95.73 

   

GAM [38] 86.00 
   

GMDH [37] 88.21 
   

KKN [37] 89.68 
   

M5P model tree [37] 89.78 
   

MLP [37] 90.47 
   

PERSIANN [41] 80.00 
   

RF 
[32], [33], 

[35], [36] 
93.00 96.30 69.00 70.00 

SVM [40] 83.00 
   

SVR [37] 83.57 
   

TABLE IV. ROLE OF MACHINE LEARNING IN REMOTE SENSING FOR 

AGRICULTURE DROUGHT MONITORING 

Ref. Algorithm Role 

[30] ANN Forecast of NDVI 

[31] ANN Forecasting future waves 

[32] RF; BRT; Cubist Model of the relationship 

[33] RF Detection trees mortality 

[34] DT; RF; ERT; 
Models for decision making drought in 

unmeasured areas 

[35] RF 
Downscale AMSR-E soil moisture and 

TRMM precipitation 

[36] RF Developed drought prediction models 

[37] 
KNN; MLP; ANFIS; 

M5P; GMDH; SVR; GA 

Estimating np-SPI based on remotely 

sensed data 

[38] GAM; ANN To predict vegetation conditions 

[39] DFNN 
To construct models by considering a 

number of various hazard factors 

[40] SVM; ESTARFM 
Developing a fused vegetation 

temperature condition index (VTCI) 

[41] PERSIANN 
Downscaled SMAP-SM as well as 

GLDAS-SM against the in-situ SM 

Our review of the two literature with the highest yields 
[33], [37] showed that the results of the CRF model analysis 
[33] found that baseline summer NDVI or EVI was one of the 
key variables to differentiate significant tree mortality. Higher 
ground may be denser or have higher biomass, resulting in 
more opportunities to obtain more water during prolonged dry 
seasons, and thus more resistant to stressors and mortality. 
The model also reveals that altitude also plays a significant 

role in the vulnerability of the Sierra Nevada Forest to 
surviving drought conditions. Altitude affects the local climate 
and water availability, and thus affects the distribution and 
drought tolerance of forest types. Vegetation index Z-scores, 
such as NDVI, proved to be another important variable for 
detecting tree mortality. The NDVI z-score in a given year 
represents the cumulative impact of drought on vegetation 
activity, while the NDWI z-score shows reduced water 
content. Single-dated mid-resolution imagery from MODIS 
and VIIRS is limited for monitoring forest health and 
detecting mortality, particularly at finer scales, but higher 
temporal frequencies, e.g., daily coverage, are a major 
advantage for monitoring forest health and potential 
forecasting capabilities across the globe (big landscape). 

Meanwhile, the second-best body of research [37] 
demonstrates that the ORNESS-OWA fusion approach 
considerably enhances estimates compared to other models 
and that ORNESS-OWA performs better for long-term 
timelines than for short-term estimates. CHOMPS, GPCP, 
CMAP, PERSIANN-CDR, TRMM, GLDAS-2, and MERRA-
2 are some examples of remote sensing precipitation products 
that can be used to estimate np-SPI. Three sophisticated data 
fusion approaches (ORNESS-OWA, ORLIKE-OWA, and 
KNN) are also tested against ground-based np-SPI 
estimations. 

Even though they both employ various methodologies and 
observational settings, each with their own set of limitations, 
the two literatures produce the finest results to date. However, 
further research is still required to achieve results with higher 
spatial and temporal resolution, wider coverage, and more 
cost-effective operation. Future study will likely integrate 
satellite imagery data with field camera and aerial 
photography in order to provide a more comprehensive 
strategy that takes into account all factors, including the plant 
cycle. This will undoubtedly present new challenges. 

V. CONCLUSION 

This systematic review has provided sophisticated 
quantitative and qualitative analysis in this fast-growing field. 
Since 2010, more than 1147 journal and conference papers 
were found, and this trend is expected to continue in the 
future. A selection of the 12 most cited papers was undertaken 
to obtain an in-depth view of the state of the research. Drought 
monitoring based on remote sensing is a very active area of 
research with a significant impact on enhancing global 
sustainability and optimizing natural resources. This is 
supported by sensor observation technology with open access 
to satellite data and advances in digital machine learning 
computational techniques. The role of Machine learning 
methods has proven to be effective in prediction, detection, 
correlation and downscaling tasks when processing satellite 
imagery data. 
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Abstract—The rapid development of college information 
construction has promoted the processing and analysis of a large 
number of data in the college system. Decision tree algorithm is 
often used in the field of financial data analysis, but it has a bias 
in the selection of attributes. Aiming at the defects of the decision 
tree algorithm in attribute selection, ID3 algorithm in the 
decision tree algorithm is selected for weighted improvement, 
and it is optimized based on Synthetic Minority Oversampling 
Technique (SMOTE) algorithm and Bagging algorithm to 
balance the positive and negative data of its training samples, 
thus obtaining the DSB-ID3 financial analysis model. Using this 
model to analyze the financial data of a university, its G value 
and F value are both about 0.78, the recognition accuracy rate 
for normal samples is 0.7345, and the total recognition accuracy 
rate is 0.7893, which are the highest among the four models. 
Compared with other models, model designed in this study has 
significantly improved classification performance, and its 
distribution is the most centralized, showing superior stability. 
The experimental results show that the classification effect of 
model designed in this study is the best, and it shows superior 
accuracy and stability in the analysis of financial data. Its 
superior classification performance shows the potential of 
decision tree algorithm optimization and the feasibility and 
necessity of improving it. From the experimental data, it can be 
seen that the service life and parameters of the model designed in 
this study are obviously better than those commonly used in the 
financial analysis industry of colleges and universities. It can be 
seen from the overall analysis that this model provides a practical 
reference for the application of decision tree optimization in 
college financial analysis, and greatly improves the accuracy of 
financial system data analysis. 

Keywords—Financial analysis; ID3; Decision tree; model; 
colleges and universities; machine learning 

I. INTRODUCTION 
With the gradual deepening of higher education reform 

and the introduction of higher education into the market as an 
industry, the financial management of colleges and 
universities has also changed. The financial analysis and 
management work in colleges and universities has gradually 
shifted from accounting to analytical, but the existing financial 
analysis and management system cannot meet the 
requirements of precision and real-time [1-2]. With the rapid 
development of information technology, the scale of financial 
informatization in colleges and universities is also expanding. 
The college information system can easily collect relevant 
financial data [3-4]. However, massive data brings 

management difficulties to data managers. Lack of data 
mining means and tools will result in a huge waste of data 
resources, and financial analysis cannot be carried out in a 
normal and orderly manner. Therefore, computer technology 
is integrated into financial analysis to effectively analyze and 
manage data, so as to improve the application level of 
financial data, optimize the financial structure of the school, 
and promote the healthy development of the financial 
management system [5-6]. Decision tree algorithm is often 
used in the field of data analysis. Research will also establish a 
university financial analysis model based on decision tree. 
However, the decision tree has the defect of attribute selection, 
so this research will select ID3 (intelligent dichotomy 3) 
algorithm in the decision tree to improve, and based on DSRR 
(Differential Sampling Rate Resampling, DSRR) technology, 
SMOTE (Synthetic Minor Over Sampling), so as to improve 
its noise resistance and balance its attribute selection, which is 
also the main contribution of this research. 

II. RELATED WORK 
Scholars such as Febriantono MA proposed a C5.0 

deciMany scholars have done a lot of research on decision tree 
algorithm in financial analysis and other fields. Luo X et al. 
proposed an initialization method of dendrite neuron model 
(DNM) based on decision tree to trim those neurons that 
contribute less to the network output, aiming at the problem of 
insufficient calculation accuracy of decision tree model. This 
method can reduce the number of dendrites in DNM and 
improve the training efficiency, and can select appropriate 
initialization weight and neuron threshold, thus enhancing the 
classification accuracy of the algorithm. Experiments show 
that this method is significantly superior to the original DNM 
model with the lowest complexity and the fastest training 
speed, without loss of accuracy [7]. Podhorska I et al. believed 
that the non-linear data calculation ability of the decision tree 
model was insufficient, so they combined BP neural network 
with ID3 decision tree model to build an improved decision 
tree model, and applied it to predict financial distress. They 
also established a prediction model for enterprise financial 
distress, mined and analyzed enterprise financial data, and 
used it to predict enterprise financial development. The test 
results showed that the financial data prediction accuracy of 
the improved algorithm is significantly higher than that of the 
decision tree model before improvement [8]. Sion tree 
algorithm based on cost sensitivity, established a model, 
learned to use the Metacost Method (MM) to get the minimum 
cost model, and used it to solve multi-class imbalance 

772 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 12, 2022 

problems. The performance of the algorithm is better than the 
C4.5 and ID3 algorithms [9]. Maulana MF et al. used two 
model classifications for the evaluation of students' learning 
time, namely Logistic Model Tree (LMT) and Decision Tree 
J48 Algorithm (DT J48), using the model to predict the effect 
of students' learning time and find out the influencing factors. 
The prediction accuracy of LMT is 71% higher than that of 
DT J48 [10]. Xia Y and other scholars proposed a 
SurvXGBoost model based on the Gradient Boosting Decision 
Tree (GBDT) method, and applied it to the consumer loan 
dataset. The performance is excellent [11]. 

Researchers such as Balta M proposed a three-level fuzzy 
decision tree model for Vehicle Ad-Hoc Networks (VANET) 
system based on Software Defined Networks (SDN). The 
physical structure of urban intersections often lead to traffic 
jams, delays, and accidents. Previous studies usually choose 
the VANET architecture, which can communicate between 
vehicles and road edge devices. SDN has also become a 
common research method in this domain, it can solve the 
performance, programming, scalability and security problems 
in traditional networks. The proposed model utilizes the 
architectural recommendations of both SDN and VANET 
network paradigms to optimize traffic management problems 
based on three-level fuzzy decision tree algorithm 
classification [12]. Qiu T et al. proposed a Directed Edge 
Weight Prediction (DEWP) model based on decision tree 
integration. It extends the local similarity index to the Directed 
Weighted Network (DWN), and extracts the similarity index 
to construct a mixed regression model [13]. In order to explain 
the underpricing event of Initial Public Offering (IPO) during 
the epidemic, Keuangan J and other scholars built a decision 
tree algorithm model and tested the latest 45 action data using 
more than 100 previous action data. The model can interpret 
IPO performance according to specific classification scope. 
[14]. Researchers such as L Xue proposed a 
Privacy-Preserving Decision Tree Classification (PDTC). First, 
customize an encryption primitive and a secret sharing 
technology to design a new secure bilateral comparison 
protocol, in which the digital inputs of each party are 
compared privately. Then, based on the protocol, PDTC is 
constructed using decision tree structure. The customer's input 
and the service provider's model parameters are hidden from 
the counterparty, and the classification results are only 
displayed to the customer. The results show that PDTC 
achieves ideal safety [15]. Ziweritin S and other scholars 
established the K-nearest neighbor and decision tree model to 
forecast the numeric value in the one pound table under a 
given interest rate and life. Cross validation was performed 
using the R-squared test to detect fit and summarize model 
function on the test data set. The model is robust and 
competitive, and has reference value for financial analysis and 
its application [16]. 

In addition, in terms of college financial management, 
Natawibawa IWY team applied multiple linear regression 
method to analyze the financial management system of state 
universities, and the research results show that the availability 
of financial reports has a significant impact on the 
transparency of college financial management [17]. The Min 
Du team has carried out informatization reform on the 

traditional financial management model of colleges and 
universities, and the research results show that with the help of 
informatization, the financial management level of colleges 
and universities has been effectively improved [18]. The Na 
Sun team started from the financial position i and staffing of 
colleges and universities, analyzed the current situation of 
colleges and universities emphasizing accounting over 
management, and proposed strategic management and post 
balance strategy [19]. It can be seen that in the application of 
decision tree algorithm, there have been some precedents in 
applying decision tree algorithm to the economic and financial 
fields. At the same time, in the financial management of 
colleges and universities, there is still a lack of appropriate 
information technology to provide a technical basis for the 
development of financial management of colleges and 
universities. Therefore, in order to avoid the waste of financial 
data resources, the research provides data mining means and 
tools so that the financial analysis work of colleges and 
universities can be carried out normally and orderly. The 
research is oriented to college financial analysis, and the ID3 
algorithm is weighted. Based on the DSRR technology, 
SMOTE algorithm and Bagging algorithm, ID3 is optimized, 
and the DSB-ID3 model is established to overcome the defect 
that the ID3 algorithm tends to select attributes with more 
values but not necessarily optimal. This technology can 
monitor the financial situation of colleges and universities in 
real time from a dynamic perspective, carry out meticulous 
financial management according to the financial 
characteristics of colleges and universities, and improve the 
efficiency and quality of financial management of colleges 
and universities. 

III. ID3 DECISION TREE OPTIMIZATION ALGORITHM 
MODEL FOR UNIVERSITY FINANCIAL ANALYSIS 

A. Improved ID3 Algorithm based on Attribute Selection 
Weighting 
The ID3 algorithm is a decision tree algorithm based on 

information entropy. It introduces information theory, uses 
information entropy as a criterion for selecting test attributes, 
divides the training set, constructs a decision tree to predict 
according to the test attributes, and divides the instance space 
[20-21]. To build a decision tree, first measure the attributes of 
each node using the maximum information gain from top to 
bottom, and obtain the corresponding attribute values, which 
are used to segment the target object. This step is repeated 
until all objects in the node are judged to be of the same type 
according to the classification criteria. The features with more 
attribute values in the decision tree have a greater impact on 
the calculation of information gain, however, features with 
more values are uncertain optimal attributes, and the algorithm 
has poor noise resistance, making it difficult to control the 
positive and negative examples in data set, so the research 
improves the algorithm by weighting. The main principle of 
the information theory introduced by the algorithm is to regard 
the communication process as a process of transmitting 
information in an environment of random interference. In 
order to obtain mutual information, the posterior entropy is 
first calculated. When the channel receiver receives the output 

symbol { }1 2, ,j mV V V V= 
, the input symbol is calculated. 
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U The information measure of is as formula (1). 

( ) ( ) ( ) ( )
1lgj j j

j j j

P U V P V P U V
P U V

=∑ ∑
 (1) 

Before receiving the symbol set , V the average 

uncertainty of the ( )D U
input symbol set is expressed as 

U , after receiving the symbol set , V the average uncertainty 

of the 
( )D U V

input symbol set is expressed as U , the 
relationship between the two is shown in Eq. 

( ) ( ) ( ),I U V D U D U V= −
 (2) 

In formula (2), ( ),I U V
is U the average mutual 

information between and , which represents V the amount of 
information V about the obtained after receiving the symbol 
set U . In order to avoid the ID3 algorithm to select attributes 
with many values but not necessarily optimal as test attributes, 
the research introduces risk weights. Given the user's risk 
weights for uncertain knowledge 

( )1 2max , , , , 0i na a a a b− − − − ≤ ≤ 
, ia it represents 

the conditional probability of attributes, which b is a dynamic 
variable whose value Depends on the conditional probability 

of the attribute obtained each loop. If there are several 
conditional probabilities in the calculation process

1, , ,i na a a , it is b− equal to the minimum value among 
them. Introducing risk weights into the algorithm, the 
calculation of conditional entropy is as formula (3). 

( ) ( )( ) ( ) ( )1 1

1lg
n n

b j i j
j i i j

D U V P V b P U V
P U V= =

= +∑ ∑
 (3) 

The corresponding mutual information calculation is 
shown in formula (4). 

( ) ( ) ( ),b bI U V D U D U V= −
 (4) 

Equations (3) and (4) are used as criteria for selecting test 
attributes when constructing a decision tree. The research uses 
the AHP method to assign weights, compares and judges the 
importance of indicators at the same level, and constructs a 
judgment matrix to represent the judgment value of their 
relative importance. In the measurement process, the scale of 
the ninth is leaded into form a judgment matrix G . Each 

element in the ijg
matrix represents G the comparison value 

of the relative importance of the ijg
row index iC to each 

column index, indicating the relative importance of jC
a 

certain index and another index, and its scale is shown in 
Table I. 

TABLE I.  RELATIVE IMPORTANCE BETWEEN TWO INDICATORS 

Ratio of index 1 to index 
2 extremely important Important Slightly 

important Identical Slightly 
unimportant Unimportant Extremely 

unimportant 
Indicator 1 Evaluation 7 5 3 1 1/3 1/5 1/7 

Intermediate value Take 6, 4, 2, 1/2, 1/4, 1/6 as the intermediate value 

The principle of the AHP method used in the research is to 
judge the matrix, obtain the matrix sorting vector according to 
the sorting rules, and use the obtained results to calculate the 
weight coefficients of each index. Find the product of the 
elements of each row of the judgment matrix as in formula (5). 

1

, 1, 2, ,
n

i ij
j

P c i n
=

= =∏ 

 (5) 

Calculate the square root value of each row iP as n
formula (6). 

, 1, 2, ,n
i ip P i n= = 

 (6) 

Formula (6) is n the order of the matrix. The vector is 
normalized as in formula (7). 

1

i
i n

j
j

pp
p

=

=

∑
 (7) 

jp
is the weight coefficient value of each indicator of 

demand. The maximum eigenroot of the judgment matrix is 
calculated as in Equation (8). 

( )
max

1

n
i

i i

Gw
nw

λ
=

=∑
 (8) 

Compared with other methods for determining the weight 
coefficient of indicators, the AHP method can pass the 
consistency test and maintain the consistency of thinking logic. 
When judging the importance of indicators, when there are 
more than 3 indicators, the coordination among the judgments 
is the logical consistency of thinking. Let the maximum 

eigenroot of the maxλ judgment matrix be G , when the 

( )jP U V
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matrix G passes the consistency, max nλ = , otherwise 

max nλ ≠ . To test G the consistency, the consistency index 
of the judgment matrix is established as formula (9). 

max

1
nCI

n
λ −

=
−  (9) 

When the judgment matrix passes the consistency check, 
0CI = . The average randomness index of the judgment 

matrix is introduced RI to measure whether the matrix 
passes the consistency test. For the judgment matrix whose 
order is between 1 and 9, its RI values are shown in Table II. 

TABLE II.  AVERAGE RANDOM INDEX RI OF JUDGMENT MATRIX 

Order 1 2 3 4 5 6 7 

RI 0 0 0.65 0.98 1.15 1.34 1.47 

The consistency ratio of the judgment matrix is CR
shown in formula (10). 

CICR
RI

=
 (10) 

0.1CR < At that time, the matrix is consistent, and the 
relative importance calculated using this matrix is reasonable. 
When this condition is not met, the matrix needs to be 
modified until it passes the consistency check. The 
comprehensive formula of multiple evaluation opinions is 
shown in formula (11). 

( )
1

1

N

ij ij
i

j N

ij
i

W S
Y

S

=

=

×
=
∑

∑
 (11) 

In formula (11), N represents the number of evaluation 

opinions, generally N ≥ 5. jY
Indicates N the calculation 

weight value of the ijW
evaluation opinion for the first 

indicator, indicates i the j calculation j weight value of the 
evaluation opinion for the first indicator, and indicates the 

familiarity coefficient of the ijS
evaluation opinion i to the 

first j indicator, generally a dynamic value between 0 and 4, 
and the evaluation The familiarity of the opinion i to the first 
j indicator is proportional, and the same evaluation opinion 

has different familiarity coefficients for different evaluation 
indicators. After the weights are set, the evaluation results are 
dynamically generated by expert evaluation, so that the results 
can change with the environmental conditions. 

B. DSB-ID3 Model Optimized by Three Algorithms 
When the ID3 algorithm is used alone, there is a defect in 

the classifier itself. When selecting the relevant classification 
attributes, it will not select the optimal attributes, but select 
attributes with more values [22-23]. On the basis of the 
weighted improvement of the algorithm, the random 
oversampling technology (Over Sample, OS) is used to 
optimize the algorithm, so that the number of samples in the 
two data sets is basically equal, so that the sample balance can 
be better obtained. The classification performance can reduce 
the deviation of sample attributes to a certain extent. The 
specific process of the OS-ID3 model is shown in Fig. 1. 

Training Set

Positive sample

Positive sample 
after processing

Negative samples 
after processing

ID3

Classification 
model ResultTest Set

Random 
oversampling

Balance
 

Fig. 1. Specific process of OS-ID3 model 

The algorithm has a simple structure and fast calculation 
speed, which changes the state of imbalance between classes 
and makes up for the classification defects of the ID3 
algorithm to a certain extent. Overfitting phenomenon. The 
algorithm is optimized using the Over-Under Sample (OUS) 
technique. When processing samples, the oversampling 
technique is used to add the quantity of positive samples, and 
the undersampling technique is used to reduce the quantity of 
negative samples, so as to balance the two types of samples. 
The specific process of the OUS-ID3 model is shown in Fig. 
2. 
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Fig. 2. Specific process of OUS-ID3 model 

The structure and steps of OUS-ID3 algorithm are simple, 
and the calculation speed is fast. To some extent, it avoids the 
problem that too many positive samples lead to over fitting of 
the classifier. However, when the quantity of negative samples 
decreases, some important information will be ignored and the 
function of the classifier will be degraded. In view of the 
shortcomings of simple sampling technology, DSRR 
technology gives different sampling ratios to different 
classifiers according to the algorithm set internally in the 
sampling process, so that the number of sample data trained 
by each classifier is different. Statistically calculate the 

number of positive samples SP and negative samples SN , and 
calculate the difference between the two types of samples as 
shown in formula (12). 

S SValue N P= −  (12) 

Assuming that the number of classifiers is M , the 
sampling coefficient is calculated as shown in formula (13). 

ValueCoefficient
M

=
 (13) 

Assuming i the sampling rate R of the the classifier, the 
number of positive samples of the the classifier is calculated 
i as shown in formula (14). 

iS S iP P Coefficient R= + ×
 (14) 

In formula (14) 1 i M≤ ≤ . Aiming at the defects of 
random sampling, the SMOTE algorithm can effectively 
improve it. The principle of this algorithm is to assume that 
two positive samples close to each other are also positive 
samples between them. If the sampling rate isα , each 

positive class sample point is ix , its positive class neighbor 

point is ( )1,2, ,ijy j l= 
, l x α= ∗ is the number of 

positive class neighbor points, and find all positive class 

neighbor points. A new negative class sample is generated jq
as shown in equation (15). 

( ) ( )0,1j i ij iq x rand y x= + × −
 (15) 

formula (15), it means that the ( )0,1rand
value is 

randomly selected iq in the interval , which will be ( )0,1
mixed with the original positive sample to form a minority 
class sample. According to the difference in the quantity of 
samples, the balance rate of the two types of samples can be 
obtained. The sampling principle of the algorithm is shown in 
Fig. 3. 

Positive sample

Negative sample

New composite sample
 

Fig. 3. Sampling principle of SMOTE algorithm 

On the premise of retaining the original information and 
distribution of the minority class, the SMOTE algorithm 
constructs new samples without repetition, and can overcome 
the shortcomings of simple oversampling while completing 
the same task. The Bagging algorithm draws on the 
replacement sampling method in probability theory. The 
principle is that after each extraction, the extracted samples 
are put back into the original data set, so the sample sets 
extracted each time are the same size, the extracted samples 
are trained to get the same classifier with different parameters, 
and the prediction results are obtained. When building a model, 
small changes in the training samples will lead to significant 
changes in the classification model, resulting in large 
differences in the classification results. By training the ID3 
algorithm through the Bagging algorithm, multiple different 
classifiers will be obtained. Different classifiers get different 
results because the built-in parameters of the ID3 algorithm 
have changed, resulting in changes in the internal operation of 
the model and changes in the results obtained. But for multiple 
classifiers, the majority weighted voting method does not 
affect the final result due to the result of a single classifier, 
which strengthens the generalization performance of the 
ensemble classifier. Assume the training set

( ) ( ) ( ){ }2 2, , , , , ,i i n nT x y x y x y= 
, use the 

single-classification algorithm to perform T operations on the 
training set z , extract different training subsets from it, and 
use it as a sample for each training to obtain T z a classifier 
with different results. The test set is classified, the z results 
are weighted and voted, and the class that appears multiple 
times in the classification result is used as the final result. 
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Randomly select 'T a subset of training samples, put them 
into a given single-classification algorithm for training, and 

obtain a model th , and loop through the steps z to obtain a 

set{ }1 2, , , th h h
. Each model th gets a classifier, and the 

unknown samples are classified to get a result, and the 
category to which they belong is judged according to the 
principle of getting the most votes. Bagging algorithm 
overcomes the instability of classifier classification prediction 
to a large extent, and can reduce a lot of time and cost in the 
operation process. 

The ID3 algorithm model based on DSRR, SMOTE and 
Bagging uses DSRR technology, SMOTE sampling method 
and Bagging algorithm combined with ID3 decision tree 
algorithm to form an integrated classification model based on 
ID3 classifier. The DSRR technique and the SMOTE 
sampling method are effectively combined to generate 
minority class samples according to the sampling rate. The 
SMOTE sampling method has superior sampling 
characteristics, and no overfitting occurs during the sampling 
process, which increases the number of minority class samples 
and narrows the gap with the majority class samples. On the 
basis of retaining the original information of the samples, 
DSRR technology uses the changed sampling rate to establish 
a sub-classifier with the difference in the number of samples 
of the majority class and the minority class. The Bagging 
algorithm combines DSRR technology to generate majority 
class samples that match the minority class samples. The 
combination of the two highlights the technical superiority. 
After removing the weak classifiers, they are integrated into 
DSB-ID3 (DSRR, SMOTE and Bagging ID3) combined 
classifier to improve the accuracy of the algorithm based on 
unbalanced characteristics. The DSB-ID3 model is shown in 
Fig. 4. 

In Fig. 4, the model determines the sampling rate of two 
samples through DSRR technology, and uses the SMOTE 
algorithm in the training set to generate several non-repetitive 
samples according to the determined sampling rate. From the 
generated samples, DSRR technology is used to extract n  

samples with different numbers[ ]1 2, , nX X X
, and they 

are combined with the samples extracted by the Bagging 

algorithm according to the sampling rate fX
to form n  new 

sample training sets. If the sampling rate is the same, the 
quantity of two samples is the same, and if the sampling rate is 
different, the number of two samples is different. The ID3 
algorithm is used to train n  sample training sets, and n  
ID3 sub-classifiers with different numbers are obtained
[ ]1 2, , , nK K K

. According to the training results of each 
sub-classifier, extract 20 classifiers with the best classification 
effect from the results, obtain 20 n  sub-classifiers, calculate 
the mean of the results obtained by the 20 n  sub-classifiers, 
and compare the results of the sub-classifiers with the 
obtained mean. Compare, if it is greater than the mean, keep 
the sub-classifier, otherwise remove the sub-classifier. 

Sample data

DSB 
combination 

algorithm

Ensemble 
classifier

Data set

Positive data Negative data

Bagging SMOTE

Xf1 Xf2 Xfn… Xf1 Xf2 Xfn… 

K1(100) K2(100) … Kn(100)

Mean value of 
results obtained

Ensemble 
classifier N

Result

TOP20 TOP20 … TOP20

n1 n2 … n

Vote

Contrast

DSRR sampling

Remove the classifier 
below the mean

 

Fig. 4. DSB-ID3 model 

The classifiers with different numbers are obtained 

according to different sampling rates ( )1 2, , ,n n n
, the 

remaining classifiers are integrated to obtain the combined 
classifier N , and different weights are given according to the 
quantity of remaining classifiers under different sampling 
rates, and finally the results are obtained by voting. The 
DSB-ID3 model overcomes the shortcomings of simple 
sampling technology, and assigns different sampling rates to 
different classifiers according to the internal algorithm, which 
makes the number of sample data of the classifiers different. 
The model also takes advantage of SMOTE sampling, 
increases the scale of sample data and avoids repeated results, 
and uses Bagging technology to significantly improve stability. 
The obtained negative samples are independent of each other 
and run fast. 

IV. EXPERIMENTAL ANALYSIS OF DSB-ID3 MODEL FOR 
FINANCIAL ANALYSIS OF COLLEGES AND UNIVERSITIES 
The experimental data comes from the financial analysis 

report of 2021 of a university, which includes the daily 
operating expenses and income of the university, the current 
assets and liabilities of the university, and the change 
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information of the cash flow of the university. This research 
mainly selects the student payment information in this report 
for experimental analysis. Student payment information 
includes student basic information data, student payment 
information data, receivables information data and fee 
reduction and exemption information data. The dimensions of 
defining information include the dimension of student 
information, the dimension of academic year and semester, the 
dimension of payable fees, and the dimension of reduced fees. 
The study used G-mean and F-value as the evaluation index of 
classification effect. The calculation of the G value is 

measured by the geometric mean of the classification accuracy 
of positive and negative samples. In order to reach the 
maximum value, the classification accuracy of positive and 
negative samples needs to be larger. The F-value is a 
combination of precision and recall, where a parameter is 
introduced to ω reflect the relative importance of precision 
and recall. The experiment is realized by Matlab and decision 
tree tools. The DSB-ID3 model and other models are run 100 
times in the same environment, and each training set and test 
set are randomly divided and samples are randomly selected. 
The G value results of each model are shown in Fig. 5. 
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Fig. 5. G-mean results of each model 

As shown in Fig. 5, with the increase of experimental time, 
the G value of each model fluctuates repeatedly, but the G 
value of Weighted ID3 model, OS-ID3 model, and OUS-ID3 
model, except for DSB-ID3 model, shows a general 
downward trend, and their linear regression slopes are 1.74 × 
10-4、1.32 × 10-4 and 1.25 × 10-4 However, the G-value 
curve of DSB-ID3 model has no overall downward trend. In 
Fig. 5, the G value of the weighted ID3 model is around 0.66, 
which is the lowest among all models, and its distribution is 
also the most dispersed. The G value of the OS-ID3 model is 
about 0.69, which is improved compared to the weighted ID3 
model, but its distribution is also relatively scattered, which is 

not much different from the weighted ID3 model. The line 
graph of the OUS-ID3 model is more concentrated than the 
previous two models, but its G value is basically not improved. 
The G value of the DSB-ID3 model is about 0.78, which is a 
significant improvement compared to other models, and the 
polyline distribution is concentrated. Among the four models, 
the weighted ID3 model has the worst classification effect, the 
OS-ID3 model and the OUS-ID3 model have similar 
classification effects, and the DSB-ID3 model has the best 
classification effect, and the classification results are accurate 
and stable. The F value results of each model are shown in Fig. 
6. 
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Fig. 6. F-value results of each model 

As shown in Fig. 6, the F value of each model fluctuates 
repeatedly with the increase of experimental time, and the 
change rule of each model is generally similar to that in Fig. 5. 
Specifically, the F values of Weighted ID3 model, OS-ID3 
model, OUS-ID3 model and DSB-ID3 model show a 
downward trend in general, and their linear regression slopes 
are 0.82 × 10-4、0.94 × 10-4 and 0.71 × 10-4、0.35 × 
10-4, it can be seen that the overall descending speed of 
DSB-ID3 model is the slowest. In Fig. 6, the F value of the 
weighted ID3 algorithm is about 0.65, and its distribution is as 
scattered as the G value. Due to the improvement of the 
balance of sampling rate, the OS-ID3 model has a slight 
improvement in the F value, which fluctuates around 0.67. 
Compared with the OS-ID3 model, the F value of the 
OUS-ID3 model is basically not improved, still fluctuating 
around 0.67, and the distribution is relatively scattered. The F 
value of the DBS-ID3 model is around 0.78, which is 
significantly improved compared to other models, and its 
distribution is also the most concentrated, showing excellent 
stability. Among the four models, the weighted ID3 model has 
the worst classification effect, the OS-ID3 model and the 
OUS-ID3 model have similar classification effects, and the 
DSB-ID3 model has the best classification effect. The 
classification effect of the combination on the data is 
significantly improved. The mean values of G and F values for 
each model are shown in Fig. 7. 
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Fig. 7. Mean value of G-mean and F-value of each model 

In Fig. 7, the mean G value of the weighted ID3 model is 
0.6602, and the mean F value is 0.6523; the mean G value of 
the OS-ID3 model is 0.6875, and the mean F value is 0.6718; 
the mean G value of the OUS-ID3 model is 0.6881, and the 
mean F Value The mean value of the value is 0.6724; the 
mean value of the G value of the DSB-ID3 model is 0.7795, 
and the mean value of the F value is 0.7813. The G value and 
F value of each model are not much different. With the further 
improvement and optimization of ID3, the G value and F 
value of the model continue to increase, and its classification 
effect is also significantly improved. The G value and F value 
of the DSB-ID3 model largest, and its classification effect is 
also the best. The recognition accuracy of each model to the 
data is shown in Fig. 8. 
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Fig. 8. Data recognition accuracy of each model 

In Fig. 8, Accuracy+ represents the recognition accuracy 
of the model for positive data, and Accuracy represents the 
recognition accuracy of the model for all data. The accuracy 
of the weighted ID3 model for the positive data is 0.5421, and 
the total accuracy is 0.7864; the accuracy of the OS-ID3 
model for the positive data is 0.5687, and the total accuracy is 
0.7882; The accuracy of class data is 0.5824, and the total 
accuracy is 0.7428; the accuracy of DSB-ID3 model for 
positive class data is 0.7345, and the total accuracy is 0.7893. 
It can be seen that among the four models, DSB-ID3 model 
has the highest recognition accuracy and total recognition 
accuracy for regular data, indicating that its classification 
effect is the best, and it shows superior accuracy and stability 
in the analysis of financial data.The final student classification 
accuracy is shown in Fig. 9. 
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Fig. 9. Student classification accuracy 

It can be seen that, for different types of students, the 
model has a classification accuracy of 99.2% for students with 
good payment history, 99.3% for students with arrears history, 
and 99.1% for poor students, all above 99.0%. At the same 
time, in terms of the classification of historical students in 
arrears, the classification accuracy reached 99.4% for all 
students in arrears and 99.6% for some students in arrears. In 
terms of poor students, the classification accuracy of all 
students who have paid all the fees has reached 99.1%, and the 
classification accuracy of students who have paid part of the 
fees has reached 99.5%. It can be seen that the model designed 
in this study can obtain good classification effect in practical 
application, has feasibility and practicality, and has high 
operational accuracy. 

V. DISCUSSION 
With the development of management informatization of 

higher education structure, the demand for financial intelligent 
management in colleges and universities is growing day by 
day. The main goal of financial work has also changed from 
the original accounting type to the analytical type. ID3 
algorithm itself has a significant disadvantage, that is, it tends 

to choose more values rather than the optimal attribute. 
Therefore, this research introduces risk weight to improve ID3 
algorithm, and designs DSB-ID3 model based on SMOTE 
algorithm and Bagging algorithm. The analysis results show 
that with the increase of experimental time, the G value of 
each model fluctuates repeatedly, but except for DSB-ID3 
model, the G value of weighted ID3 model, OS-ID3 model 
and OUS-ID3 model shows a general downward trend, and the 
linear regression slope is 1.74 respectively × 10-4、1.32 × 
10-4 and 1.25 × 10-4。 The F value of each model fluctuates 
repeatedly with the increase of experimental time, and the 
change rule of each model is roughly similar to that in Fig. 5. 
Specifically, F values of weighted ID3 model, OS-ID3 model, 
OUS-ID3 model and DSB-ID3 model show a downward trend 
in general, and their linear regression slopes are 0.82 
respectively × 10-4、0.94 × 10-4 and 0.71 × 10-4，0.35 × 
10-4, it can be seen that the overall decline speed of DSB-ID3 
model is the slowest. It can be seen that using DSB-ID3 model 
to analyze college financial data, its G value and F value are 
the highest among the four models, with the best classification 
effect. Compared with other models, it has significantly 
improved, and its distribution is the most centralized. The 
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research results of Apalkova V and others also show that the 
classification ability of the decision tree model can be 
improved to a certain extent after using SMOTE algorithm to 
improve the decision tree model [24]. Among the four models, 
DSB-ID3 model has the highest accuracy, with a recognition 
accuracy of 0.7345 for positive data and a total recognition 
accuracy of 0.7893. In the final classification accuracy rate of 
students, the classification accuracy rate of this model for 
different types of students exceeds 99%. The classification 
effect of DSB-ID3 model is the best, showing superior 
accuracy and stability in financial data analysis. The research 
results of Podhorska I also show that the classification 
accuracy of the improved integrated algorithm using SMOTE 
algorithm is higher than that of the original algorithm [25]. 

VI. CONCLUSION 
In order to overcome the disadvantage that ID3 algorithm 

tends to select more values but not necessarily the optimal 
attribute, this study introduces risk weight to improve ID3 
algorithm and designs DSB-ID3 model. Using this model to 
analyze the financial data of colleges and universities, its G 
value and F value are the highest among the four models, 
about 0.78. The classification effect is the best. Compared 
with other models, it has significantly improved, and its 
distribution is the most centralized. For superior stability. 
Among the four models, DSB-ID3 model has the highest 
accuracy, with a recognition accuracy of 0.7345 for positive 
data and a total recognition accuracy of 0.7893. In the final 
classification accuracy rate of students, the classification 
accuracy rate of this model for different types of students 
exceeds 99%. The classification effect of DSB-ID3 model is 
the best, showing superior accuracy and stability in financial 
data analysis. The DSB-ID3 model of financial analysis in 
colleges and universities shows excellent classification 
performance in financial data analysis. The accuracy and 
stability of its classification effect provide practical reference 
for the application of financial analysis in colleges and 
universities. This research uses the annual financial report data 
of the real university to carry out the research, which ensures 
the rationality of the research results. However, the model still 
has many shortcomings in practical application. For example, 
this study only uses student payment data for experiments, and 
the application of school financial reports is relatively low. 
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Abstract—The benefits of requirement traceability are well 

known and documented. The traceability links between 

requirements and code are fundamental in supporting different 

activities in the software development process, including change 

management and software maintenance. These links can be 

obtained using manual or automatic means. Manual trace 

retrieval is a time-consuming task. Automatic trace retrieval can 

be performed via various tools such as Information retrieval or 

machine learning techniques. Meanwhile, a big concern 

associated with automated trace retrieval is the low precision 

problem primarily caused by the term mismatches across 

documents to be traced. This study proposes an approach that 

addresses the term mismatch problem to obtain the greatest 

improvements in the trace retrieval accuracy. The proposed 

approach uses clustering in the automated trace retrieval process 

and performs an experimental evaluation against previous 

benchmarks. The results show that the proposed approach 

improves the trace retrieval precision. 

Keywords—Requirements traceability; information retrieval; 

term mismatch problem; trace retrieval; TraceLab; clustering 

I. INTRODUCTION 

Many software development standards have been proposed 
in response to the high rate of software project failures. These 
standards include SEI’s CMMI and IEEE’s JSTD-016. A 
common feature of these standards is that they all impose 
requirement traceability (RT) practices on the software 
development process [1]. RT is an important quality factor of 
software development that intends to ensure a continued 
alignment between stakeholder requirements and various 
outputs of the system development process. In addition [2], 
RT makes it easy to determine what software artifacts must be 
updated to fulfill a change request made during the 
maintenance phase of the software project. 

In 2014, members of the Center of Excellence for Software 
traceability (CoEST) established a roadmap for advancing the 
state of practice in software traceability and presented a 
focused research agenda for software traceability. They 
identified seven broad research focus areas and outlined the 
specific research needed in each of these areas. Under the 
umbrella of one of these research areas, that is, Creating & 
Maintaining Traces, we focus herein on trace retrieval, which 
is concerned with dynamically generating trace links between 
source and target artifacts [3]. Researchers utilized different 
algorithms to infer the trace links between related artifacts 
based on the assumption that related artifacts contain related 
terms [4]. The underlying concept behind this was that these 

algorithms could be used to estimate the similarity between 
two documents. 

A big concern associated with trace retrieval research is 
the low precision problem. Precision is the percentage of 
correct traces over all retrieved traces. “Low precision” 
indicates that many false traces have been incorrectly 
retrieved, and the user must manually evaluate the retrieved 
links to identify the correct traces. This leads to an emphasis 
on precision. Accordingly, some researchers examined ideas 
on how to increase it [4] [5]; however, these ideas resulted in 
only a minor increase in precision. The problem is primarily 
caused by term mismatches across documents to be traced. 
The reason for choosing the proposed approach is to enhance 
trace retrieval precision. Therefore, the authors formulated the 
problem by choosing an intelligent solution based on 
unsupervised learning using clustering. The datasets have a 
limited number of labels. These labels are provided for testing 
only. So, the suggestion for addressing this problem is by 
choosing an intelligent solution based on unsupervised 
learning to find similarities in the data point and group similar 
data points together to enhance trace retrieval precision. 

In this work, to address the term mismatch problem in 
automated trace retrieval, we follow the proposed research 
direction toward achieving automated trace retrieval, that is, to 
develop intelligent tracing solutions, “which are not 
constrained by the terms in source and target artifacts, but 
which understand domain-specific concepts, and can reason 
intelligently about relationships between artifacts” [3]. We lay 
down the foundations needed to use clustering in automated 
trace retrieval between source code and requirements. 

Clustering, which relies on unsupervised machine learning, 
is the task of grouping a set of objects in such a way that 
objects in the same group, called a cluster, are more similar in 
some sense to each other than to those in other groups or 
clusters [6]. In this study, we used K-means++, Hierarchical, 
Gaussian mixture model (GMM), and Density-based Spatial 
Clustering of Application with Noise (DBSCAN) algorithms. 
Clustering algorithms can be summarized in three steps: 

1) Inputs: dataset after preprocessing and other steps related 

to the dataset type. 

2) Applying suitable models. 

A.  Outputs: evaluating the results after the clustering 

processes; for this, we decided to use clustering to cluster 

the dataset into two: clusters 0 and 1. Cluster 1 means the 
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items are similar. Cluster 0 means the items are different. 

All clustering steps are described in Section IV. We 

present an overview of these methods below. 

The K-means is a partition-based iterative clustering 
algorithm, in which each cluster is characterized by its center 
point. It is widely used because of its implementation 
simplicity and effectiveness. It assumes that the number of 
clusters represented by “K” in K-means is already known. 
This algorithm aims to minimize the distance inside the same 

cluster and maximize the distance between the clusters [7]. 

Hierarchical clustering divides the data set at different 
levels to form a tree-shaped cluster structure that naturally 
defines clusters by branches in the hierarchical tree. It makes a 
few assumptions regarding the overall data point distribution; 
hence, it is suitable for datasets of many different shapes. 
Hierarchical clustering has two main implementations: 
agglomerative and divisive clustering [8]. 

In model-based clustering, each cluster is considered as a 
generative model with mean and variance. Instances arise 
from a distribution that is a mixture of several components. 
Gaussian (normal) distributions are the most used 
representation in model-based clustering. The mixture model 
is the GMM, whose components are Gaussian distributions 
with different means and variances [9]. 

The density-based clustering algorithm, called DBSCAN, 
recognizes arbitrary-shaped clusters under a high noise level 
of the studied data. The efficiency of DBSCAN depends on 
the parameter values set up at the initial step of the algorithm 
usage [10]. 

In this paper, we adopted four widely used metrics to 
evaluate the new proposed approach, precision, recall,            
F-score, and accuracy. Both precision and recall are used to 
assess the effectiveness of the requirement tracing tools [11]. 
Precision is defined as the percentage of correct retrieved 
candidate links and measures the fraction of retrieved 
documents which are relevant [12]. Recall is the percentage of 
the found correct links [13]. F-score is used to provide a 
balance between recall and precision [14]. It is the harmonic 
mean of recall and precision [15] and used to aggregate both 
measures into a single value [16]. Finally, accuracy measures 
are the rate of normal and outlier values correctly classified 
between the total number of classifications [17]. 

The remainder of this paper is structured as follows: 
Section II describes the related works in the trace retrieval 
field; Section III presents the proposed approach; Section IV 
explains the obtained results; Section V includes a result 
evaluation; and Section VI provides the conclusions and future 
work. 

II. RELATED WORKS 

This section reviews some methods used to solve the term 
mismatch problem in automated requirement trace retrieval. 

In the paper [19] titled “Automatic traceability link 
recovery via active learning”, the authors proposed a new 
traceability link recovery approach based on active learning 
(AL). They evaluated their approach on seven datasets used in 
traceability and compared them with an information retrieval 

(IR)-based approach and a state-of-the-art machine learning 
approach, called traditional supervised learning. The used 
datasets are available from the CoEST website 
(http://www.CoEST.org). The results showed that the AL-
based approach outperforms the other two in terms of the F-
score. 

In the paper [20] titled “Traceability Transformed: 
Generating more Accurate Links with Pre-Trained BERT 
Models”, the authors proposed a framework, called Trace 
BERT (T-BERT), to create trace links between the source 
code and the natural language artifacts. They then applied the 
T-BERT framework to recover links between issues and 
commits in open-source projects. The evaluation results as 
regards the accuracy and efficiency of three BERT 
architectures indicated that the Single-BERT architecture 
generated the most accurate links, while the Siamese-BERT 
architecture produced comparable results with significantly 
less execution time. By learning and transferring knowledge, 
all three models in the framework outperformed classical IR 
trace models. 

In the paper [21] titled “Analyzing close relations between 
target artifacts for improving IR-based requirement 
traceability recovery”, the authors proposed a method for trace 
link recovery by combining the IR method and the close 
relations between the target artifacts. This approach was 
referred to as IR_CRT. Aside from textual similarity, the close 
semantic relations between the target artifacts were 
considered. Experiments on five public datasets indicated that 
the precision on these datasets improved by 15.6% on average, 
showing that their method outperformed the baseline when 
working under the same conditions. 

In the paper [22] titled “Ontology-based Trace Retrieval”, 
the authors solved the term mismatch problem in automated 
requirement trace retrieval by incorporating information from 
the general and domain-specific ontologies into the tracing 
process. They used ontologies to identify relationships that 
would not be recognized by standard IR techniques. They then 
experimentally evaluated their approach against the standard 
vector space model (VSM). Their results showed that a 
domain ontology combined with a generalized ontology 
returns the greatest improvements in trace accuracy. 

In the paper [23] titled “Towards an Intelligent Domain-
Specific Traceability Solution”, the authors solved the term 
mismatch problem in automated requirement trace retrieval by 
presenting the domain-contextualized intelligent traceability 
(DoCIT) solution. This approach mimicked some of the 
higher-level reasoning that a human trace analyst performs. 
The authors focused their efforts on the complex domain of 
communication and control in a transportation system and 
found that their approach can significantly improve the quality 
of the generated trace links. They illustrated and evaluated 
DoCIT with examples and experiments from the control and 
communication sector of a transportation domain. 

In the paper [24] titled “Combining Machine Learning and 
Logical Reasoning to Improve Requirements Traceability 
Recovery”, the authors proposed a novel traceability link 
recovery approach that measures the similarity between 
requirements and the source code by exploring their features. 

http://www.coest.org/
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They combined machine learning and logical reasoning 
models and conducted a series of experiments on four datasets 
to evaluate the performance of their method against existing 
approaches. Their experiments showed that their approach is 
substantially better than other methods. 

III. PROPOSED APPROACH 

In this section, we divided the task of the proposed 
approach using clustering to improve the recovery of links 
between source code and requirements, into two main phases. 
Fig. 1 illustrates the two phases of the proposed trace retrieval 
approach. 

B. Phase 1: Choosing Suitable Datasets 

Research on automated requirement traceability relies on 
the availability of different dataset types. In general, obtaining 
datasets has been one of the reported barriers for researchers 
in the software engineering domain [25]. This phase 
introduces the three datasets used in this study to evaluate 
automated trace retrieval between the source code and 
requirements. Table I defines the characteristics of the datasets 
used in the proposed approach. These datasets are available 
from http://www.CoEST.org. 

TABLE I.  DATASET CHARACTERISTICS [25],[26],[27], [28][29][30] 

Dataset 

description  

Freq Traceability 

details 

Trace 

space 

CC UC Trace 

links 
eTour: “an electronic 

tourist guide 

developed by 

students” 

10 Use cases to 

code 

6728 116 58 366 

SMOS: “an 

application that is 

used to monitor high 

school students (e.g., 

absence, grades)” 

7 Use cases to 

classes 

6700 100 67 1044 

eANCI: “system 

providing support to 

manage Italian 

municipalities” 

3 Use cases to 

classes 

7645 55 140 567 

The above-mentioned datasets were chosen because they 
are available for all researchers and compatible with 
TraceLab’s environment. 

With these datasets, we ran into some issues related to the 
two artifacts (requirements and source code). For example, all 
three datasets are imbalanced datasets. They included useless 
words, with some words starting with extra letters and ending 
with extra letters without meaning. A few single characters 
can be found between the lines of the files that did not have a 
clear meaning. According to the Answer set of the dataset, 
some source codes did not have any requirements, which 
affected the links between the two artifacts and gave wrong 
similarities. Some words and sentences were written in 
different languages. Some of them were in English, while 
others were in Italian. 

C. Phase 2: Choosing and Applying Clustering Models 

Clustering is an unsupervised machine learning task used 
to gather data into many collections or clusters according to 
the similarities of the data point features and characteristics 
[31]. In this phase, we followed seven main steps to apply 
clustering models to the three datasets: 

 
Fig. 1. Proposed trace retrieval approach 

http://www.coest.org/
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Step 1, Feature extraction: The requirements (source 
artifact) and the source code (target artifact) were written in 
natural and programming languages, respectively. Hence, they 
included different types of information that were not all useful 
for identifying the traceability links between the two artifacts. 
For that, we extracted the most important source code feature, 
namely (class_name, class_attribute, class_comments, 
method_comment,method_name,method_parameter,method_r
eturn). We also extracted the two main features related to the 
requirements (i.e., Title and Description) as shown in Fig. 3. 

Step 2, Translation: The content of the two artifacts (i.e., 
UC and CC files) included Italian words and sentences in 
some files and some parts of the file lines. Therefore, the 
content of the two artifacts was translated into English. To this 
end, we leveraged the advanced translation engine to translate 
documents into English if they were originally unspecified in 
English. We used one of the tools used for translation into the 
English language namely Google Translate [32], which 
enables a method of translating text from one language to 
another. 

Step 3, Preprocessing: We followed a classic process to 
pre-process the contents of the software artifacts, UC and CC. 
The preprocessing comprised the following steps: removing 
the camel case, splitting the words, converting to a lower case, 
and removing punctuations, Stop Words, and numbers. We 
performed lemmatization for all words to facilitate natural 
language analysis, such as transforming the verb, noun, 
adjectives, and adverbs into their bases and examining the 
study of word texts with the intention of finding something 
that adds meaning to the word text [33] and removing any 
single character from both artifacts. 

Step 4, Query expansion using WordNet: WordNet is an 
online lexical system (database) for the English language that 
provides diverse and wide-ranging semantic information [34]. 
We used query expansion to add related words to a query to 
increase the number of returned documents and improve the 
recall accordingly. In most cases, all words in each query 
should first be extracted. For each word, the synonyms were 
automatically selected. 

Step 5, Text encoding: Many methods can be used to 
convert text into numerical vectors, such as TF-IDF encoding, 
Dec2Vec, Word2Vec, and Bag of Words (BOW) [35]. We 
experimented Dec2Vec and Word2Vec, but they did not 
improve experiments results, so we used the TFIDF to have 
better results. 

Step 6, Computing similarity: Using the cosine similarity 
[36], we computed the similarity between two vectors after 
converting the corresponding contents of each feature into a 
vector by using the TFIDF algorithm. The cosine similarity 
algorithm measures the similarity between two vectors, which 
can represent paragraphs, sentences, words, or the entire 
document. 

Step 7: In this step, four types of clustering models were 
used, namely K-means++, GMM (hard clustering type), 
Hierarchical, and DBSCAN. After the previous steps, we first 
prepared the dataset. Fig. 2 illustrates the total columns and 
rows of the dataset which are 14 columns. Second, we chose 
the clustering type. Third, evaluating the results, we 
performed external evaluation criteria and computed the 
confusion matrix (i.e., precision, recall, F-score, and accuracy 
measures. Table II shows the meaning of the confusion matrix 
symbols that are used for precision, recall, F-Score, and 
accuracy. The mathematical formulas of accuracy, precision, 
recall, and F-score are as follows: 

Accuracy = (TP + TN) / (TP + FP + FN + TN). 

Precision = TP/ (TP + FP) 

Recall = TP/ (TP + FN) 

F-score = 2*(precision*recall)/ (precision + recall). 

TABLE II.  MEANING OF THE CONFUSION MATRIX SYMBOLS [18] 

Symbol Description 

TP The number of data pairs found in the same cluster, both in C and 

in P. 

FP The number of data pairs found in the same cluster in C but in 

different clusters in P. 

FN The number of data pairs found in different clusters in C but in the 

same cluster in P. 

TN The number of data pairs found in different clusters, both in C and 

in P. 

C means the actual cluster and P means the prediction 
cluster. 

 
Fig. 2. The 14 columns of the dataset 
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Fig. 3. Feature extraction 

IV. RESULTS 

In this section, we present the results of applying the 
Proposed Trace Retrieval Approach described in Section 3, 
which consists of two main phases as shown in Fig 1. 

As mentioned in Section III, we applied four clustering 
models (i.e., K-means++, GMM, Hierarchical, and DBSCAN) 
to the three datasets described in Phase 1 of the proposed trace 
retrieval approach. 

The results of the new proposed trace retrieval approach 
are presented here which include four measures: Precision, 
recall, F-score, and accuracy as shown in (Table III). 

Comparing the proposed approach with two experiments, 
namely TraceLab and IR as shown in Tables IV (A) to (C). 
Tables V (A) to (C) show the comparison results of the 
proposed method and the two studies (i.e., studies [19] and 
[24]). 

First, Table III and Fig. 4 present the results of K-means++ 
for three datasets: eTour, SMOS, and eANCI achieved high 
values compared to GMM, hierarchical DBSCAN results. The 
proposed trace retrieval approach is effective in improving 
precision, recall, F-score, and accuracy. The extent of 
improvement differed from one dataset to another depending 
on the dataset type. We used accuracy as an additional 
measure, whereas TraceLab and Information retrieval R and 
two studies [19] and [24] did not. The proposed approach 
achieved highest results using accuracy with the three datasets 
(i.e., eTour = 0.91, SMOS = 0.66, and eANSI = 0.60). Three 
parameters used in the experiments: max_feature with a value 
of 400 for the eTour dataset, SMOS, featurewiz when 
(corr_limit values) equal 0.5, and corr_limit values equal 0.5 
for eANSI. 

TABLE III.  SUMMARY OF THE RESULTS OF THE PROPOSED TRACE 

RETRIEVAL APPROACH USING TWO CLUSTERING ALGORITHMS FOR THREE 

DATASETS 

 

Fig. 4. Summary of the results of the proposed trace retrieval approach using 

two clustering algorithms for three datasets 

Second, presenting a comparison between the proposed 
trace retrieval approach and two experiments, namely 
TraceLab and IR. Table IV (A) to (C) and Fig. 5(a) to (c) 
present a comparison of the proposed approach and the two 
experiments. The results showed that the former returns the 
greatest improvements in the trace measures. 
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eTour SMOS eANCI

eTour dataset: 

Model Name Precision Recall  FScore Accuracy  

K-means++ 0.93 0.97 0.94 0.91 

SMOS dataset 

K-means++ 0.73 0.76 0.74 0.66 

eANCI dataset 

K-means++ 0.64 0.77 0.70 0.60 
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(b) 

 
(c) 

Fig. 5. (a). eTour result comparison: clustering, IR, and TraceLab (b) SMOS 

result comparison: clustering, IR, and TraceLab (c) eANCI result comparison: 

clustering, IR, and TraceLab 

1) Experiment one (TraceLab): Study [37] designed to 

help and support the reproducibility of experiments in 

software engineering and maintenance. In TraceLab’s visual 

modeling environment [38], IR algorithms are implemented as 

experiments using a library of reusable and user-defined 

components [39]. An already existing experiment, called 

Basic IR [40], which is a standard support vector model 

experiment, was conducted to implement the VSM/TF*IDF 

algorithm. 

2) Experiment two: four steps were applied. The first step 

was preprocessing, which included transforming the upper 

case to the lower case, removing the punctuations and digits, 

converting plurals to singulars, and transforming verbs into 

infinitives. The second step was getting the weight of each 

term into artifacts using TFIDF. The third step was computing 

the similarity between the source and target artifacts using the 

cosine similarity. The fourth and final step was computing the 

precision, recall, and F-score. 

TABLE IV.  (A). ETOUR COMPARED WITH IR AND TRACELAB 

Measure Clustering IR TraceLab 

Precision 0.93 0.39 0.046 

 

Measure Clustering IR TraceLab 

Recall 0.97 0.07 0.98 

 

Measure Clustering IR TraceLab 

F-score 0.94 0.11 0.088 

(B). SMOS COMPARED WITH IR AND TRACELAB 

Measure Clustering IR TraceLab 

Precision 0.73 0.24 0.19 

 

Measure Clustering IR TraceLab 

Recall 0.76 0.14 0.99 

 

Measure Clustering IR TraceLab 

F-score 0.74 0.18 0.32 

(C). EANCI COMPARED WITH IR AND TRACELAB 

Measure Clustering IR TraceLab 

Precision 0.64 0.31 0.03 

 

Measure Clustering IR TraceLab 

Recall 0.77 0.11 0.95 

 

Measure Clustering IR TraceLab 

F-score 0.70 0.16 0.06 

Tables IV (A) to (C) and Fig. 5(a) to (c) show that the 
proposed trace retrieval approach achieved high results with 
three datasets in the precision measure, which was the concern 
in this work. TraceLab achieved high results in recall because 
the precision and F-score measures were very low, and the 
false negative (FN) of the links was more than the true 
positive with the three datasets. The proposed approach 
achieved high results with the three datasets in F-score 
compared to the IR and TraceLab. 

Third, compared the results of the proposed approach and 
those of other studies. Tables V (A) to (C) and Fig. 6(a) to (c) 
present the results obtained from applying clustering models 
into the three datasets. The performance of the proposed 
approach was compared to those of studies 19 and 24, which 
addressed the same problem and used the same datasets. Four 
measures were used: precision, recall, and F-score as the 
comparison metrics. The two studies used precision, recall, 
and F-score, but not accuracy. 

Tables V (A) to (C) and Fig. 6(a) to (c) depict that the 
proposed trace retrieval approach achieved high results with 
precision, recall, and F-Score in the eTour dataset than in the 
two studies. In the SMOS dataset, the proposed approach trace 
retrieval achieved high results using precision, recall, F-Score 
than in the two studies. Meanwhile, in the eANCI dataset, the 
proposed approach obtained low results using precision than 
in the two studies and highest results in recall and F-Score. 

TABLE V.  (A). ETOUR COMPARED WITH THE TWO STUDIES 

Measure Clustering Study [19] Study [24] 

Precsion 0.93 0.68 0.66 

 

Measure Clustering Study [19] Study [24] 

Recall 0.97 0.34 0.59 
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Measure Clustering Study [19] Study [24] 

F-score 0.94 0.46 0.61 

(B). SMOS COMPARED WITH THE TWO STUDIES 

Measure Clustering Study [19] Study [24] 

Precsion 0.73 0.57 0.75 

 

Measure Clustering Study [19] Study [24] 

Recall 0.76 0.29 0.33 

 

Measure Clustering Study [19] Study [24] 

F-score 0.74 0.39 0.51 

(C). EANCI COMPARED WITH THE TWO STUDIES 

Measure Clustering Study [19] Study [24] 

Precsion 0.64 0.73 0.62 

 

Measure Clustering Study [19] Study [24] 

Recall 0.77 0.44 0.54 

 

Measure Clustering Study [19] Study [24] 

F-score 0.70 0.55 0.58 

 

(a) 

 
(b) 

 
(c) 

Fig. 6. (A). eTour result comparison: clustering and studies [19] and [24] 

(B). SMOS result comparison: clustering and studies [19] and [24] (C). 

eANCI result comparison: clustering and studies [19] and [24] 

Finally, the authors will present all the experimental 
results obtained from K-means++, hierarchical, and DBSCAN 
as shown in (Tables VI-XVII). Those tables include different 
results using various parameters used during running the 
experiments such as (max_features). The max_features set the 
maximum number of features to be used by specifying the 
value between (100 and 900). Also, featureswiz package was 
used. The package is available at 
https://pypi.org/project/featurewiz/. featurewiz package is 
used for selecting the most important features using different 
parameters like corr_limit parameter using different values 
(0.1 – 0.9) as follows: 

features, train = featurewiz (data, target, corr_limit=0.9, 
verbose=2, sep=",”, header=0, test_data=" ", 
feature_engg=" ", category_encoders=""). 

First: eTour dataset, (Tables VI and VII) presents the 
results of the experiments obtained from K-means++ and 
hierarchical. 

Table VI shows the result of the proposed trace retrieval 
approach using K-means++ based on max_feature values 
(100,300,400,800). The Table indicated that the precision 
achieved the highest value with all max_feature values. Recall 
achieved the highest results when is max_feature values=400 
and 800 and F-Score with max_feature values=300 and 
400.Finally, the accuracy achieved highest results when is 
max_feature values=300,400, and 800. 

TABLE VI.  ETOUR_K-MEANS ++ (MAX_FEATURE) 

 

Measure’s name 

max_feature values 

800 400 300 100 

Precision 0.93 0.93 0.93 0.93 

Recall 0.97 0.96 0.96 0.95 

F-Score 0.93 0.94 0.94 0.93 

Accuracy 0.91 0.91 0.91 0.90 
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According to Table VII, the proposed trace retrieval 
approach using hierarchical based on the max_feature values 
achieved the highest results with precision, recall, F-Score, 
and accuracy when is max_feature value =950. 

TABLE VII.  ETOUR_ HIERARCHICAL (MAX_FEATURE) 

Measure’s name  Max_feature vlues 

800 400 300 950 

Precision 0.91 0.91 0.91 0.93 

Recall 0.56 0.56 0.56 0.95 

F-score 0.69 0.69 0.69 0.93 

Accuracy 0.56 0.57 0.56 0.90 

Second: SMOS dataset, (Tables VIII–XII) presents the 
results of the experiments obtained from K-means++ and 
hierarchical. 

Table VIII indicates the results of the proposed trace 
retrieval approach using K-means++ based on max_feature 
values (100 - 500). Precision achieved the highest results 
when are max_feature values-=400. Both Recall and accuracy 
achieved the highest results when is max_feature values=500, 
and F-score achieved the highest results when are max_feature 
values=300 

TABLE VIII.  SMOS_ K-MEANS ++MAX_FEATURE (MINMAX_SCALARE) 

The authors inferred that the corr_limit values enhance 
precision, recall, F-Score, and accuracy with different values 
as shown in Table IX. Precision achieves the highest results 
when the corr_limit values =0.7 and 0.5. Recall and accuracy 
obtain the highest results when the corr_limit values = 0.7.  F-
Score obtains the highest result when corr_limit values=0.7 
and 0.5. 

TABLE IX.  SMOS_KMEANS++ USING FEATURE_WIZ (MIN, AXSCALER) 

Measure’s name  Corr_limit values 

0.7 0.5 0.4 0.3 

Precision 0.72 0.72 0.71 0.71 

Recall 0.71 0.70 0.67 0.67 

F-score 0.71 0.71 0.69 0.69 

Accuracy 0.64 0.63 0.61 0.61 

As shown in Table X, the proposed trace retrieval 
approach using K-means++ based on standard scalar 
(corr_limit values). Precision and accuracy achieve the highest 
results when corr_limit value=0.5. Also, the recall and F-

Score achieved the highest results when is corr_limit 
value=0.3. 

TABLE X.  SMOS_KMEANS ++ USING (STANDARD SCALAR) 

Measure’s name 

 

Standard scalar  

(corr_limit values) 

0.5 0.4 0.3 0.6 

Precision 0.73 0.70 0.66 0.71 

Recall 0.76 0.75 0.96 0.77 

F-score 0.74 0.72 0.78 0.74 

Accuracy 0.66 0.63 0.65 0.64 

Table XI lists the results of the proposed trace retrieval 
approach using hierarchical based on max_feature values 
(100,200, 300, and 500). The precision achieved the highest 
value with all values of the max_feature. Recall, F-Score, and 
accuracy obtains the highest value when is max_feature values 
=500. 

TABLE XI.  SMOS_ HIERARCHICAL MAX_FEATURE(MINMAX_SCALARE) 

Measure’s 

name  

max_feature values 

500 300 200 100 

Precision  0.71 0.71 0.71 0.71 

Recall 0.80 0.79 0.73 0.77 

F-score 0.76 0.75 0.72 0.74 

Accuracy 0..66 0.65 0.64 0.64 

Table XII presents the proposed trace retrieval approach 
using hierarchical based on featurewiz using (corr_limit 
values). Precision achieved highest results when is corr_limit 
value=0.5. The recall, F-Score, and results enhance when 
corr_limit values equal 0.6. Accuracy when corr_limit equal 
0.5 and 0.6 

TABLE XII.  SMOS _ HIERARCHICAL USING SELECT FEATURES 

(FEATUREWIZ) 

Measure’s name 

 

Standard scalar (corr_limit values) 

0.5 0.6 0.4 0.8 

Precision 0.73 0.67 0.71 0.71 

Recall 0.75 0.94 0.68 0.76 

F-score 0.74 0.78 0.69 0.73 

Accuracy 0.66 0.66 0.62 0.65 

Third: eANCI dataset, (Tables XIII-XVII) presents the 
results of the experiments obtained from DBSCAN, K-
means++, and hierarchical. 

The proposed trace retrieval approach using DBSCAN 
achieved the highest value in precision when is corr_limit 
values-=0.5 and 0.7. Recall F-Score,and accuracy achieved the 
highest value when is corr_limit values=0.7 as shown in Table 
XIII. 

Measure’s 

name 

max_feature values 

500 400 300 200 100 

Precision 0.71 0.72 0.71 0.71 0.71 

Recall 0.80 0.74 0.79 0.73 0.69 

F-score 0.75 0.73 0.77 0.70 0.68 

Accuracy 0.66 0.65 0.65 0.64 0.62 
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TABLE XIII.  EANCI_DBSCAN USING FEATUREWIZ 

Measure’s name 

 

Standard scalar (corr_limit values 

0.5 0.6 0.7 

Precision 0.64 0.61 0.64 

Recall 0.71 0.53 0.77 

F-score 0.67 0.57 0.70 

Accuracy 0.57 0.51 0.60 

As shown in Table XIV, the proposed trace retrieval 
approach using K-means++ based on standard scalar achieves 
highest precision with all values of the Max_feature. Recall-
Score, and accuracy achieves the highest results when are 
Max_feature =200. 

TABLE XIV.  EANCI_KMEANS ++ USING MAX_FEATURE 

Measure’s name Max_feature 

100 200 300 

Precision  0.63 0.63 0.63 

Recall  0.82 0.84 0.84 

F-Score 0.71 0.72 0.72 

Accuracy 0.59 0.60 0.72 

From Table XV, the authors inferred that the proposed 
trace retrieval approach using K-means++ based on standard 
scalar (corr_limit values) achieves the highest results with 
precision when is corr_limit value=0.5 and 0.7. Recall, F-
Score, and accuracy achieved the highest results when is the 
corr_limit value=0.7. 

TABLE XV.  EANCI_ KNEAMS USING FEATURERWIZ 

Measure’s 

name 

Standard scalar (corr_limit values) 

0.5 0.6 0.7 

Precision 0.64 0.61 0.64 

Recall 0.71 0.53 0.77 

F-score 0.67 0.57 0.70 

Accuracy 0.57 0.51 0.60 

According to Table XVI, the proposed trace retrieval 
approach using hierarchical achieves the highest results for 
precision, Recall, F-Score, and accuracy when is MinMax 
scalar = 100. 

TABLE XVI.  EANCI_ HIERARCHICAL USING MAX_FEATURE 

Measure’s name  Standard scalar = 400 Standard scalar = 100 

Precision 0.62 0.63 

Recall 0.68 0.77 

F-score 0.65 0.69 

Accuracy 0.56 0.59 

As shown in Table XVII, the proposed trace retrieval 
approach using a GMM based on a standard scalar achieves 

the highest value in precision, Recall, F-Score, and accuracy 
when is corr_limit values = 0.5. 

TABLE XVII.  EANCI _GMM_ USING FEATUREWIZ 

Measure’s name Standard scalar (corr_limit values) 

0.5 0.6 

Precision 0.63 0.61 

Recall 0.65 0.52 

F-score 0.63 0.56 

Accuracy 0.56 0.50 

Regardless of the results, the suitable intelligent solution 
for addressing the term mismatch problem between 
requirements and source code for a few labels or unlabelled 
data is UNSUPERVISED machine learning using clustering, 
which is the only way to solve the problem of labels and 
enhance low precision. 

V. EVALUATION 

This section presents the evaluation method of the 
retrieved links evaluated with respect to two criteria. The first 
criterion is the performance of the three measures (i.e., 
precision, recall, and F-score), when evaluating the 
traceability links between the source and target artifacts. The 
second criterion is the comparison of the proposed trace 
retrieval approach with two experiments (IR and TraceLab) as 
shown in Tables IV (A) to (C) and two studies ([19]and [24]) 
as shown in Tables V (A) to (C). The proposed trace retrieval 
approach achieved high results compared to the two 
experiments and the two studies. 

VI. CONCLUSION AND FUTURE WORK 

This study presented new clustering-based approach that 
addresses the term mismatch problem to obtain the greatest 
improvements in precision. The study followed the proposed 
research direction toward realizing automated trace retrieval 
by developing intelligent tracing solutions. Then the authors 
applied the intelligent solution that is based on unsupervised 
learning using clustering. After that, evaluate the proposed 
approach results with respect to two criteria: performance of 
the confusion matrix (i.e., precision, recall, F-score) and 
comparison of the proposed trace retrieval approach with two 
experiments and two studies. Clustering yields high results in 
precision with other measures (i.e., recall, F-score, and 
accuracy), which is a big concern associated with trace 
retrieval precision. 

In the future work, the authors will look for another 
intelligent solution that can be applied to the same datasets 
(i.e., eTour, SMOS, and eANCI) for improving trace retrieval 
precision. 
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Abstract—To improve the ability to detect and identify smog 

images in complex road traffic scenes, smog images need to be 

defogged, and an optimized image defogging algorithm on the 

basis of multi-scale convolutional neural network (MCNN) is 

proposed. The physical model of road traffic scene smog 

scattering is constructed, and the image is divided sky area, road 

surface area and road sky boundary area. The road sky 

boundary line is the boundary line between road surface and sky 

area. The dark channel of traffic scene smog image is established 

by Canny edge detection and MCNN optimization, and the smog 

image is subjected to detail compensation and gray enhancement 

processing through prior knowledge. After substituting the 

atmospheric light value and transmittance map into the 

atmospheric scattering model (ACM), the MCNN learning model 

is combined to realize the filtering processing and defogging 

optimization of smog images in complex road traffic scenes. The 

color saturation, defogging degree, peak signal-to-noise ratio 

(PSNR), texture effect as well as other aspects of the image are 

taken as test indexes for the simulation experiment. The 

simulation results show that the color saturation, defogging 

degree and image definition of the defogged haze images in 

complex road traffic scenes are higher by using this method, 

which improves the output PSNR of the defogged haze images in 

complex road traffic scenes, and has a good application value in 

image defogging. 

Keywords—Multi-scale convolution neural network; complex 

road traffic scene; Image defogging; dark passage; Gray 

enhancement 

I.  INTRODUCTION 

Nowadays, the society has entered the information age, 
and the way that human beings know and transform the world 
depends not only on language and characters, but also on 
images, which gradually become the main medium for 
transmitting real-world information. According to scientific 
statistics, in the process of people learning and recognizing 
social changes, most of the effective information comes from 
images, which means that image research has a significant role 
in production and life. In actual scenes, image semantics is 
often changed due to the introduction of some noises, and 
some directions related to computer vision are just born for 
solving this kind of image tasks, such as common image 
denoising and image enhancement, etc. This paper mainly 
focuses on the research of the related methods of image 
defogging. Recently, daily transportation, aerospace and road 
monitoring are all seriously affected by smog weather due to 
rapid development of domestic industrial production,. Fog 

refers to tiny water droplets suspended in the air, which are 
formed by condensation of water vapor in the ground layer; 
Haze, which consists of dust, sulfuric acid, organic 
hydrocarbons and other particles in the air, leads to 
atmosphere turbid. In foggy scenes, natural light will be 
absorbed or scattered by these suspended water droplets and 
particles in the process of transmission, which will cause the 
outline of the shot scene to be blurred, the image clarity and 
color saturation to decrease, thus affecting the overall visual 
effect of images. Especially when the smog concentration is 
high, the information of the real image will be seriously lost. 
Hinder the subsequent application of images. For example, in 
daily traffic 

The main goal of image defogging algorithm is to reduce 
the noise caused by haze impurities to the image, increase the 
image’s clarity and color saturation, and repair the image 
details. Traditional image defogging methods are mainly 
divided into two types. The first type is the defogging 
algorithm on the basis of non-physical model, which only 
depends on enhancing the image to enhance the image visual 
effect. This kind of method does not involve the principle of 
fog formation and the process of image imaging, but only 
enhances some information in the foggy image according to 
the actual needs. The second kind is the defogging algorithm 
on the basis of physical model. This method, on the basis of 
the ACM, estimates the undetermined parameters in the model 
by statistical methods to recover the fog-free image. Recently, 
the deep learning theory has been extensively applied in image 
defogging. Some scholars use a large number of foggy image 
data sets to train and learn, so that they can achieve defogging 
more efficiently. 

The early defogging algorithm did not consider the 
objective physical model of image degradation in foggy 
environment, but was guided by the subjective feeling of 
human vision. By enhancing the contrast of foggy images, the 
visual feeling of images was natural and clear, and the details 
of images were richer. This kind of method can improve the 
subjective quality of images to some extent[1]. However, there 
is no fundamental analysis of the factors affecting image 
degradation, so some prominent information may cause some 
losses. This kind of algorithm mainly includes: histogram 
equalization algorithm. And wavelet homomorphic filtering 
algorithm, Re tinex algorithm, etc. Among them, literature [2] 
puts forward an image defogging algorithm for complex road 
traffic scenes, which adopts the smooth transition of abrupt 
points in the image. Because of the unknown a priori, it is 
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difficult to build a statistical model. Literature puts forward a 
simple defogging model on the basis of physical laws. 
Through constructing the scene’s physical texture features, the 
atomization points are virtually reconstructed. The method is 
simple and easy, but the accuracy is not high. Literature 
analyzes the defogging algorithm of atomized images 
collected on the water surface, and mainly adopts the 
defogging algorithm of complex road traffic scenes on the 
basis of constrained evolutionary time-frequency weighted 
filtering. The algorithm is limited by the scattering 
interference of edge fog points, so the defogging effect of 
complex road traffic scenes and other images is not good. 

To solve the above problems, this paper puts forward a 
haze image defogging algorithm on the basis of MCNN. 
Firstly, the paper builds a physical model of haze scattering in 
road traffic scenes, and builds an ACM according to the sky 
brightness estimation and road sky line segmentation method. 
By using MCNN method, the largest line segment is found out 
based on the calculated length of each straight line segment, 
so as to recover the image scene and defog the image in 
complex road traffic scenes. Finally, the performance of this 
algorithm is checked by simulation experiment, indicating that 
his algorithm has superior performance. 

II.  RELATED WORKS 

The work of removing smoke from traffic scene images 
belongs to image denoising, and people have carried out a lot 
of research in this field before. With the development and 
maturity of artificial intelligence technology, it is increasingly 
used in image denoising. Jian J et al. found that the image 
denoising algorithm based on sparse expression has good 
denoising effect. Therefore, a convolutional neural network 
algorithm based on sparse expression is designed and applied 
to image denoising. The experimental results show that the 
algorithm significantly improves the image quality and the 
denoising effect is significantly better than the algorithm 
model without sparse expression [3]. Jh A et al.'s desert 
images tend to contain noise caused by large amounts of sand 
and dust in the air. In order to improve the quality of images 
taken in desert areas, an improved neural network algorithm 
was designed. The test results show that the algorithm has 
better image denoising effect than the current algorithm [4]. 
Liu Y's research team found that the quality of polarized 
images is easily affected by the noise in the images obtained 
by the polarization camera. A denoising method using pulse 
coupled neural network to optimize polarization images is 
proposed. The calculation results show that compared with the 
most advanced image denoising algorithm, the proposed 
optimized image denoising method effectively suppresses the 
noise in polarized images [5]. Golilarz NA et al. designed a 
neural network algorithm incorporating adaptive Gaussian 
distribution to solve the noise problem in remote sensing 
satellite images. The test results show that, compared with the 
common denoising algorithm, the denoised image 
signal-to-noise ratio of this algorithm is significantly higher 
[6]. 

To sum up, in order to denoise the image to improve the 
image quality, people have proposed many improved image 
appearance processing methods, but few studies have involved 

removing the influence of fog caused by weather in the image, 
which is crucial to improve the image recognition quality of 
the transportation industry, which is the main purpose of this 
study. 

III.  CONSTRUCTION OF ATMOSPHERIC SCATTERING 

PHYSICAL MODEL AND IMAGE PRE-PROCESSING OF IMAGE 

ENVIRONMENT ON THE BASIS OF GIS 

A. Physical Model of Haze Scattering in Road Traffic Scenes 

Firstly, a physical model of smog scattering in road traffic 
scenes is established[7]. When light travels, some of it will 
deflect due to contact with suspended particles in the 
atmosphere[8-9]. Besides, the deflection intensity is closely 
related to the suspended particle’s size, type and distribution. 
Generally, the camera equipment receives two types of light 
sources: one is the reflected light of the target object. During 
reflected light propagation from the target object to the 
imaging equipment, the light received by the equipment is 
attenuated due to the absorption and scattering of impurities, 
resulting in the decrease of imaging brightness and contrast; 
Second, the ambient atmospheric light, the main sources of 
which are direct sunlight, atmospheric scattered light and 
ground reflected light, etc. Atmospheric light will also 
experience the process of being absorbed or scattered by 
particles, but when it propagates to the imaging equipment, 
the original image may be blurred because the intensity of this 
split light is larger than the target’s reflected light. Therefore, 
the light intensity which is received by the imaging sensor is 
mainly from the superposition of the above two remaining 
light intensities after being influenced by impurities. They can 
be respectively expressed by the incident light attenuation 
model (ILAM) and the atmospheric light imaging model. Seen 
from image processing, the contrast of degraded images in 
foggy days is enhanced. Aiming at the characteristics of clear 
boundary line between highway and sky and large sky area, 
the image is segmented first, and the pre-processing of image 
defogging is realized [10]. The schematic diagram of the 
physical model of water surface atmospheric scattering is 
shown in Fig. 1. 

Direct transmission

Airlight

β

Atmosphere
Camera

Object
d

 
Fig. 1. Physical model of atmospheric scattering 

Fig. 1 shows Narasimhan ACM. On the basis of this, a 
monochromatic ACM under fog and haze weather conditions 
is obtained. Depending on the physical model, the weather 
degradation image restoration method, the human eye 
observes the object depending on the reflection phenomenon 
formed when the light meets the target scene[11-12]. During 
the reflection process, the light will collide with the suspended 
impurities in the atmosphere, resulting in the deflection of 
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some light propagation directions and attenuation of the 
incident light actually entering our eyes or imaging 
equipment[13]. At the same time, the scattering degree of the 
incident light is relevant to the distance between the measured 
object and the imaging equipment. The larger the distance, the 
stronger the scattering ability, and the less the light that finally 
enters the camera[14]. The atmospheric scattering process and 
image degradation process during the generation of the 
incident ACM are described by the model state equation: 

( ) ( ) ( ) (1 ( ))I x J x t x A t x  
 (1) 

Wherein, A  indicates the environmental light effect 

component of smog image in complex road traffic scene, 
( )t x

 
indicates the atomization transmittance of smog image in 

complex road traffic scene, and 
( ) ( )J x t x

 indicates the 
attenuation factor of smog image atomization process in 
complex road traffic scene. According to the above equation, 

it is assumed that A  represents the sky brightness, ( )x  
represents the scene albedo of the smog image of the complex 

road traffic scene at the spatial coordinate ( )d x , and S x  
represents the spatial coordinate, so that the pixel of the smog 

image of the complex road traffic scene captured by ( )I x  is 
expressed as: 

- ( ) - ( )( ) ( ) (1- )d x d xI x A x e A e  
 (2) 

Wherein,   represents the scattering degree of incident 
light. In the complex road network environment, the 
transmission wavelength coefficient of smog image imaging 
in the atmosphere of complex road traffic scenes is: 

    
1

,
N

T

i i i i

i

L J w e a w x b e y


    
 (3) 

Wherein, 
 ,J w e

 represents the distance between the 

measured object and the imaging equipment, ia
 represents 

the unit cross-sectional thickness through which the incident 

light vertically passes, b  represents the wavelength of the 

incident light, and ie
 is the scene depth. When the reflected 

light of the target scene propagates to the imaging equipment, 
the impurities suspended in the natural environment will 
scatter the reflected light, resulting in the attenuated incident 
light, direct sunlight and scattered light of other objects 
entering the image acquisition equipment simultaneously. This 
process is named atmospheric light imaging. Therefore, 
contrary to the ILAM, the acquisition equipment in the 
atmospheric light imaging model can not only receive the 
target object’s reflected light, but also have more types of 
atmospheric light. With the fluctuation of light and the change 
of probability density distribution model, the objective 
optimization function of atomization image processing and 
defogging is expressed as: 
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 (4) 

In the above formula, φ () is the wavelength kernel space 
mapping function of the local light spot information of the 

haze image in the complex road traffic scene, and 
 T

iw x
 

is the atmospheric penetration factor of the haze image in the 
complex road traffic scene. The partial derivative of the above 
formula is obtained as follows: 
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 (5) 

In the above formula, 1, ,i N , streamline 
amplification processing is performed on the smog image of 
complex road traffic scene in the Z-axis direction of each 
vertex of the entity constructed by the atomized environment 
model, and the LOD with the highest resolution is used to 
form the entity environment object model of the smog image 
of complex road traffic scene. During the propagation of the 
reflected light of the smog image of complex road traffic 
scene, because of the scattering effect of atmospheric particles, 
some reflected light on the surface of the object is lost due to 
the scattering of the particles of the smog image of complex 
road traffic scene, and the fog point scattering loss of the smog 
image of complex road traffic scene is obtained as follows: 

0

( )
( )

max( ( ), )

I x A
J x A

t x t


 

 (6) 

Wherein, A  represents the opposite of the ILAM, which 

is collected in the atmospheric light imaging model, 
( )I x

 
represents the reflected wavelength of the received target 

object, and 0max( ( ), )t x t
 is the wavelength of the reflected 

light scattered by the suspended impurities in the natural 
environment. Therefore, through the ACM, a scene picture is 
formed, and the reflected light intensity will decrease 
exponentially with the propagation distance. On this basis, this 
paper adopts the defogging method on the basis of the 
physical model, which essentially uses the ACM to solve the 
scene albedo and realize the image defogging. 

B. Mathematical Model Construction and Preprocessing of 

Image 

On the basis of the prior knowledge, the smog image is 
subjected to detail compensation and gray enhancement. After 
substituting the atmospheric light value and transmittance map 
into the ACM, the MCNN learning model is combined to 
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construct the defogging processing model of the smog image 
in the complex road traffic scene, and the mathematical model 
of the image is obtained. Collecting image information by 
block processing method, and selecting initial block size as a 
fixed value: 15*15; determining the image processing 
template by the image size m*n. And solving the dark primary 
color of the scattered atomized image in the 3*3 template of 
the haze image of complex road traffic scene, where 

( )( ) d xt x e   indicates the propagation function or 

transmittance of the medium at the image position 0 ( ) 1t x  , 
so as to obtain the new features of the haze image of complex 
road traffic scene. The solution process is described as follows: 
Assume that the signal form of the haze image information of 
a complex road traffic scene is: 

( ) ( )mn mn

m n

s t a g t
 

 

  
 (7) 

Wherein, mna
 is the extra luminous flux of the imaging 

acquisition equipment, 
( )mng t

 is haze images of 
miscellaneous road traffic scenes , the included angle 
projected in the imaging acquisition equipment is fixed, and 
the atmospheric light source is the cross section of the 
vertebral body, and the largest pixel value of the imaging 
acquisition is determined as the estimated value of sky 
brightness, which is expressed as: 

{ , , } ( )
( ) min ( min ( ( )))dark c

c r g b y x
J x J y

 


 (8) 

Wherein, 
cJ  represents a channel of smog image 

information of complex road traffic scene. A dark original 
smog image distribution area is set in the 3*3 template with X 
as the center. The edge of the smog image of complex road 
traffic scene is detected by Canny operator, and the smog 
image of complex road traffic scene is counted in blocks to 
find out the candidate sky area, and the intensity of the smog 
image of complex road traffic scene is close to 0. Based on the 
above processing, the haze image mathematical model in 
complex road traffic scene is obtained, and the atmospheric 
dissipation function is further defined, and the haze image in 
complex road traffic scene is defogged. The atmospheric 
dissipation function represents the extra part of ambient light 
to the image. In this way, the atmospheric dissipation function 

is simplified to 
( )( ) 1 d xU x e   , which apparently has the 

characteristic resolution of the haze image in complex road 
traffic scene. Therefore, the captured image pixels is 
simplified as follows: 

( ) ( ) ( ) ( )I x J x t x AU x   (9) 

Wherein, ( )J x  is the regular quantity of incident light 

attenuation of a point light source, A  is the illumination 

amplitude and ( )U x is the radiance of the light source. For a 

color image, 
cJ  is defined to represent a certain color 

component J , namely one of the three channels of RGB. The 
global non-significant mutation information extraction method 

is adopted to increase the sampling accuracy. The information 
sampling plane of smog image in complex road traffic scene is 
composed of single-layer square grid in color space. In the 
above-mentioned modeling coordinate system of background 
information of smog image in complex road traffic scene, the 
formula for collecting atomization information of smog image 
in complex road traffic scene is as follows: 

ty y R d 
 ， hz z R d 

 (10) 

Among it, tR
 indicates the transmittance estimation 

value of the haze image in the complex road traffic scene, hR
 

is the estimation of the edge change pixels of the haze image 
Grid structure in the complex road traffic scene is the change 
rate of the abrupt information texture after the image is 
disturbed by haze. Through the above processing, the ACM is 
constructed according to the sky brightness estimation and 
highway sky line segmentation method, and the haze 
scattering image of road traffic scene is defogged. 

IV.  SCALE CONVOLUTION NEURAL NETWORK METHOD 

AND IMPROVED IMPLEMENTATION OF DEFOGGING ALGORITHM 

A. MCNN Learning 

Narasimhan and Nayar explained the elements contained 
in foggy images and the imaging process by establishing a 
mathematical model. The model considered that the reasons 
for the image quality degradation in foggy days mainly 
included two aspects: first, the energy attenuation caused by 
the influence of suspended particles in the atmosphere on the 
absorption and scattering of the target’s reflected light, and 
finally reduced the imaging brightness; Second, atmospheric 
light imaging, where ambient light like sunlight is scattered by 
atmospheric media to form background light, and its intensity 
is too high, which affects the imaging clarity and causes the 
image color to be unnatural. Therefore, the MCNN learning 
method is applied to learn the image defogging. Fig. 2 shows 
the MCNN learning model. 

…

… …

Input layer 

Hidden layer 

Output layer 

 
Fig. 2. MCNN 

In this study, a smog image defogging algorithm on the 
basis of MCNN for complex road traffic scenes is adopted. 
The improved idea and key technology realization of the 
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algorithm are described as follows. Firstly, the texture 
information features of smog images in complex road traffic 
scenes are calculated. Assuming that the transmittance of 
smog in complex road traffic scenes is the same in a local area, 
the 3*3 median filter is used to preprocess the smog in 
complicated scenes of road traffic and filter out the noise in 
the smog in complex road traffic scenes, and the texture 
information of smog in complex road traffic scenes is obtained 
as follows: 

     '

0 0 0 10 1
, , ,i i ii i li l

pk x x x
      

 
 (11) 

Wherein, 0x
 is the transmittance of the window, ix

 is 
the selected brightness in the dark channel diagram of the 

foggy image, i
 is the pixel point at the same position, and 

the error vector of random logarithmic fluctuation is used to 
obtain integer vectors of haze fluctuation and cutoff as 
follows: 

   1
2 ,2i i

b


 

 
  b

 (12) 

Wherein, ib
 is the atmospheric light value, and the image 

S is decomposed into an orthogonal projection sequence of 
smog in complex road traffic scenes by one-dimensional 
wavelet decomposition method. The learning function of 
neural network of smog in complex road traffic scenes is: 

0

' ' '

, ,0 ,1 , ,0 ,1 ,j ,0 j,1
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+ +i j i j i j i j i i
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 
       
 
  

 (13) 

Wherein, 
'

,i jb
 is the transmitted light intensity of smog in 

complex road traffic scene, and for the point set in the edge 
center area, in a local sub-block area in any channel of the 
original road fog image, it satisfies: 

{ , , } ( ) { , , } ( )
min ( min ( ( ))) ( ) min ( min ( ( ))) (1 ( ))c c c

c r g b y x c r g b y x
I y t x J y t x A

   
  

 (14) 

：Wherein, 
cA  represents the sky brightness of a certain 

color channel component, which is known from the previous 

sky brightness estimation algorithm as 
cA , and 0A  . The 

texture features of the haze image of the complex road traffic 
scene in the haze obtained above are uniformly traversed and 
addressed, and the haze on the water surface is segmented by 
the highway sky line to obtain two parts, the regional 

difference 1 2( , )Dif C C
 of which is larger than the internal 

difference 1( )Int C
 or 2( )Int C

 of no less than one part. In 
the area near the highway sky boundary line, the target search 
area can be reduced through detecting the highway sky line, 
which can reduce the subsequent target detection and 
recognition. Here, the estimated value of transmittance is 

expressed by. Because of 0A  , equation (14) is equivalent 
to: 

{ , , } ( ) { , , } ( )

( ) ( )
min ( min ( )) ( ) min ( min ( )) (1 ( ))

c c

c r g b y x c r g b y x

I y J y
t x t x

A A   
  

 (15) 

In the sky area of the complex road traffic scene smog 
image, the intensity value of the complex road traffic scene 
smog image with the smallest channel tends to the sky 

brightness A , that is,  ( ), ,

( )
min ( min ( )) 1

c

y xc r g b

I y

A


, then 

( ) 0t x 
 at this time, because of 0A  , so 

{ , , } ( )

( )
min ( min ( )) 0

c

c r g b y x

J y

A 


 (16) 

Substituting the formula (16) into the formula (15) gives: 

 ( ), ,

( )
( ) 1 min ( min ( ))

c

y xc r g b

I y
t x

A
 

 (17) 

 ( ), ,

( )
( ) 1 ( ) min ( min ( ))

c

y xc r g b

I y
U x t x

A
  

 (18) 

Edge detection is used to get the smog image of complex 
road traffic scene, and Hough transform is used to detect the 
straight line, and the straight line segment is extracted. Here, 
the expression is the estimated value of atmospheric 
dissipation function. 

A. Haze Image Defogging Processing in Complex Road 

Traffic Scenes 

According to the above algorithm, the prior defogging 
algorithm flow of dark channel can be obtained. Firstly, the 
foggy image is used as input, and the dark channel map is 
obtained in accordance with the ACM deformation. Then, the 
atmospheric light value is estimated, thus obtaining the 
transmittance map; at last, on the premise that I(x,y) is known, 
the clear image is inverted by t(x) and A. The defogging 
algorithm can restore the image color and visibility, and at the 
same time, it can estimate the distance of the object by using 
the fog concentration, which have important applications in 
computer vision. However, according to the experimental 
statistics, if the image to be searched contains a large sky 
scene, the restored fog-free image will have obvious excessive 
areas. Realize the restoration of the image scene, and realize 
the image defogging processing in the complex road traffic 
scene. The estimated atmospheric dissipation function is: 

 ( ), ,

( )
( ) 1 ( ) ( ) min ( min ( ))

c

y xc r g b

I y
U x t x U x

A
 



   
 (19) 

In some scenes, it is difficult to extract features manually. 
Convolutional neural network is used to learn image features 
automatically. The influence weight in the field of image 
vision is gradually increasing. Following the example of 
human visual system, CNN obtains local features of data 
through local receptive fields, and gradually expands receptive 
fields by convolution kernel stacking. The restored image can 
be expressed as follows: 

( ) [ ( ) ( )] / (1 ( ))

[ ( ) ( )] / (1 ( ))

J x I x AU x U x

I x A U x U x 

  

  
 (20) 
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Wherein, ( )I x  is the convolution layer parameter, A  is 
the input feature map size, the output feature map size size, 

( )U x  is the convolution kernel size, ( )U x  is the abstract 
feature and context information. The convolution layer plays 
an important role in feature extraction of the input data 
information, and it contains multiple filters. The convolution 
kernel’s each element has its corresponding weight coefficient 
and bias constant, which is similar to the forward propagation 
neuron. Each neuron in the convolution layer is associated 
with multiple neurons, and the associated area is defined as 
"receptive field". To restore the haze image of complex road 
traffic scenes more naturally, a constant   is introduced 
here to improve the estimation of transmittance, where

0 1  , and 

 ( ), ,

( )
( ) 1 min ( min ( )) 1 ( )

c

y xc r g b

I y
t x U x

A
 



    
 (21) 

Wherein, ( )t x  is the estimated value of the improved 
transmittance, and the value of   relies on the fog 
concentration and the size of the sky area in the specific 
complex road traffic scene. For the atomized image, in the 
convolution layer, the step parameter S transformation can 
affect the size of the feature map. It can be seen that when S 
increases, the network parameters of the complex road traffic 
scene fog will decrease. However, setting the S value is 
complicated, and the pool layer can be used to achieve the 
same function, that is, the pool layer can also change the 
image size, so it is also called the sampling layer. It can not 
only reduce the data size, but also detect more abstract 
features and contextual information, thus enriching semantic 
information. The pool layer is generally used behind the 
convolution layer, and two ways of maximum pool and 
average pool are often adopted. Maximum pooling refers to 
selecting the largest element value from locally related 
elements, while average pooling refers to calculating the 
average value from these elements and returning it. The 
adjacent gray levels of image pixels obtained by constraining 
evolutionary conditions are: 

2 ( )( , ) ( ) ( , )
2

j vt f vuP t f s u v e dudvd 
  


   


 

 (22) 

In the above formula, when there is large sky area and 
thick fog, the light transmittance of smog in complex road 
traffic scenes is generally 0.75. When the fog is thick, the   
value is larger, and the value is smaller when the proportion of 
smog image features in complex road traffic scenes is larger in 
the sky area. Because the fog concentration of the smog in the 
complex road traffic scene in the same background has little 
change, we can only get the fog distribution map of one of the 
video frames in the same background, and use the MCNN to 
directly subtract the fog noise of other frames from this fog 
distribution map to achieve the effect of video clarity. To sum 
up, the algorithm implementation process is shown in Fig. 3. 

Smog scene 

video

Background extraction by 

frame difference method

Is there

 any change in the 

background?

Fog distribution in current 

background

Clear video frame in current 

background

Clear video

N

Y

 
Fig. 3. Flow chart of defogging and clearing processing of road surface 

scattering image 

V.  SIMULATION EXPERIMENT AND RESULT ANALYSIS 

To test the algorithm’s defogging and clearing 
performance after collecting smog images of complex road 
traffic scenes under smog, a simulation experiment was 
carried out. The hardware environment of the simulation is PC, 
the operating system is Windows 7, and the system memory is 
4GB. The algorithm simulation is realized by Matlab 2012. To 
prove the image defogging effectiveness, it is evaluated from 
objective and subjective perspectives. According to the 
subjective visual perception of the observer, evaluate the color 
saturation and clarity of the restored image. Evaluation 
indexes are used to quantitatively analyze the restoration 
effect of fog-free images. Subjective evaluation refers to the 
subjective evaluation of the defogged image by observers on 
the basis of its color saturation, defogged degree and texture 
effect. Generally, the scoring criteria for comparison between 
fog-free images and restored images include: whether the 
color is distorted, whether the image is clear, whether there is 
exposure problem, and whether the information of the image 
is lost. Image subjective evaluation can not only reflect 
subjective feelings, but also the evaluation results are 
authentic and effective, which has certain reference 
significance. Although the subjective evaluation is intuitive, 
there are still many problems, which require repeated 
observation of fog-free images, and it is time-consuming. 
Firstly, the images in the road traffic scene under the fog 
scattering environment are collected. Figure shows the 
collected original image information, which is used as a 
sample for image defogging. In Fig. 4, when the road empty 
background image is viewed from a long distance, the image 
is divided into sky area, road surface area and road sky 
boundary area. The road sky boundary line is the boundary 
line between road surface and sky area, and the Canny edge 
detection and Hough line detection are combined to obtain the 
image detail enhancement image in Fig. 5. 
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Fig. 4. Original image sample 

 

 

Fig. 5. Image feature enhancement extraction diagram 

Using the prior information of the sky area position, a 
connected component above the image is selected as the sky 
area to segment the road sky, and the final road sky boundary 
line graph is obtained, so as to pre-process image defogging. 
Through the above processing, on the basis of this, the fog 
processing of road fog image is carried out. To compare the 
performance of the algorithm, this algorithm is compared with 
the traditional Retinex algorithm and MCNN algorithm. 

The analysis results in Fig. 6 show that most of the fog in 
the image is removed by using this algorithm, and the image is 
realistic with good visual effect. The algorithm in this paper 
has obvious defogging effect on smog, especially suitable for 
the processing of images with obvious road-sky boundary 
lines. Test the convergence of the image and get the 
convergence curve as shown in Fig. 7. 

 
(a) Retinex 

 
(b) Time-frequency weighting algorithm 

 
(c) Algorithm in this paper 

Fig. 6. Comparison of simulation results of image defogging algorithm 
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Fig. 7. Convergence test of image defogging 
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The output SNR is tested. The comparison results are 
shown in Fig. 8 and Table I. The results in Fig. 8 and Table I 
show that this method has higher color saturation, higher 
defogging degree and better image definition, which improves 

the peak SNR of the defogged haze images in complex road 
traffic scenes, and has a good application value in image 
defogging. 
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Fig. 8. Signal-to-noise ratio of image defogging output 

TABLE I.  OUTPUT PSNR OF IMAGE DEFOGGING (UNIT: DB) 

Test frame This method Retinex Time-frequency weighting algorithm 

10 90.05  88.09  62.54  

20 90.76  81.27  62.87  

30 95.06  81.62  60.54  

40 93.06  84.35  69.45  

50 93.85  79.19  66.97  

60 91.17  76.56  66.70  

70 96.36  78.77  66.44  

80 93.71  79.68  68.32  

90 90.47  79.92  60.76  

100 97.90  88.77  67.18  

110 94.31  78.22  64.55  

VI.  DISCUSSION 

The existence of smoke in complex traffic scenes will 
further reduce the image clarity, which will affect the 
efficiency of the image recognition system in traffic scenes. In 
this study, a smoke denoising algorithm for traffic scene 
images is proposed, which combines multi-scale idea and 
Canny edge detection. The test results show that, from a 
qualitative point of view, the part of the image that is occluded 
by smoke using the improved algorithm is clearer by naked 
eyes, and the definition and color saturation of the entire 
image are significantly higher than those of the image 
denoised by the contrast algorithm. The research results of 
WANGFS also show that the denoising ability of the 
denoising algorithm has been improved to a certain extent by 
using the fusion multi-scale idea [15]. 

From a quantitative perspective, as the number of training 
iterations of each algorithm increases, the peak signal-to-noise 
ratio of the denoised image of each algorithm gradually 

increases, but on the whole, the peak signal-to-noise ratio of 
the image processed by the improved algorithm designed in 
this study is the highest. When the number of iterations 
exceeds 100, the peak signal-to-noise ratio of the test set 
image after denoising based on the improved multi-scale 
convolutional neural network algorithm, Retinex algorithm, 
and MCNN algorithm is about 94dB, 81dB, and 65dB 
respectively. This is mainly because Canny edge detection can 
retain more feature information of the original image. Suyu 
WANG's research results show that the improved algorithm 
using Canny edge detection has a lower peak signal to noise 
ratio, which is mainly because the algorithm has too few 
computational levels to fully extract image features [16]. 

VII.  CONCLUSION 

In the haze scene, the images taken by the imaging 
equipment will have some problems. Therefore, the research 
of fog removal technology is of great significance. An image 
defogging optimization algorithm based on MCNN is 
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proposed. In the real fog image experiment, qualitative 
observation with the naked eye shows that the defogging 
image processed by the improved MCNN algorithm can better 
process the details on the basis of maintaining the integrity of 
the image information, and the defogging effect is better than 
the comparison algorithm. In addition, the contrast and 
brightness of the real fog image can be closer to the natural 
and clear image. From a quantitative point of view, the 
improved algorithm designed in this study has the highest 
peak signal to noise ratio of the image after processing. When 
the number of iterations exceeds 100, the peak signal-to-noise 
ratio of the test set image after denoising based on the 
improved multi-scale convolutional neural network algorithm, 
Retinex algorithm, and MCNN algorithm is about 94dB, 81dB, 
and 65dB, respectively. The above research results show that 
the image smoke removal algorithm based on the improved 
MCNN algorithm proposed in this study for the application of 
traffic scenes has certain application potential. However, due 
to the limitations of research conditions, this study failed to 
select more data sets for experiments, which is also the part 
that needs to be improved in subsequent experiments. 
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Abstract—Visualization is a process of converting data into its 

visual form as such data patterns can be extracted from the data. 

Data patterns are knowledge hidden behind the data. However, 

when data is big, it tends  to overlap and clutter  on visualization 

which distorts the data patterns. Data is overly crowded on 

visualization thus, it has become a challenge to extract knowledge 

patterns.  Besides, big data is costly to visualize because it 

requires expensive hardware facilities due to its size. Moreover, it 

is timely to plot the data since it takes time for data to render on 

visualizations. Due to those reasons, there is a need to reduce the 

size of big datasets and at the same time maintain the data 

patterns. There are many methods of data reduction, which are 

preprocessing operations, dimension reduction, compression, 

network theory, redundancy elimination, data mining, machine 

learning, data filtering and sampling techniques. However, the 

commonly used data reduction technique is sampling technique 

that derives samples from data populations. Thus, sampling 

technique is chosen as a study for data reduction in this paper. 

However, the studies are scattered and are not discussed in a 

single paper. Consequently, the objective of this paper is to 

collect them in a single paper for further analysis in order to 

understand them in great detail. To achieve the objective, three 

interdisciplinary databases which are ACM Digital Library, 

IEEE Explore and Science Direct have been selected.  From the 

database, a total of 48 studies have been extracted and they are 

from the years 2017 to 2021. Other than sampling techniques, 

this paper also seeks information on big data, data visualization, 

data clutter, and data reduction. 

Keywords—Sampling technique; probability sampling; non-

probability sampling; data clutter; big data; data visualization; data 

reduction 

I. INTRODUCTION 

Data visualization is a technique to convert data to a visual 
form to extract knowledge hidden behind the data through data 
patterns. According to [1], data visualization involves a 
combination of people with distinct visualization-related skills. 
Data visualization is also a technology to explore data 
interactively. Through data exploration, various data patterns 
can be revealed. 

Big data plays a bigger role in our latest technologies today. 
Communities are particularly depending on the data to gain 
more information for decision making [2]. The advantage of 
data visualization is that it supports analysis, identifies issues 
and tackles problems faster through data patterns [3]. 

Big data technology is designed to process an enormous 
dataset for process optimization and decision making [4, 5]. 
However, an enormous dataset, both structured and 

unstructured are complex as they deal with an extensive 
amount of data. Thus, consistently, they are inadequate to 
operate with conventional processing techniques and 
algorithms [2, 6]. This is true when data is from various 
sources with various forms and format and yet they need to be 
integrated prior to processing. 

Other challenges when dealing with big data are the 
effectiveness and efficiency in understanding, storing, 
managing, and developing data visualization [7]. Plotting these 
big data to form visualizations, require high end and expensive 
hardware and software facilities. 

Nevertheless, when data have been successfully plotted and 
converted to visualization forms, it is common for the data to 
overlap on top of each other which could lead to data clutter 
issues. Data clutter can be defined as data that overlapping on 
top of each other which can lead to a massive number of false 
detections over the search space that relies on pixel patterns 
[8]. Fig. 1 below show the example of data clutter. 

 
Fig. 1. Example of data clutter (Source: [51]) 

Another issue of concern regarding data clutter is plotting 
efficiency. It takes a longer time to plot data into its visual and 
is defined as computational overhead which is costly [9]. 

Data clutter also leads to unrecognized data patterns when 
in fact extracting the patterns is the main objective of data 
visualization [10] for strategic planning and decision making. 
In other words, the whole point of data visualization is to 
extract data patterns in order to uncover the gems of 
knowledge hidden behind the data. 

Thus, there is a need to overcome data clutter and one of 
the techniques is through data reduction. Data reduction is one 
of the methods to shrunk computational overhead [11]. 
Although the dataset is reduced, the original information in the 
dataset should be preserved without scarifying any data 
patterns. However, data reduction could somehow remove 
some information from an original dataset that can lead to an 
unknown output of the dataset [12]. Nevertheless, data 
reduction can solve the difficulties that both data and 
visualization scientists suffer [13]. 
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By reducing data in a dataset, data visualization can be 
more comprehensible with clearer data patterns. With proper 
data processing, data reduction can generate accurate 
visualization without changing data patterns [14]. 

The sampling technique is about choosing a subgroup from 
a large dataset and at the same time maintaining its properties 
or attributes [15, 16]. The sampling technique is a crucial way 
to analyze a massive dataset where its size is reduced for 
effective use of equipment and space [17]. 

Moreover, sampling techniques can lower data error that 
happens due to human factors when dealing with a large 
dataset [18]. The sampling technique is an outstanding 
technique to handle large datasets and when the resources are 
restricted. It generates results rapidly and accurately as data are 
smaller in size [19]. Normally, data reduction is implemented 
along with a machine-learning technique to analyze the size of 
the dataset to find an accurate output [14]. 

During analysis, it is common to visualize and analyze 
smaller datasets at a time as it is easier to identify data patterns 
[7, 20]. On the other hand, a larger dataset is explored at an 
early stage of data analysis to get a bird eye view and to 
identify interesting patterns for further analysis [13, 21]. 
Besides that, a larger dataset is used to understand the structure 
and the flow of the dataset [13]. However, it is burdensome for 
the researchers and the algorithms if a large dataset is used to 
discover data patterns. 

Various techniques have been used for data reduction such 
as pre-processing operations, dimension reduction, 
compression, network theory, redundancy elimination, data 
mining, machine learning, data filtering and sampling 
technique However, in this study, the sampling technique is 
chosen as a data reduction technique. It is chosen because it is 
a well-known technique and consistently gives a positive result 
in scaling down the number of massive datasets [11]. 

However, there are various types of sampling techniques. 
Each is with its own strength and weakness. However, the 
discussion of these sampling techniques is scattered and not in 
a single paper. It is inconvenient to gather information from 
different papers. Thus, this review paper combines various 
sampling techniques into a single paper to ease their 
comparison and contrast for further analysis. Besides, the 
analysis could be used in choosing the right sampling 
technique for optimum outcome. 

To be specific, the objective of this review paper is to 
understand the various sampling techniques for data reduction. 
This study is intended to find the answers to three main 
research questions (RQ) which are: RQ1: What are the various 
types of sampling techniques to reduce data clutter?  RQ2: 
What are the distinct behaviors of these sampling techniques? 
Finally, RQ3: What is the outcome of these techniques in 
various dataset and applications? 

To achieve the objectives, this paper starts with an 
introduction, followed by research method. Then, the paper 
continues with the synthesis of results, followed by discussion. 
Finally, the last section summarizes and presents conclusions. 

II. RESEARCH METHOD 

The aim of this paper is to explore the various types of 
sampling techniques that can assist in encountering the 
problem of data clutter and provide a snapshot to a direct future 
design and research. 

Since there are huge research papers available in various 
areas of research, they need to be filtered in order to focus only 
on related papers that give most input. Thus, this section 
focuses on the three steps on how the filtering process is 
designed. 

The first step is to identify research questions, followed by 
a description for each of the questions. This phase is vital as it 
gives direction to the filtering process. Next, is to identify 
related keywords based on the research questions. These 
keywords become the basis for research paper filtering. Three 
online databases have been identified that are suitable for 
cluster analysis. They are ACM Digital Library, IEEE Explore 
and Science Direct. Lastly, inclusion and exclusion criteria for 
the research paper are identified. These criteria are used to 
further filter research papers based on the keywords selected. It 
is to ensure that the research papers are qualified and within the 
scope of the research. 

A. Research Questions 

The first step of the research paper filtering process is to 
formulate research questions. Thus, to achieve this paper‟s 
objectives, it has to answers three research questions as 
depicted in Table I. 

TABLE I.  THE RESEARCH QUESTIONS ADDRESSED 

Research Questions Motivation 

RQ1: What are the various types of 

sampling techniques to reduce data 

clutter?   

To identify various sampling 

techniques that have been used to 

reduce data. 

RQ2: What are the distinct behaviors of 

these sampling techniques? 

Identify the distinct behaviors or 

attributes of these sampling 

techniques and how they are 

different from each other. 

RQ3: What are the outcomes of these 

techniques in various dataset and 

applications? 

Find out how these sampling 

techniques are being applied in 

previous research to view it from a 

bigger perspective. 

B. Search Strategy 

This paper covers English language articles that have been 
published from 2017 to 2021. The primary collection method is 
through online databases. Three popular online research 
databases have been selected which are ACM Digital Library, 
IEEE Explore, and Science Direct. 

The next step is to identify keywords. There are several sets 
of keywords that have been built based on the research 
questions. 

Next, the keywords are embedded with Boolean operators 
which are 'OR' and 'AND' operators. Table II shows the 
research questions and their related keywords. 
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TABLE II.  KEYWORDS FOR RESEARCH QUESTION 

Research Question Keywords 

What are the various types of sampling 

techniques to reduce data clutter? 

“Types” OR “Sampling 

techniques” AND “Reduce” AND 

“Data clutter” OR “Data overlap” 

What are the distinct behaviors of these 

sampling techniques? 

“Distinct” OR “Behaviors”  AND 

“Sampling techniques” 

What are the outcomes of these 

techniques in various dataset and 

applications? 

"Sampling Techniques" AND 

"Application"  

After the keywords have been built, they are then used to 
filter the three online databases. The first search string retrieves 
85,729 search results on ACM Digital Library, IEEE Explore 
returns 97,668 search results and Science Direct fetches 
2,218,712 results. The second search string receives 138,341 
from ACM Digital Library, IEEE Explore returns 241,709 
results and Science Direct fetches 2,648,324. The last search 
string receives 144,579 from ACM Digital Library, IEEE 
Explore fetches 680,554 results and Science Direct receives 
11,397 results. The total for all keywords in three different 
online databases is 6,267,013 articles. 

C. Inclusion and Exclusion Criteria 

Once the databases have been filtered, the next stage is to 
further filter the articles through inclusion and exclusion 
criteria. This step is to ensure the articles fall within the paper 
scope.  Table III shows the inclusion and exclusion criteria for 
this research. 

TABLE III.  CRITERIA OF INCLUSION AND EXCLUSION 

Inclusion Criteria Exclusion Criteria 

The research papers published in the 

English language are included 

Papers written other than English 

language are not included 

Primary studies like original research 

papers are selected 

Papers that fail to answer the 

research questions are excluded 

Research papers, book chapters that 

are relevant to the main topic are 

selected 

Elimination of duplicated papers 

Research papers ranging from 2016 

to 2021 are included in the studies 

Research paper less than two pages 

are removed 

The inclusion and exclusion criteria are applied to the 
6,267,013 articles filtered earlier. Then, the references from 
previous systematic reviews are also added, in order to collect 
as many papers as possible. Finally, a total of 52 papers have 
been identified suitable for the review. From the 52 articles, 
they are then grouped into their related sampling techniques. 
Fig. 2 shows the tabulation of the papers and their topics on 
sampling techniques. 

The total number of papers on simple random sampling is 
nine while six papers focusing on systematic random sampling. 
Stratified random sampling is found in seven papers. 
Moreover, multi-stage sampling has been discussed in three 
papers while convenient sampling appears in four papers as 
well as seven papers on snowball sampling. Lastly, quota and 
judgmental sampling are each discussed in other two papers. 

 
Fig. 2. Histogram for the articles used for each sampling technique 

III. SYNTHESIS OF RESULTS 

This section answers the research questions as depicted on 
Table I, by synthesizing and analyzing the knowledge collected 
from the filtered research papers. 

A. RQ1: What are the Various Types of Sampling Techniques 

to Reduce Data Clutter? 

Sampling technique can be divided into two types which 
are probability sampling and non-probability sampling. 
Probability sampling is also known as random sampling or 
representative sampling. 

Unlike probability sampling, non-probability sampling does 
not have a random selection of the sample. 

1) Probability sampling: Probability sampling chooses the 

sample data randomly. The data population must be defined 

precisely to make the sample selection process easier. The 

advantage of probability sampling is that it can reduce the 

chances of systematic error during the sampling process [22]. 

A systematic error is caused by incorrect measurement of data. 

Moreover, the sampling technique under-probability sampling 

can reduce bias that is a common problem in sampling 

technique [22]. It can select sample data fairly without bias. 

Moreover, sampling techniques in probability sampling can 

generate a better sample as compared to non-probability 

sampling [22]. 
However, probability sampling demands a lot of training. 

In addition, to ensure the sample data collected is fair and 
generates the desired outcome, some calculations need to be 
applied to the technique. Other than that, probability sampling 
is timely to generate samples because of the calculation and the 
implementation of the technique happens layer by layer [23]. 
There are a few techniques that fall under probability sampling 
which are simple random sampling, systematic random 
sampling, stratified random sampling, cluster sampling, and 
multi-stage sampling. 

2) Simple random sampling: One of the sampling 

techniques that fall under probability sampling is simple 

random sampling. Simple random sampling is a sampling 

where each data in the population has a similar chance to be 

selected as the sample. Each data in the population can 

participate to be selected as a sample without exception. 

Usually, the researcher uses computer-generated random 

numbers to select the sample. Simple random sampling is 

9 
6 7 

12 

3 4 
7 

2 2 0
2
4
6
8

10
12
14



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

805 | P a g e  

www.ijacsa.thesai.org 

suitable to be used when the entire population is available and 

the researcher has a list of all subjects from the population 

[23]. Fig. 3 below shows how the simple random sampling 

selects samples from the population. 

 
Fig. 3. Selection of sample using simple random sampling 

However, using simple random sampling techniques may 
reduce the possibilities of bias. It is because the dataset is 
selected randomly, hence there is no bias. The sample from the 
population is a righteous representative of the whole 
population [22]. For example, if there exist a few categories in 
the dataset, all the categories will reform to represent the whole 
categories. Simple random sampling lowers the vulnerability 
suitable to the finite size of the sample [23]. 

Simple random sampling might be pricey and time-
consuming if the population involved a broadly spread 
geographical location. It needs a lot of attempts when a dataset 
used is large [22]. However, if there is a minority in the 
population, they will be diminished. 

3) Systematic random sampling: The next technique of 
probability sampling is systematic random sampling which 
makes use of a specific formula to select the sample. The 
formula is also known as regular interval [24]. The process of 
data selection is initiated by selecting a random data and then 
the selection continues at regular intervals [23]. 

A population can be described based on any characteristics 
that are suitable for the studies. The characteristics can be age, 
gender, race, location, and others, as long as there are different 
characteristics. 

Fig. 4 below shows how systematic random sampling 
selects the sample from the population. 

 
Fig. 4. Selection of sample using systematic random sampling 

Systematic sampling is to ensure that the whole population 
participates in the sampling selection and there is no exception 
[22]. Thus, there is certainly a sample from each data category 
since all the categories are involved. Similar to simple random 
sampling, systematic sampling chooses the sample randomly 
and the location of the sample is not important as long as all 
the elements are included [22]. Systematic sampling is less 
expensive [24]. 

Due to the calculation that is needed for this technique, it 
might be timely and requires lots of effort especially if the 
population involved is scattered in the widely spread 
geographical area and it is also a challenge to access the 
population [22]. 

4) Stratified random sampling: One of the sampling 
techniques that uses strata or subgroups of the population is 
stratified random sampling. Stratified random sampling uses a 
subgroup to give an equal possibility to select data randomly 
from the strata [21]. The population is grouped into similar 
characteristics and the sample is selected randomly from the 
subgroup [22]. Stratified sampling is derived from the simple 
random sampling; hence the sample frame is needed. Fig. 5 
below shows how stratified random sampling is selected from 
the population. 

 
Fig. 5. Selection of sample using stratified random sampling 

The advantage of stratified random sampling is the 
researcher can collect samples from each of the strata and the 
sample size will be different from each stratum [22]. Stratified 
random sampling also collects samples from the minority 
population, hence there is no exception between the majority 
population and minority population [22]. Thus, stratified 
sampling can represent the actual data population [25]. 

However, stratified random sampling is costly, timely and 
requires a lot of effort due to the subgroup process and 
randomly selected samples [20, 25]. If the population is not sub 
grouped into the same characteristic, the entire research may be 
useless [20]. Hence, before proceeding to select the samples, 
the researcher must make sure that the population has been sub 
grouped correctly based on the characteristics. 

5) Cluster sampling: Cluster sampling is a sampling 
technique where the samples of the population are from a 
geographical area that is spread and possible to be accessed 
simultaneously [21]. The researcher splits the population into 
clusters based on the geographical area and later extracts the 
sample from the cluster. Cluster sampling is similar to simple 
random sampling as the samples are randomly selected from 
the cluster. Fig. 6 shows how samples are selected from the 
population using cluster sampling. 

 
Fig. 6. Selection of sample using stratified random sampling 

If the population is widely spread over a geographical area, 
cluster sampling can lessen the cost, time, and efforts 
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compared to other sampling techniques [26]. Cluster sampling 
requires less effort and time because the population can be 
visited once. Moreover, cluster sampling does not need to 
define the number of clusters prior to processing [27]. The 
number of clusters is defined after the whole population has 
been clustered. According to [28], cluster sampling does not 
require additional information while the algorithm is applied to 
the population. By using hybrid models, it can enhance the 
variances for the data [29]. 

However, cluster sampling might not perform the true 
diversity of the population [30]. Moreover, biases and 
systematic errors could happen sometimes. In addition, after 
the cluster sampling has been applied to the population, it 
might be challenging to do a correction to the sample [27, 28]. 

6) Multi-stage sampling: The last sampling technique of 
probability sampling is multi-stage sampling. Multi-stage 
sampling is similar to cluster sampling where the population is 
sub grouped into the same cluster and a sample from the 
cluster is selected in the next process [21]. 

The advantages of multi-stage sampling are time and cost 
efficiency. This is because the population is sub grouped into 
the same category and samples from the subgroup are selected 
at a later stage [22] which reduced the process flow. The 
disadvantage of multi-stage sampling is the sample does not 
represent the population if the selected clusters do not capture 
the characteristics of the population [22]. 

7) Non-probability sampling: Another type of sampling 

technique is non-probability sampling where selection is not 

random. The dataset for this type of sampling does not need to 

be precisely defined. Unlike probability sampling, non-

probability sampling can be used either for specific and 

general categories. 
The advantage of using the non-probability type of 

sampling is that they require less effort and less time to 
generate the sample [22]. However, their disadvantage is that 
they are easily exposed to systematic errors and bias issues 
[20]. Thus, the samples at times might not be an accurate 
representation of the population [20]. 

There are a few sampling techniques that fall under non-
probability sampling, which are convenient sampling, snowball 
sampling, quota sampling, and judgment sampling. 

8) Convenient sampling: Convenient sampling is the 
process of selecting sample subjects based on their availability 
and accessibility [24]. It is common for researchers to conduct 
interviews from the available pool of respondents as shown in 
Fig. 7. It is not the researchers‟ concern if the selected data fail 
to represent the population. 

 
Fig. 7. Selection of sample using convenient sampling 

With this kind of method, data could be collected through 
online channels where respondents are those who are willing to 
spend time in the data collection process [31]. Thus, it takes 
less effort. However, convenient sampling is easily facing 
problems of biasness and systematic error. 

9) Snowball sampling: Another non-probability sampling 
technique is snowball sampling. Snowball sampling is where 
the researcher makes the first arrangement with a small group 
of people that are relevant to the subject and uses them as the 
criterion to contact other people [21]. In other words, data are 
collected form a small group of respondents and through them, 
more responded are identified as illustrated in Fig. 8. 

 
Fig. 8. Selection of sampling using snowball sampling 

The technique is suitable when the population is not located 
in a particular area [24]. It is also suitable for scarce and very 
small population [22]. Thus, there may occur biases and 
systematic errors due to non-random network connection [20]. 

10) Quota sampling: Quota sampling is also categorized as 
non-probability sampling. Quota sampling is commonly used 
if the elements of the population is not matched with another 
characteristic of the criteria that has been defined. The 
population is sub grouped into its same elements and the quota 
is set for each subgroup. 

The advantage of quota sampling is every single subject in 
the population has its own subgroup. Compared to stratified 
sampling, quota sampling is less time consuming and 
inexpensive [22]. However, quota sampling might not be the 
best method to represent the whole population. Hence, it 
cannot counter issues where generalizability needs to be made 
[20]. 

11) Judgmental sampling: Judgmental sampling is the 

sampling where the subjects of the population are selected by 

the researcher [20].  The process starts with the researcher 

generally evaluating the population‟s characteristics. From 

there, samples are selected with the aim that they represent the 

whole population as illustrated in Fig. 9. 
There are not many researchers who use this sampling 

technique because the researcher's judgment might be biased 
[22]. 

 
Fig. 9. Selection of sample using judgmental sampling 
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In short there are various sampling techniques, and they can 
be grouped into probability and non-probability. Each has its 
own behaviors and characteristics. Thus, the next section 
answers the RQ2 where the sampling techniques differences 
are analyzed. 

B. RQ2: What are the Distinct behaviours of these 

Tecniques? 

To answer research question 2 (RQ2) about the distinct 
behaviors of the sampling techniques, this section compares 
and contrasts these sampling techniques. Table IV shows their 
comparison. 

TABLE IV.  COMPARISON OF SAMPLING TECHNIQUES 

 

 

Behaviors 

 

 

Sampling 

Techniques 

 

Use 

sample 
Costly 

Bias 

problem 
Timely 

Sample 

represent 

population 

Lots of 

efforts 

Systematic 

error 
Size of population 

Simple Random Sampling Yes Depends No Depends Yes No - Large 

Systematic Random Sampling Yes No - Yes Yes Yes - Large 

Stratified Random Sapling Yes Yes - Yes Yes Yes - Large 

Cluster Sampling Yes No Yes No Yes No Yes Large 

Multi-stage Sampling Yes - - - - - - Large 

Convenient Sampling No No - - - No - From small to large 

Snowball Sampling No No Yes Yes - Yes Yes From small to large 

Quota Sampling Yes No - No No No - Small 

Judgmental Sampling No No - No - Yes - From small to large 

The comparison involves a group of probability and non-
probability sampling techniques which have been introduced in 
the earlier sections.  The comparison involves a few attributes 
which are sample, cost, bias problem, time-consuming, 
population representation, efforts used, systematic error and 
size of population. 

In terms of costing, stratified technique is more costly as 
compared to others. On the other hand, costing for simple 
random sampling depends on the dataset size. The bigger the 
size the more cost involved.  Sampling techniques that are less 
costly are systematic random sampling, cluster sampling, 
convenient sampling, snowball sampling, quota sampling and 
judgmental sampling. 

Next attribute that is important in the area or sampling is 
bias. Sampling techniques that are prone to bias are cluster 
sampling and snowball sampling. Meanwhile, simple random 
sampling is the least with the issue of bias. 

Timely is another attribute for comparison. Sampling 
techniques that are timely to be executed are systematic 
random sampling, stratified random sampling and snowball 
sampling. On the other hand, sampling techniques that are not 
commonly related to timely issues are cluster sampling, quota 
sampling and judgmental sampling. While simple random 
sampling depends on the size of population or dataset. The 
bigger size, the longer sampling process. 

In terms of accurately representing population, the 
sampling techniques are simple random sampling, systematic 
random sampling, stratified random sampling and cluster 

sampling. Meanwhile, quota sampling is not included in this 
group of accurately representing the population. 

Besides, effort is another attribute of sampling techniques 
that differ from each other. Systematic random sampling, 
stratified random sampling, snowball sampling and judgmental 
sampling require more effort for implementation. On the 
contemporary level, simple random sampling, cluster sampling, 
convenient sampling and quota sampling are categorized as 
less effort when it comes to implementation. 

Systematic error is another vital attribute of sampling 
technique that needs to be compared. Cluster sampling and 
snowball sampling are prone to systematic error. While for 
other sampling techniques, it could not be identified whether 
they are prone to systematic error. 

Lastly, population size varies with sampling techniques.  
Different techniques are suitable for different population sizes. 
Techniques that use large populations are simple random 
sampling, systematic random sampling, stratified random 
sampling, cluster sampling and multi-stage sampling. On the 
other hand, quota sampling is suitable for a small population. 
However, convenient sampling, snowball sampling and 
judgmental sampling need two steps. Thus, the first step is to 
make use of the small population and the population will grow 
with time. 

C. RQ3: What is the Outcome of these Techniques in Various 

Dataset and Application 

This section is to identify the various applications of the 
sampling techniques based on the previous research. 
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The discussion starts with probability sampling and 
continues with a non-sampling group of techniques. 

1) Probability sampling: This section discusses the 

application of various probability sampling in various areas. 
2) Simple random sampling: Many previous studies used 

simple random sampling as the technique in their studies. 
According to [32], to find the random information that is 
adjacent to the expected distribution, the anticipated 
distribution and the sampling distribution are extricated 
frequently by using simple random sampling. The purpose of 
extracting frequently is to make sure that the population is 
placed randomly and not follow any arrangement. By 
combining the simple random sampling technique with 
Arithmetic Mean which is then known as Random Sampling-
Arithmetic Mean (RS-AM), it could reduce the data conflict 
and increase the sampling accuracy [32]. The benefit of using 
RS-AM is that an efficient calculation method could be 
achieved if the distance function is used effectively [32]. 

Based on [33], block pool is the output of I-sampling. It is 
also known as the block-based sampling method. It is used 
with data that has almost similar probability distribution. 

The sampling process start with splitting a large dataset into 
non-overlap data. Next, block pools are created. Finally, the 
data blocks are randomly be selected from the block pool. This 
is to ensure data are selected fairly and without bias. 

In addition, by using distinct data sizes to randomly extract 
the documents especially in medical, the chances of certain 
words appearing in the documents and sentences are high. 
Identifying the distance between target words in different 
dimensions is used to categorize the documents and to 
differentiate the documents. Each alphabet has its own size and 
distance between each stroke. For the word centroids distance 
training, random sampling is applied to verify the accuracy of 
the output and the variety of the selected documents [30, 48]. 

Simple random sampling can also be used to allocate 
resources to the network and all subsystems in the Markov 
chain [31, 34]. It has been proven that simple random sampling 
can be used in the network and not limited to dataset. Due to 
the power supply and network restraint, it is suitable to make a 
schedule especially a wireless network system that incorporates 
the immense number of nodes. Scheduling is used to ensure the 
stability of performance specification in the network systems. 
Scheduling performs independent control loops based on the 
requirement and overall network supplies. 

3) Systematic random sampling: Systematic sampling 
technique is used in an alternative method to estimate the 
Banzhaf-Owen value in a large class of TU games with 
scientific [32, 34]. The systematic sampling technique is 
suitable with the arrangement of a priori unions. Systematic 
sampling is used as a technique in this study because this 
technique can handle memory size issues and can reduce 
massive situations. 

In addition, Stochastic bilevel programming is a program 
that has randomness in the problem, hence it will face 
problems with computationally expensive and challenging [33, 
34]. The randomness that happens in bilevel programming is 

the randomness property and hierarchical nature of 
optimization. Systematic sampling is chosen as the algorithm 
because this technique will determine a representative from the 
leader's opinion and hybrid particle swarm optimization 
procedure. 

Another application of systematic sampling is to measure 
the correlation of two objects. The correlation is defined as the 
max-min distance between two points set and could identify 
the parallel between two points [34, 48]. A Measure two-point 
set is known as Hausdorff distance or HD. HD is difficult to 
figure out because of a very massive scale point set and at the 
same time to assure the certainty of HD. Systematic sampling 
is chosen as the algorithm because it spends less time to choose 
the sample and achieve maximum dispersion of the sample and 
the starting point of this sampling is selected random samples 
[34, 48]. 

4) Stratified random sampling: Stratified sampling is a 
widely used tool for variance reduction used for failure 
probability estimation. This study merges the stratified 
sampling with importance sampling and stratified importance 
sampling. Stratified sampling is used to reduce the samples to 
approximately a failure probability with the same coefficient 
of variation [34, 35]. 

The common use of stratified sampling is to subgroup the 
population [34, 36]. Then samples are selected from the 
subgroup. The sample size is to resolve the strata by 
acknowledging the compatibility between sampling design and 
load research objectives. The population from the study 
consists of electricity tariffs, contract power, geographical area, 
and region type. Stratified random sampling subgroups the 
population into the same categories. 

In the study conducted by [37, 48], stratified sampling is 
used to preprocess the wastewater condition dataset that has a 
sophisticated nonlinear relationship, performance, and MLR 
models that are not good. The researcher partitions the dataset 
into different subgroups and selects data points from distinct 
strata for different purposes. Stratified random sampling trains 
and tests the dataset that contains the same proposition of each 
class label [37]. 

5) Cluster sampling: A study conducted by [38] stated 
that the cluster sampling technique is applied to get a sample 
from Java software that consists of a similar system and to 
display the differences between the clusters. The software is 
grouping into the cluster using the CrossSim algorithm to 
observe the similarities. After finding out the similarities, the 
software is clustered using cluster sampling. Lastly, to extract 
the description of the project and group the systems based on 
the extraction, Python implementation of the Latent Dirichlet 
Allocation (LDA) is used. 

Moreover, the clustering technique can be used as an 
alternative technique for subdividing the input space especially 
involving the high-dimension input spaces and to model MFs 
into partitions. This study uses the cluster sampling approach 
initialized ANFIS and MF which can take the entire advantage 
of intrinsic data distribution. The cluster sampling is used to 
develop ANFIS nearest-neighbourhood and to allow the online 
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generation of advanced rules by excluding the nearest-
neighbourhood that is not effective anymore [20, 39]. 

On the other hand, conditional cluster sampling is used as 
the approach for the current pandemic around the world that is 
COVID-19. This study is conducted by [40] where conditional 
cluster sampling is used to test patients in pools rather than 
individual testing by using a numerical method, statistical data, 
and machine learning. After the output has been generated for 
each pool, the researcher makes a decision either to continue 
the testing or abort it. Conditional cluster sampling is applied 
to cluster the population depending on the patients' condition. 
The major reason behind this study is the possibility of 
COVID-19 critical patients is higher than other patients' 
diseases. 

Lastly [41] stated that the cluster sampling is not efficient 
as SRS, but it is cost-efficient in the statistical information that 
is to come across a wide geographical area. Cluster sampling is 
the most economical when a group of the population element 
establishes a sampling unit than a single element [41]. 

6) Multi-stage sampling: There are a few studies that used 

multi-stage sampling as the approach. One of the studies is 

conducted by [42], where the multistage sampling is the 

extension to the acceptance sampling technique where the 

inspection happened several times and only accepted if it 

travelled as such it covered all stages. This approach is called 

the multi-stage acceptance technique when the starting test is 

pursued by the next inspections. 

7) Non-probability sampling: This section discussed the 

non-probability type of sampling technique. 
8) Snowball sampling: The study conducted by [43] stated 

that snowball sampling is used when it is difficult to approach 
subjects with distinct characteristics. The study used 
qualitative research which coordinates the approach of 
describing people's experiences and internal feelings. This 
research collects data with a different approach such as 
interviews, observations, focus groups, narratives, notes, 
reports, and a review of archives. Snowball sampling 
assembles the information to approach specific groups of 
people. 

Moreover, [44] using snowball sampling to create samples 
from simulated networks and cut down the distance from 
network statistics across network sizes. In this study, snowball 
sampling generates samples with an identical number of waves 
and seeds as the samples taken from simulated population 
networks. 

Besides, snowball sampling is used to identify the 
effectiveness of assumptions about the existence of effects 
such as network closure and attribute homophiles [45]. This 
study uses snowball sampling to generate specimens of nodes 
in a network by applying the network structure itself that can 
be represented as follows. 

Lastly, snowball sampling starts with the entity that has 
preference characteristics and uses that individual's connection 
to attract other people with the same characteristics [46]. This 
study uses a snowball sampling to gain information about the 
mothers with children that have developmental disabilities. 

Mothers are requested to pass the information to other mothers 
that might have a child that suffered from developmental 
disabilities. However, previous studies for judgmental 
sampling, quota sampling, and convenient sampling are quite 
difficult to find. 

IV. CONCLUSION 

There are two main types of sampling techniques which are 
probability sampling and non-probability sampling. The 
sampling techniques that fall under probability sampling are 
simple random sampling, systematic random sampling, 
stratified random sampling, cluster sampling, and multi-stage 
sampling. 

The population involved in the probability sampling can be 
large as the sampling techniques take the samples directly from 
the population. Hence, the large population should ensure that 
the output generated is correct and accurate. Each sampling 
technique in probability sampling has its methods or 
calculation to take samples from the population. 

The sampling techniques for the non-probability sampling 
are convenience sampling, snowball sampling, quota sampling, 
and judgment sampling. The majority of the sampling 
techniques in the non-probability sampling are suitable for 
small populations. Thus, most researchers use this sampling 
technique in their research because of the population size. 

On the other hand, non-probability sampling is not quite 
popular among researchers because of the small population.  
This can lead to inaccurate output. Therefore, in this paper, 
there are sampling techniques in non-probability sampling that 
do not have previous studies. Besides, non-probability 
sampling majorly uses primary data which could become a 
burden to researchers. 

Probability sampling is usually used by the researcher 
because the data can be primary and secondary. Hence, the 
researcher can choose how to gather the data (primary or 
secondary). Moreover, probability sampling uses a large 
population that can lead to accurate results because of the 
number of the population involved in the research. 

To make researchers to understand the pattern well, 
researcher can visualize the graph. One of the well-known 
visualization graphs is parallel coordinates as it can be used for 
large and multi-dimensional data set visualization [46, 47]. 
One of benefits of using parallel coordinates graph is the ability 
to identify the relationship of multivariate data [20]. 
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Abstract—China’s national development and reform 

commission issued the “logistics industry adjustment and 

revitalization plan” in 2009 to support the development of 

agricultural product logistics and distribution centers. China’s 

agricultural product logistics and distribution have entered a 

stage of rapid development. With the rise of the sharing 

economy, logistics has become a bottleneck restricting the further 

development of agricultural product distribution. In order to 

realize the effective cooperation among the main body of 

agricultural product logistics distribution, improve the 

distribution efficiency and reduce the distribution cost, a logistics 

distribution optimization model based on the two-layer planning 

idea and genetic algorithm is proposed. A two-level programming 

model is constructed by combining qualitative and quantitative 

methods, theory and examples, and insertion and deletion 

operators are introduced to optimize the genetic algorithm. The 

research results show that the optimized genetic algorithm has a 

54.55% increase in convergence speed, 1.08% in performance, 

and a 54.231% reduction in path length compared to the 

benchmark algorithm. It effectively improves the efficiency of 

path planning and saves the planning cost, and the final target 

value is reduced by 48.19%. 

Keywords—Sharing economy; two-level programming; genetic 

algorithm; path optimization 

I. INTRODUCTION 

With the rise of the sharing economy, urban residents in my 
country have higher requirements for the distribution of 
perishable agricultural products, and relevant online platforms 
need to have more professional logistics and distribution 
planning [1]. Due to the late start of the perishable agricultural 
product distribution network in China, the lack of infrastructure 
and equipment, and the lack of relevant technical and legal 
support are discussed in [2]. In addition to strengthening the 
construction of perishable agricultural product distribution 
infrastructure and improving relevant laws, it is also necessary 
to establish an efficient logistics network system for the 
distribution of perishable agricultural products [3]. In China, 
the distribution network of perishable agricultural products 
usually adopts the network model of a single economy. The 
production base is directly connected with the sales terminal, 
and the merchant arranges the delivery order according to the 
user's order delivery time. The lack of overall planning in each 
link of this model will not only result in waste of transport 
capacity, but once traffic congestion and other problems occur 
midway, the goods may not be delivered in time. In order to 

build a more reasonable logistics network and solve the 
problems existing in the layout of the existing logistics 
network, a genetic algorithm (GA) optimization logistics 
distribution model for two-level planning is proposed. The 
upper model is to determine the optimal location of logistics 
distribution nodes, and the lower model is to determine the best 
path for logistics distribution. For the optimization of the 
genetic algorithm, insertion operator and deletion operator are 
introduced to increase the coherence constraint of path 
planning and reduce the path mutation before and after the 
current planning. The combination of node location selection 
and distribution path optimization in the logistics distribution 
network can fundamentally realize the coordination and 
cooperation of various subjects, so as to improve logistics 
distribution efficiency, reduce distribution costs, and meet 
consumer demand for quality, time and price. 

II. RELATED WORK 

The State Information Center of China mentioned in the 
“China Sharing Economy Development Report (2019)” 
released on February 28, 2019 that the transaction volume of 
China’s sharing economy market exceeded three trillion yuan, 
a year-on-year increase of 41.6%, and the number of relevant 
participants was close to 800 million. The “sharing economy” 
has become a new economic growth point with huge potential 
in China [4]. The transaction scale of fresh agricultural 
products is about 162 billion yuan, maintaining a steady 
growth of 29.2% [5]. 

In order to solve the problems of high cost and low 
resource utilization in the process of logistics distribution under 
the sharing economy, many domestic and foreign scholars have 
carried out related research. Scholars such as Lv proposed a 
linear multi-objective bi-level programming method, the core 
of which is to replace the lower-level problem with optimal 
conditions, and use the complementary constraint as the 
penalty term for the upper-level objective. And introduce the 
concept of problem equilibrium point and analyze its 
characteristics, and propose an equilibrium point algorithm 
based on the penalty method [6]. Scholars such as Zeng 
proposed a two-level programming model with equilibrium 
constraints to optimize the planning and design of renewable 
energy electric vehicle charging stations. The lower-level 
problem is used to confirm the user’s charging strategy [7]. 
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Scholars such as Moon K proposed a two-level 
programming model to find a single minimum genetic 
variation by studying the logical reasoning of Boolean 
networks, and developed a branching and constraint algorithm, 
which can effectively find all the minimum mutations. The 
effectiveness of this model is validated through computational 
studies on a variety of Boolean networks [8]. Song et al. 
constructed an energy optimal scheduling model based on 
uncertain two-level programming. The upper model takes the 
transition matrix of the energy hub as the upper decision 
maker, and the minimum operating cost in the form of 
confidence as the objective function; the lower model uses the 
power subnet, the optimal operation scheme of the thermal 
energy sub-network and the gas sub-network is the lower-level 
decision-maker, aiming at the operation economy of each 
sub-network and taking its operation as a necessary constraint 
[9]. Aboelnaga Y and other scholars proposed an improved 
genetic algorithm and chaotic search to solve the two-layer 
programming problem, which improved the performance and 
convergence speed of the algorithm, and successfully got rid of 
the local optimum, allowing the algorithm to solve the global 
optimum [10]. 

Scholars such as Zhu believe that a genetic algorithm 
model based on the attention mechanism is proposed, and the 
attention mechanism is used to assign different weights to each 
feature, so that the model can focus more attention on key 
features. And through the genetic algorithm to optimize the 
structure of the model and the parameter selection of the data, 
the global search ability of the model is improved [11]. Wang 
et al. proposed a multi-objective trajectory planning method 
based on an improved elite non-dominant sorting genetic 
algorithm. The trajectory function is composed of a quintic 
polynomial and a cubic Bezier curve, and then three genetic 
operators are introduced: sorting group selection, 
direction-based crossover and mutation with adaptive precision 
control. The optimal solution of the algorithm is determined 
through fuzzy comprehensive evaluation to obtain the optimal 
trajectory [12]. Huang et al. (2022) proposed an adaptive optics 
technique based on genetic algorithm to detect the twisted 
wavefront of a laser beam, and then perform aberration 
correction, which has optimized the performance of 
two-photon fluorescence microscopy. With the spatial light 
modulator acting as a wavefront controller, the corrected phase 
is obtained through a signal feedback loop and a natural 
selection process [13]. Scholars such as Zemliak (2022) 
introduced the generalized optimization idea of circuit into the 
optimization of genetic algorithm, changing the control vector 
that determines the method of calculating the fitting function 
makes it possible to bypass the local minimum and find the 
global minimum, and the accuracy is high, and the central 
processing unit Time is also greatly reduced [14]. Scholars 
such as Al-Obaidi et al. (2021) incorporated the developed and 
validated process model into an optimization framework based 
on species conservation genetic algorithms to optimize the 
design and operating parameters of the process. And a 
multi-objective function is proposed to optimize the membrane 
design parameters, xylenol repulsion and required energy 
consumption [15]. Scholars at home and abroad have used 
two-level programming and genetic algorithm in the field of 
path planning, and achieved certain results. However, in terms 

of genetic algorithm optimization, only the smoothness of a 
single planned path is considered, but the coherence of multiple 
planned paths is not considered, and it is impossible to 
guarantee that the planned path has no mutation [16]. Aiming 
at the incoherence problem of common genetic algorithms in 
path planning, this paper proposes an optimization method that 
introduces insertion operator and deletion operator, and adds 
coherence constraints in the fitness function, in order to reduce 
the probability of path mutation and ensure the path Coherence 
and smoothness of planning. 

III. GENETIC ALGORITHM OPTIMIZATION AND TWO-LAYER 

MODEL CONSTRUCTION 

A. Eight-neighborhood Path Selection Genetic Algorithm 

with Insertion Operator and Deletion Operator 

The GA algorithm is an optimization algorithm based on a 
biological optimization mechanism. It has strong global search 
ability and scalability, but has problems such as weak local 
search ability and high randomness [17]. In order to reduce the 
path length of the transport vehicle, and improve the stability 
of the vehicle during driving. The research introduces genetic 
operators such as deletion and insertion on the basis of standard 
GA algorithm, and correlates with the last path planning result. 
The main idea is to compare the angle difference between 
candidate paths. The larger the difference, the lower the weight 
given to the path and the smaller the probability of being 
selected. Assume that each path is a chromosome, and each 
individual in the population corresponds to only one 
chromosome, and the genes on the chromosome are path 
grounding singles. Compared with the coordinates, the grid 
number of the grid is simpler in form, which is convenient for 
the operation of the genetic operator, so the sequence number 
of the grid is used to encode the chromosome. Let any 

 1 2, , , nP p p p L path be a node on the path. 

 1,2, ,ip i n L As shown in Fig. 1. 
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Fig. 1. Path coding of improved genetic algorithm. 

In Fig. 1, S is the start point of the path and E is the end 

point of the path. On the node, the 
1p path is chosen 

1 2p p

instead '

1 1p p of, because of '

1 2 1 1Sp p Sp p  . The 

quality of the initial population of the GA algorithm determines 
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the quality of the final output of the GA algorithm, and the 
diversity and randomness of the initial population are important 
factors affecting the quality of the initial population [18]. The 
research uses two methods of directed search and random 
search to generate candidate paths, and the weights of the two 
methods are equal. When a path node is near the end, no new 
path nodes are generated and the current path is preserved. 
When there is an obstacle in front of the generated path node, 
the path is re-planned. As shown in formula (1) and formula 
(2). 

 

 
1

1

i G i i

i G i i

x x x rand x

y y x rand y





   

   
  (1) 

 
1

1

i

i G i i

x N rand

y y y rand y





 

   
 (2) 

In formula (1) and formula (2),  1 1,i ix y 
is the Cartesian 

coordinate of the candidate path node, is 
1ip 

the Cartesian 

coordinate  ,i ix y of the current path node 
ip ,  ,G Gx y is 

the coordinate of the coordinate end point, and rand is 0 1:
a random number between. Genetic manipulation refers to the 
use of a series of genetic operators to perform operations [19]. 
Due to the randomness of path and path node generation, there 
is a probability of adjacent node breakpoints in the path, which 
is not conducive to genetic operations. And there are redundant 
path nodes in the randomly generated path, which is not the 
optimal path.  

Research on adding an insert operator to connect 
breakpoint path nodes, and a new delete operator to delete 
redundant path nodes. In the GA algorithm, the roulette 
algorithm is a commonly used selection operation, but the 
roulette algorithm may lead to a large selection error due to its 
strong randomness, resulting in the frequent occurrence of 
individuals with large offspring fitness and falling into a local 
optimum [20]. The study introduces the deterministic sampling 
selection method to replace the roulette algorithm, and first 
calculates the expected survival number of the next generation 
of individuals, as shown in formula (3). 

1

p

p i

i M

i

i

M f
N

f





              (3) 

In formula (3), 
pM is the number of individuals in the 

population, 
iN where i is the expected survival number, 

if of 

the i th individual, and is the fitness value of the th individual. 

The integer part is taken 
iN as the survival number of 

individuals in the next generation, the fractional part is sorted 

in descending order, and the top  
1

pM

p i

i

M N


 individual is 

selected to join the next generation population, which  iN is 

rounded. 

In order to avoid the breakpoint path generated by the 
crossover operation, a single-point crossover method is used 
for crossover. When there are redundant path nodes in the path, 
a crossover is randomly selected, and when the path has no 
redundant path nodes, no crossover is performed. Compared 
with roulette algorithm, deterministic sampling selection 
method adopts single point crossing in the crossing process. 
The algorithm reduces the frequency of individuals with large 
fitness, effectively avoids falling into local optimum, and 
improves the local search ability of GA algorithm. In the GA 
algorithm, the most commonly used mutation method is the 
random mutation method. In practical problems, however, 
random variation may lead to poor or even impassable logistics 
paths. The study adopts the eight-neighbor random 
non-obstacle node method, as shown in Fig. 2. 

In Fig. 2, the path nodes with higher fitness are selected in 
the eight neighborhoods near the mutation point. When the 
obtained path is better than the original path, it is replaced with 
the mutated path, otherwise the original path remains 
unchanged. 

It should be noted that when there is an obstacle between 
the path node with higher fitness and the target node, another 
path node with higher fitness needs to be selected. Since the 
mutation operation will not produce a worse path, the research 
only performs mutation operation on the optimal path in each 
generation, which can greatly improve the efficiency and 
performance of the algorithm. When there is a breakpoint path, 
the insertion operator fills it with free grids to make it a 
feasible continuous path, as shown in formula (4). 

    1 1max ,i i i iabs x x abs y y   V
 (4) 

In formula (4), at that time, it is determined that the two 
path nodes are continuous, otherwise it is determined to be 
discontinuous. 1V When the path is discontinuous, the 
average method is used to fill the discontinuous path, as shown 
in formula (5). 
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Fig. 2. Eight-neighborhood random non-obstacle node method. 
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In formula (5), it  ' '

1 1,i ix y  is the coordinates of the free 

grid, and when it 
in is an obstacle grid, it is 

in filled with the 

nearest grid grid. In order to reduce the length of chromosomes 
and improve the efficiency of the algorithm, a deletion operator 
is introduced. Retrieve all path nodes from the starting point. If 
the weak current path node and the end point are connected 
without obstacles, it means that the path nodes in between are 
redundant nodes. These redundant path nodes should be 
deleted and the path should be re-planned, as shown in Fig. 3. 

S

E

Actual path

Redundant path

Obstacle

p

 

Fig. 3. Paths before and after deleting redundant nodes. 

In Fig. 3, redundant path nodes are meaningless and only 
add computational burden to the algorithm. In particular p , the 

redundant path nodes between the path node and the end point 
not only reduce the operating efficiency of the algorithm, but 
also directly cause the algorithm to fail to select the optimal 
path. E The elite retention strategy is a commonly used 
strategy in GA algorithms to ensure that individuals with the 
highest fitness can be retained after each iteration. Assume that 
the individual with the highest fitness in the current candidate 
path is a , compare the fitness of the candidate path a with the 

fitness of the optimal path so far A , and then use it a A a
instead A . The fitness function is a performance index to 
evaluate the fitness of an individual, which directly affects 
whether the final output of the GA algorithm is the optimal 
solution. The purpose of the research is to find the most 
suitable logistics distribution path and distribution node, so it is 
necessary to optimize the length and coherence of the path at 
the same time. The fitness function is shown in formula (6). 

     1 1 2 2f x Inf w f p w f p    
 (6) 

In formula (6), Inf is a large enough real number, w is 

 f p the weight,  1f p is the path length function,  2f p is 

the path coherence function. As shown in formula (7) and 
formula (8). 
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2 2

1 1 1
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L

i i i i

i

f p x x y y


 



   
 (7) 

 2 1θ θk kf p  
             (8) 

In Eq. (7), L is the number of all path nodes, in Equation 

(8), θk
is the angle between the direction of the transportation 

vehicle at the current moment and the planned path, and 
1θk

is the angle between the direction of the transportation vehicle 
and the planned path at the previous moment. The research 
abstracts the transportation reserve as a mass point, which can 
θ also be regarded as the expected turning angle of the vehicle, 

as shown in Eq. (9). 

1

1

θ tan S

S

x x
arc

y y

 
  

              (9) 

In formula (9),  1 1,x y is the first path node after the 

operator is deleted, and  ,S Sx y is the starting point 

coordinate. 

B. Construction of Upper Model and Lower Model 

Agricultural products include products with simple storage 
conditions and long storage time, as well as perishable 
products. Under the sharing economy, the logistics and 
distribution of agricultural products in cities are mostly 
perishable products such as fresh and aquatic products, so such 
products are mainly considered when constructing a two-tier 
planning model. There are many kinds of perishable 
agricultural products, and it is difficult to unify the storage 
conditions of each logistics distribution node, so it is 
impossible to find suitable variables to calculate the real loss 
during transportation. All perishable products, even with the 
most advanced preservation techniques, have a limited shelf 
life and can be roughly divided into three stages, as shown in 
Fig. 4. 
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Fig. 4. Quality-time change of perishable agricultural products. 

In Fig. 4, the perishable agricultural products are divided 
into three stages. The first stage is when the initial time 0

arrives
1T , the product is in a state of good quality, and the 

quality of the product declines slowly; in the second stage, the 
quality of the product is relatively obvious. In this process, the 
speed of quality decline is accelerated; in the third stage, the 
quality of the product deteriorates, and the speed of quality 

decline increases sharply, and it is 
3T no longer suitable for 

consumption at any time. In the entire logistics network, the 
investment and construction of distribution nodes is the focus 
of optimization, and reasonable distribution node construction 
can greatly improve the ability to collect and disperse goods. 
Build the upper-level model for decision-making of 
distribution nodes, and the cost is shown in formula (10). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

816 | P a g e  

www.ijacsa.thesai.org 

 
2

1min θ

1

1,Create a distribution node at 

0,else

pr pr r r r pr r

r G r G r G

r

r G

r r j

r G j H

r

H C d Z F Z t Z

Z

Q Z q

r
Z

  



 

  






 


  



 

 (10) 

In formula (10), pr pr r

r G

C d Z


 , r r

r G

F Z


 and 

 
2

1θ pr r

r G

t Z


 represent the transportation cost of perishable 

agricultural products from the supplier p to the distribution 

node r , the construction and operation cost of the distribution 
node, and the consumption cost of perishable agricultural 

products in the distribution process, respectively. 1r

r G

Z

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Indicates that at least one distribution node must be established, 

r r j

r G j H

Q Z q
 

  indicating that the carrying capacity of the 

distribution node is greater than the demand of the terminal 
retailer. In actual distribution, the collection and distribution of 
goods need to be flexibly changed according to the specific 
requirements of customers. Considering the storage capacity, 
transportation capacity and time requirements of customers, the 
lower-level model of distribution path decision-making is 
constructed, as shown in formula (11). 
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In Eq. (11), ij ijk ij

i S j H k V

C X d
  

 , k k

k V

C X


 , j j

j H

R E


 and 

2

θ ijk ij

k V i S j H

X t
  

 
 
 

  points are represented by the distribution 

cost of the distribution node to the retailer, the use cost of the 
vehicle, the penalty cost of overtime and the loss cost on the 

way. 1;ij ijk

k V j H

C X j H
 

  Indicates that each retailer has 

only one vehicle for distribution, ;ij ijk k

j H i S

q X Q k V
 

 

indicates that the total amount of goods in each distribution 
route does not exceed the maximum capacity of each vehicle, 

1; ,ijk pjk

i S i S

X X k V p S
 

     indicates that each 

distribution process is continuous, and 

2; ,rmk r m

k V

X Z Z r G m G


     indicates that there is no 

distribution relationship between the two distribution nodes., 

which 1,ijk

i S j H

X k V
 

  means that each vehicle belongs to 

at most one distribution node, which 
ij j ijE T L  is the time 

constraint of the retailer. It can be seen that, whether it is the 
upper-level distribution node decision-making model or the 
lower-level distribution path arrangement model, the cost of 
the entire logistics activity is required to be the lowest. By 
changing the location class of distribution nodes, the choice of 
distribution path is affected, and the continuous optimization of 
the distribution path in turn affects the choice of the location of 
distribution nodes. This process is a process of mutual 
influence. The process of solving the model is shown in Fig. 5. 

The process of solving the two-layer model is shown in 
formula (12). 

 

   

   

α β

α β

τ η
,

τ η

0,else

k

ij ij

k
k

is is
ij

s allowed

t t
j allowed

t tp t





 





    (12) 

In Eq. (12), the α sum β score is denoted by the weight of 

the distance-influenced heuristic factor. α The larger the 

value, the more inclined the shorter distance is when planning 

the path, the β larger the more inclined the path with fewer 

obstacles. 
kallowed Indicates k the path nodes that can be 

selected in the next planning of the path, τij
and ηij

is the 

amount of information obtained by the two weights when 
planning the path. The update of information is shown in 
formula (13). 

   
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τ τ

ij ij ij

n
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ij ij
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t n t
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Fig. 5. Genetic algorithm to solve the two-layer model. 

In formula (13), it  ρ 0 ρ 1  is the residual coefficient of 

information, and ηij
the update is the same as formula (13), so 

it is omitted. This process is repeated continuously, and the 
iteration is stopped when the end condition is satisfied. If it is 
not satisfied, a new round of optimization is started after 
jumping to the initialized population. 

IV. PATH PLANNING MODEL TRAINING AND EXAMPLES 

A. Path Planning using Different Genetic Algorithms in 

Simple and Complex Environments 

Two training scenarios are constructed. The first 
environment is relatively simple, and the second environment 
is relatively complex. Assuming that the length of each fence 
grid is 1, the evaluation indicators are the path length and the 
number of corners. The comparison algorithms are the A-Star 
algorithm and the GA algorithm commonly used in path 
planning, and the results are shown in Fig. 6. 

In the simple scenario of Fig. 6(a), all three algorithms 
successfully plan paths. Among them, the path length of the 
ImproveGA algorithm is about 13.544 and the number of 
corners is one. The path length of the StandardGA algorithm is 
12.857, and the number of corners is three. The path length of 
Astar algorithm is 22, and the number of corners is 6. In the 
complex scene of Fig. 6(b), the path length of the ImproveGA 
algorithm is about 17.890, and the number of corners is 4. The 
StandardGA algorithm falls into a local optimal solution and 

fails to plan a path. The path length of Astar algorithm is 22, 
and the number of corners is 7. In a simple scene, the path 
length of the StandardGA algorithm is 5.72% shorter than that 
of the ImproveGA algorithm, but the number of corners is 
three times. In a complex scene, the path cannot be planned 
because it falls into a local optimal solution. The ImproveGA 
algorithm can successfully plan paths in both simple and 
complex environments. Compared with the Astar algorithm, 
the paths in the two environments are 38.44% and 18.68% 
shorter, respectively, and the number of corners is much lower 
than that of the Astar algorithm. In order to further study the 
performance of the algorithm, the traveling salesman problem 
dataset maintained by Heidelberg University is used to train the 
algorithm, and the results are shown in Table I. 

In Table I, the path length of the ImproveGA algorithm is 
optimized by 54.231% and 25.554% compared with the other 
two algorithms, the maximum yaw angle is optimized by 
39.939% and 18.257%, and the sum of the absolute value of 
the turning angle is optimized by 46.713% and 25.779%. 
Combining Fig. 6 and Table I, it can be concluded that 
compared with the Astar algorithm, the GA algorithm has 
certain advantages, and it can plan the path more flexibly, 
reduce the turning angle, reduce the path length and the 
calculation amount of the algorithm, but the StandardGA 
algorithm is easy to fall into in the face of complexity. The 
ImproveGA algorithm can not only deal with complex 
environments, but also has better performance indicators than 
the StandardGA algorithm. 

S

EImproveGA

Standard GA

Astar

Obstacle

ImproveGA

Standard GA

Astar
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E

S

(a)Simple scene (b)Complex scene  

Fig. 6. Simulation results of path planning scenarios. 

TABLE I. PATH PLANNING TRAINING RESULTS 

Algorithm Path length Maximum yaw angle change The sum of the absolute values of the corners 

Astar 27.18km 32.8° 371.2° 

StandardGA 16.71km 24.1° 266.5° 

ImproveGA 12.44km 19.7° 197.8° 
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B. Practical Application of Two-level Planning Model to 

Logistics Network Optimization 

In order to test the optimization effect of the two-level 
planning model on the logistics network, an example 
containing five potential distribution nodes and 20 demand 
points is used for testing. An enterprise selects two out of five 
alternative distribution nodes to serve 20 demand points, 
numbers the five alternative distribution nodes as A, B, C, D, 
E, and the 20 demand points as 1, 2, 3,..., 20. There are a total 
of five delivery vehicles, all of the same model, and the 
demand at each demand node is shown in Table II. 

For the convenience of calculation, the unit transportation 
cost is set at 10 yuan per ton per kilometer, and the cost of 
using vehicles is 50 yuan per vehicle. The average driving 
speed of the vehicle is 20 kilometers per hour, the load capacity 
of the vehicle is 20 tons, and the consumption cost of 
perishable agricultural products is 1 yuan per hour. Since the 
relative positions of delivery nodes and demand nodes are 

fixed, unit price and vehicle cost will not affect the results no 
matter how they are chosen. The total demand of all demand 
nodes is 370, and the coordinates and capacities of potential 
distribution nodes are shown in Table III. 

In Table III, the total supply of any two nodes is required to 
be greater than or equal to 370, so the only combinations 
considered are point A, any point, and CD. The research uses 
Matlab to solve the model. Since the problem is not 
complicated, the fixed value method is used instead of the 
adaptive probability method in parameter setting. In order to 
better find the global solution, the initial population size is set 
to 100. In order to prevent falling into local optimum, the 
crossover probability is set to 0.5, and the mutation probability 
is set to 0.05. Due to the large initial population size and low 
mutation probability, the number of iterations is set to 500 to 
ensure that the optimal solution can be found. Using fitness as 
the evaluation index, the change trajectory of the optimal target 
value is shown in Fig. 7. 

TABLE II. C COORDINATES AND DEMAND QUANTITY OF DEMAND NODES 

Numbering X coordinate Y coordinate Time window upper limit Lower time window Service hours Demand 

1 Twenty-three 28 0 110 10 20 

2 52 34 0 120 10 30 

3 27 6 0 120 10 15 

4 95 38 0 100 10 25 

5 64 Twenty-four 0 115 10 10 

6 Twenty-three 15 0 120 10 10 

7 6 16 0 140 10 15 

8 41 10 0 160 10 20 

9 38 26 0 105 10 30 

10 91 32 0 120 10 10 

11 82 14 0 110 10 10 

12 64 Twenty-two 0 100 10 5 

13 57 71 0 150 10 10 

14 56 82 0 100 10 20 

15 19 66 0 180 10 10 

16 Twenty-two 9 0 105 10 25 

17 13 18 0 115 10 25 

18 41 35 0 110 10 15 

19 69 32 0 115 10 30 

20 32 91 0 155 10 35 

TABLE III. C COORDINATES AND SUPPLY VOLUME OF EACH DISTRIBUTION NODE 

Numbering X coordinate Y coordinate Capacity Construction Cost 

A 3 38 22 0 100 

B 54 32 1 70 50 

C 41 7 1 90 70 

D 50 80 1 80 90 

E 25 71 1 70 60 
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Fig. 7. Trajectory of optimal target value change. 

In Fig. 7(a), the two-level programming model using the 
ImproveGA optimization algorithm tends to converge after 
about 100 iterations. When the number of iterations is less than 
100, the fitness value decreases rapidly. After convergence, the 
fitness value is 462. The value converges to 459. In Fig. 7(b), 
the two-level programming model using the StamdardGA 
algorithm tends to converge at about 150 iterations, but the 
adaptation value will be slower before the 80 iterations. After 
convergence, the adaptation value is around 461, and the 
optimal target The value converges to 458. In Fig. 7(c), the 
two-level programming model using the Aster algorithm tends 
to converge after about 220 iterations, the adaptive value after 
convergence is about 464, and the optimal target value 
converges to 464. Compared with the Asters algorithm, the 
ImproveGA algorithm improves the performance by 1.08% 
and the convergence speed by 54.55%. It can be seen that 
although the other two algorithms are not much worse than 
ImproveGA in terms of optimal target value when used in 
bi-level programming, there is a large gap in stability and 
optimization speed. It cannot meet the needs of timeliness in 
the distribution route planning of perishable agricultural 
products. The optimal distribution node location and 
distribution path are shown in Fig. 8. 
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Fig. 8. Optimal distribution node and distribution path. 

Combining Table II, Table III and Fig. 8, it can be seen that 
if only the optimization of distribution nodes is considered, the 
selected distribution nodes are also points A and B. Since the 
distribution is not carried out in a roving manner, the total 
logistics cost is as high as 1072. However, if only the delivery 
route is considered and the delivery nodes are not considered, 
the final target value is 884. The bi-level programming model 
considers both the distribution node and the distribution route, 
and the final target value is only 458, which is 57.28% and 
48.19% lower than the single problem. 

V. CONCLUSION 

On the basis of consulting relevant literature and referring 
to domestic and foreign research results, the distribution 
network of perishable agricultural products is optimized. The 
main optimization direction is to establish a two-level planning 

model to optimize the distribution node location and route 
planning of the logistics network. And improve the genetic 
algorithm in the two-level programming model to improve its 
path planning ability. Compared with the standard GA, the 
improved GA introduces insertion and deletion operators in the 
crossover stage. The improved genetic algorithm, Astar 
algorithm and standard genetic algorithm are tested for path 
planning. The performance of the improved genetic algorithm 
is increased by 18.68% and 38.44% respectively. The 
maximum yaw angle decreased by 18.257% and 39.939%, 
respectively, and the sum of absolute angles decreased by 
25.554% and 46.713%, respectively. Then, the constructed 
bi-level programming model is tested, and the improved 
genetic algorithm can plan the optimal configuration faster than 
the other two comparison algorithms. Speed increased by 
54.55%. Finally, comparing the bi-level programming model 
with the single-planning model, it is found that the cost of the 
bi-level planning is reduced by 57.28% compared with only 
considering the distribution node optimization. Compared with 
only considering the distribution route optimization, the cost of 
bi-level planning is reduced by 48.19%. This model can 
effectively save planning costs and improve delivery 
efficiency. The limitation of this study is that it simplifies the 
calculation of consumption cost, which is not enough to fully 
simulate the actual situation. Therefore, future research will 
consider adding the loss cost in the calculation to make the 
experiment more realistic. 
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Abstract—Now-a-days, due to the sharp increase in the 

number of advertising designs, creative duplication is easy to 

occur in advertising design. If this situation is not discovered in 

time, it may cause legal disputes and cause damage to the 

reputation and property of the enterprise. In view of the above 

situation, this paper proposes a trademark recognition 

technology based on SIFT feature recognition algorithm to avoid 

duplication of advertisement design and cause copyright 

disputes. Aiming at the defect that the dimension of the image 

feature vector extracted by SIFT algorithm is too high, the 

principal component analysis method is used to reduce its 

dimension. For the problem of unsatisfactory image recognition 

rate accuracy of SIFT algorithm, a support vector machine is 

used to classify the extracted feature vector, so as to improve the 

image recognition rate. Based on the above content, build a 

trademark recognition model. The research results show that the 

recognition accuracy of the model reaches 98.82%, 0.66% and 

0.58% higher than that of Model 1 and Model 2; AUC value of 

model 3 is 0.962, 0.039 higher than model 2 and 0.107 higher than 

model 1. The above results show that the proposed trademark 

recognition model can better identify similar advertising designs, 

thereby avoiding design duplication and legal disputes. 

Keywords—SIFT algorithm; trademark recognition; 

advertising design; support vector machine; principal component 

analysis 

I. INTRODUCTION 

Good advertising design can keep a product in the memory 
of consumers for a long time, thereby increasing the 
popularity and sales of the product. Therefore, advertising 
design is of great significance to the development of 
enterprises. Trademark design is an important part of 
advertising design. Due to the increase in the number of 
enterprises and the huge number of trademark designs, 
duplication of ideas is an unavoidable problem. Reputation 
and property have caused certain losses [1-2]. Therefore, 
trademark recognition technology based on computer vision 
technology has gradually emerged and has received extensive 
attention from all walks of life. It has important applications in 
product monitoring, trademark protection and commercial 
information mining. The application of trademark recognition 
technology in advertising design is as follows: through the 
identification of trademark design features, trademark images 
with similar characteristics are matched in the data set, so as to 
determine whether the design results are repeated with other 
trademark designs [3]. Scale invariant feature transform (SIFT) 

algorithm has strong local feature extraction ability and 
matching ability, and is less affected by light and noise, so it 
has an important application in trademark recognition. 
However, the feature dimension extracted by the SIFT 
algorithm is high, which leads to long image recognition time 
and unsatisfactory recognition accuracy, so it needs to be 
improved [4-5]. The principal components analysis (PCA) is 
used to reduce the dimensions of the feature vectors extracted 
by SIFT algorithm, and the support vector machine (SVM) is 
used to classify the feature vectors. Through the above 
operations, the trademark recognition model based on 
SIFT-PCA-SVM is built, so as to improve the efficiency and 
accuracy of image recognition and matching. The results show 
that the precision and efficiency of the research model are 
significantly higher than the existing models. The research 
builds a trademark recognition model based on 
SIFT-PCA-SVM to achieve efficient trademark recognition 
and avoid the repetition of advertising design ideas to the 
greatest extent. There are three main innovations in the 
research. The first point is to build a trademark recognition 
model based on SIFT algorithm to achieve intelligent 
detection of plagiarism in advertising design. The second 
point is to use PCA to reduce the dimension of feature vectors 
and improve the processing efficiency and accuracy of SIFT 
algorithm. The third point is to introduce SVM to classify the 
output feature vectors, so as to improve the accuracy of 
trademark recognition. 

II. RELATED WORKS 

In today’s highly developed economy and technology, the 
number of enterprises is increasing, and various products are 
emerging on the market one after another. In an increasingly 
fierce market environment, excellent advertising can make 
products more famous, thereby increasing product sales and 
improving corporate efficiency. Therefore, the importance of 
advertising design is becoming more and more prominent. In 
order to improve the effect of advertising design, many 
scholars take the advertising design of various products as an 
example, and put forward guiding suggestions for advertising 
design. Choi SJ et al. assessed the correlation between ad 
spend and data breaches using a gamma distribution using 
data from non-federal acute care inpatient hospitals as an 
example [6]. Kininmonth S believes that the frontier media 
market will have a certain impact on the advertising industry, 
and discusses the advertising market prospects under the trend 
of digital advertising [7]. Shieh CH et al. invited 363 
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consumers to participate in a field experiment in a shopping 
mall to explore the correlation between consumers’ purchase 
intention and location-based advertising [8]. Wright MJ et al. 
used the logistic regression analysis method to discuss and 
analyze the marketing effect of digital advertising in the case 
of consumer distraction, and believed that the marketing effect 
of emotional advertising is better than rational advertising in 
special circumstances [9]. Lacoste-Badie S et al. took 50 
French children as the research object, evaluated the 
children’s attention to the health problems in snack 
advertisements, and suggested that the French authorities 
should take measures to strengthen the health warnings in 
advertisements based on the results [10]. Taking a coffee shop 
brand as an example, Busser JA et al. used structural equation 
model to study the impact of consumer-generated advertising 
on consumers’ brand trust and brand loyalty. Brand loyalty 
has a positive impact [11]. Levin E et al. discussed the 
relationship between the service quality of advertising 
companies, advertising companies and customer relationship 
management from the social and economic aspects [12]. M 
Méndez-Suárez et al. used the partial least squares equation 
model to study the impact of Internet advertising and digital 
advertising on brand awareness, as well as the impact of brand 
awareness on product sales [13]. Basch CH et al. analyzed the 
prevalence of sugar-sweetened beverage advertisements on 
LinkNYC kiosks in New York City to evaluate and 
recommend the work of the New York Department of Health 
[14]. Sahin S et al. analyzed the influence of green advertising 
image on consumer psychology, and the results show that 
green advertising image can promote consumers’ purchasing 
behavior [15]. 

The SIFT algorithm is a common algorithm in image 
processing, which can detect and describe the key features of 
the image, and is a local feature descriptor. The SIFT 
algorithm has the characteristics of strong discrimination, 
more feature vector extraction, and less influence by noise and 
illumination. It has a key application in digital image feature 
matching. A large number of scholars have conducted 
in-depth discussion and analysis on the application and 
improvement of SIFT. Combining tensor theory and based on 
spatial and spectral information, LI et al. proposed a tensor 
gradient SIFT and applied it to feature extraction and 
matching of hyperspectral images [16]. Li J et al. used PCA 
and SIFT to predict protein-protein interactions in organisms 
through protein sequences, and verified by five-fold 
cross-validation method, the accuracy of this method exceeded 
97% [17]. Combining SIFT and patch matching, Henan et al. 
proposed a 3D view image quality improvement method. The 
simulation results show that the method has strong feasibility 
and effectiveness [18]. Raveendra K et al. optimized the 
performance of SIFT through the global optimization feature 
of ant colony optimization (ACO), and constructed a hybrid 
model for document retrieval in the dataset, and the accuracy 
of the model exceeded 95% [19]. Hwang SW uses artificial 
neural networks (ANN) and SIFT algorithms to build a model 

to automatically classify wood knots based on macroscopic 
images [20]. Wulandari I et al. introduced the SIFT algorithm 
in the citra fusion technology and used it in treatment and 
medical treatment. The experimental results show that the 
method has good application effect in the medical field [21]. 
Taking the official currency of Singapore as an example, 
Prasasti AL [22] proposed a foreign currency identification 
method based on the improved SIFT algorithm based on 
ANDROID. Dalai R et al. introduced the SIFT algorithm into 
the Mask-R-Convolution Neural Network (Mask-RCNN) to 
extract and match the feature points of the image, thereby 
realizing image processing and fast detection of objects in the 
image [23]. Karim A et al. proposed an Arabic handwriting 
recognition model combining SIFT and SVM. The 
experimental results show that the recognition accuracy of this 
model reaches 99.08% [24]. Misra I et al. used the 
pattern-guided SIFT algorithm for feature detection, thereby 
improving the accuracy of remote sensing image registration 
and facilitating subsequent Earth observation data analysis. 
The experimental results show that the RMSE of this method 
is 0.12 [25]. 

As can be seen from the above content, there are many 
research results on advertising design and SIFT algorithm, but 
few people apply SIFT algorithm to advertising design. 
Through the feature extraction and feature matching 
capabilities of the SIFT algorithm, it can help advertising 
designers avoid creative duplication, thereby improving the 
effect of advertising design and increasing corporate profits. 
To this end, the research builds a trademark recognition model 
based on the SIFT algorithm, and discusses the practical 
application effect of the model in advertising design. 

III. CONSTRUCTION OF TRADEMARK RECOGNITION MODEL 

BASED ON IMPROVED SIFT 

A. Image Preprocessing and SIFT-Based Trademark 

Recognition 

For the survival and development of enterprises, the use of 
advertisements to enhance the popularity and sales of products 
has become a major concern of major enterprises. Therefore, 
the number of advertisements is increasing, flooding all 
aspects of people’s lives. In advertising design work, 
especially in trademark design, creative duplication is an 
unavoidable problem. When the duplication of trademark 
design is not discovered in time, copyright and legal disputes 
are likely to occur, causing damage to the reputation and 
property of enterprises, products and advertising designers. 
Therefore, it is very necessary to realize trademark recognition 
through image recognition technology, so as to avoid repeated 
plagiarism of trademark design. When performing trademark 
image recognition, it is necessary to extract the feature values 
of the image to achieve image feature matching. However, the 
original image has many problems, such as noise and different 
sizes [26]. Therefore, image preprocessing is required. First, 
the digital image histogram is used to process the gray value 
of the image, as shown in Fig. 1. 
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(a) Before pretreatment (b) After pretreatment  
Fig. 1. Gray value processing of image by histogram 

Then, a Gaussian filter is used to filter the image, and the 
Gaussian function is shown in formula (1). 

 
 2 2

22,

i j

g i j e 





 (1) 

In formula (3), 
 ,i j

is a certain pixel point, 
 2 2i j

is the 
radius of the Gaussian function, and  is the standard 
deviation. Finally, the redundant data of the image is removed 
by the method of data compression, and the image 
compression is realized. Data compression refers to reducing 
the amount of data processed with the same amount of 
information. Data redundancy can be expressed as formula 
(2). 

1 1/R C   (2) 

Formula (2), 
,R C

the number of bits of data redundancy 
and the compression rate are respectively expressed. The 
definition of the compression ratio is shown in formula (3). 

/C b b  (3) 

Formula (3), , b and b respectively represent the 
number of bits in the information to be processed before 
compression and the number of bits in the information to be 
processed after compression. The SIFT algorithm has strong 
anti-interference ability, and has excellent feature extraction 
and feature matching capabilities. The SIFT algorithm is used 
to build a trademark recognition model. First, the scale space 
is constructed with the help of Gaussian blur. For an image 

whose scale space is set to 
 , ,L x y 

, its size can be 
expressed as Equation (4). 

     , , , , * ,L x y G x y I x y 
 (4) 

In formula (4), 
 ,x y

is I the coordinate of the pixel 

point of the image,  which is the scale space factor, and its 

value determines the smoothness of the image. The  smaller 

the value, the more obvious the detailed features of the image, 

which *means convolution, which G means the Gaussian 
function, such as formula (5) shown. 

2 2

2

2 2

2
2
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2

m n
x y

G e 



   
     

   



 (5) 

In formula (5), it 
,m n

represents the dimension of the 
Gaussian template. SIFT can use Gaussian blur to search for 
key feature points in each scale space. The calculation of the 
Gaussian blur template is mainly based on the normal 
distribution, as shown in formula (6). 

 

2

22
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1

2
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N
G r e 







 (6) 

In formula (6),  is the standard deviation of the normal 
distribution, the smaller the value, the clearer the image; r it 
represents the distance between the elements in the fuzzy 

template and the center of the template; N it represents the 
dimension of the space where the normal distribution is 
located. Gaussian blurring is performed on the image at 
different scales and downsampling is performed to construct a 
Gaussian image pyramid, as shown in Fig. 2. 

kδ 

2δ 

δ 

1/k 

1/2

1

 
Fig. 2. Gaussian image pyramid 

The difference between each layer of the Gaussian 
pyramid is recorded as Difference of Gaussian (DOG), and the 
key feature points can be obtained by using the difference 
Gaussian to describe the image features. The extreme points in 
the DOG space are sampled and detected to locate key feature 
points. DOG is greatly affected by edges and noise. In order to 
obtain a more stable image feature description, it is necessary 
to remove low-contrast and unstable points, which are realized 
by using Harris Corner detector and two-dimensional Hessian 
matrix respectively. After obtaining the stable extreme feature 
points, in order to describe the rotation invariance of the 
feature points, the pixel gradient and direction of the feature 
point neighborhood are obtained by calculating the image 
gradient, as shown in Fig. 3. 
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Fig. 3. Description of feature point direction 

Based on the above content, information such as the 
position, scale, and direction of the feature points can be 
obtained, so as to ensure the uniqueness of the feature points. 
After using the SIFT algorithm to obtain the eigenvalues of an 
image, the eigenvalues of the image are matched with the 
eigenvalues of other images to achieve image recognition. 
However, the eigenvalues between images are not in a 
one-to-one correspondence, so it is necessary to quickly match 
the eigenvalues between images through data indexing [27]. 
The research uses KD-Tree algorithm crop eigenvalue 
matching algorithm. For two images A and B, first obtain a set 
of eigenvalues from image A, denoted as

 1 2, , ,a a a

a NF y y y
, and denote the set of eigenvalues in 

image B 
 1 2, , ,b b b

b NF y y y
as. 

   
2

1
,

n a b

a b i ii
d F F y y


 

 (7) 

After obtaining the ratio between the closest distance and 
the second closest distance, compare whether the ratio 
satisfies the set threshold, so as to determine whether it is a 
similar point. Repeat the above operation to match all similar 
feature points. Through the above content, we can realize 
trademark recognition and judge whether the trademark design 
is repeated on a large scale. 

B. Optimization path of Trademark Recognition Model based 

on SIFT Algorithm 

When the trademark recognition model based on SIFT 
algorithm is used for trademark recognition, its recognition 
effect is more dependent on the quality of the extracted feature 
values. However, the feature dimension extracted by the SIFT 
algorithm is high, which leads to long image recognition time 
and unsatisfactory recognition accuracy. Aiming at the defect 
that the dimension of the image feature vector extracted by the 
SIFT algorithm is too high, the PCA algorithm is used to 
reduce the dimension of the feature vector. Since the image 
feature vector extracted by the SIFT algorithm is basically 
128-dimensional, the dimension is relatively high, and it is 
very easy to cause a dimensional disaster, resulting in an 

exponential increase in the amount of data calculation, which 
seriously affects the accuracy and efficiency of trademark 
recognition. The PCA algorithm can simplify the 
128-dimensional information, thereby reducing the dimension 
of the eigenvalue descriptor. The dimensionality reduction 
process of PCA for eigenvalues is: obtaining a 

128-dimensional matrix vector XC
, and each column in the 

matrix represents an eigenvector. Calculate the covariance of 

all eigenvectors X , and obtain the eigenvalues of the 
covariance matrix by solving Equation (8). 

 det 0i XI  
 (8) 

In formula (8), i represents the i th eigenvector. 
According to the solution of formula (8), the corresponding 

eigenvectors are obtained iw
. Considering the acquired 

feature vector as a column vector W , the new transformed 
feature is obtained by formula (9). 

T

Y XC C W
 (9) 

In formula (9), 
TW  is the column vector matrix. Select 

eigenvectors with larger values and set eigenvectors with 
smaller values to 0, thereby reducing the eigenvector 
dimension. The identification and matching of trademark 
images can be regarded as a binary classification problem. In 
view of the problem of too many feature points in feature 
matching, which leads to low efficiency and accuracy, SVM is 
used to match feature values [28]. SVM is essentially a linear 
classifier, which has excellent performance for nonlinear 
identification problems in high-dimensional space. The 
mathematical model of SVM can be expressed as Equation 
(10). 

( ) ( )f x sign wx b 
 (10) 

In formula (10), w the normal vector of the b

classification surface is represented, and the constant term of 
the classification surface is represented. When formula (11) is 
satisfied, it means that the current hyperplane is the optimal 
hyperplane. 

0wx b   (11) 

After obtaining the optimal hyperplane by formula (11), in 
order to make the model more optimized, it is necessary to 
find the farthest distance from the sample points of different 
sample classifications in the data set to the hyperplane, so as 
to find the maximum interval hyperplane. The specific model 
is shown in the Fig. 4. 
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Fig. 4. Schematic diagram after optimization of support vector machine 

In Fig. 4, the maximum margin hyperplane solution can be 
transformed into the function minima problem in Eq. (12). 

21
( )

2
w w 

 (12) 

By formula (12), some linear problems can be solved. 
However, for nonlinear problems, SVM needs to use the 
conversion function to upgrade the original space to convert 
the original problem into a linear problem in a 
high-dimensional space, so as to facilitate the calculation and 
solution of the optimal classification hyperplane in the 
high-dimensional space, and finally to the non-linear problem. 
Solve linear problems. In SVM, the process of converting a 
nonlinear problem into a linear problem using a transfer 
function is shown in Fig. 5. 

Feature 

mapping

Low dimensional 

nonlinearity
High dimensional 

linearity  
Fig. 5. The process of transforming a nonlinear problem into a linear 

problem 

In the research, the Sigmoid kernel function is used as the 
transformation function. The expression of the sigmoid kernel 
function is shown in formula (13). 

     2121 ,tanh, xxxxK
 (13) 

In Formula (13),   is the learning rate and   is the 

vector feature. Nonlinear mapping 
HRd :

can map the 
sample data in the input space to the high-dimensional feature 

space H, the kernel function K can be used to obtain formula 
(14). 

     ji xxxxK  21,  (14) 

Through the formula (14), the inner product operation is 
performed in the high-dimensional space to obtain a nonlinear 
classification decision function. SVM mainly solves the 
two-class problem, and has poor performance for solving the 
multi-class problem. The classification of trademark image 
feature values is a multi-classification problem, so it is 
necessary to build a multi-classifier according to SVM. There 
are generally two ways to construct the SVM multi-classifier. 
The first is to modify the objective function of the 
multi-classification problem, so as to solve the 
multi-classification problem at one time. However, this 
method requires a huge amount of calculation, takes a long 
time, and the establishment of the objective function is very 
difficult. Therefore, another method is used to construct SVM 
multi-classifiers in this study, that is, construct n binary 
classifiers, and perform the analysis on these binary classifiers. 
Combinatorial solutions to solve multi-class problems. When 
the feature values of the image have N classes, the number of 
binary classifiers of SVM is shown in formula (15). 

 
2

1


NN
n

 (15) 

By combining the binary classifiers, the voting method is 
used to obtain the category of the feature value of the 
trademark image. Based on the above content, a trademark 
recognition model based on SIFT-PCA-SVM is constructed, 
so as to realize the recognition and matching of trademark 
images, prevent legal disputes caused by plagiarism and 
infringement, and avoid economic and reputation losses of 
enterprises and advertising designers. 

IV. PERFORMANCE ANALYSIS OF TRADEMARK 

RECOGNITION MODEL BASED ON SIFT-PCA-SVM 

Aiming at the problem that the current trademark design is 
prone to creative duplication and legal disputes, this paper 
studies the construction of a trademark recognition model 
based on SIFT-PCA-SVM. In order to verify the performance 
of the model, the research uses the FlickrLogos dataset for 
experiments. The FlickrLogos dataset contains images related 
to 32 kinds of trademarks. The study selects 3000 images, of 
which 2500 images are used as the training sample set to train 
the model, and the other 500 images are used as the test 
sample set to test the performance of the model. The test 
environment is as follows. The operating system uses 
Windows, OpenCV3.0 alpha as the development tool, and 
Python as the programming tool. The processor is Intel (R) 
Core (TM), and the memory is 6GB.The data of training 
sample set and test sample set are preprocessed by the method 
proposed in the study. Build a trademark recognition model 
based on SIFT algorithm (Model 1), a trademark recognition 
model based on SIFT-SVM (Model 2) and a trademark 
recognition model based on SIFT-PCA-SVM (Model 3), 
respectively, and compare the training of the above three 
models Effects and test effects to validate the performance of 
the proposed trademark identification method in the study. 
The three models are trained using the training sample set. 
During the training process, the performance of the three 
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models is shown in Fig. 6. 
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Fig. 6. The performance of the three models in the training process 

As can be seen in Fig. 6, the training performance of 
Model 3 is significantly better than the other two models. 
Model 3 achieves the target accuracy when the training time is 
241 seconds; Model 2 achieves the target accuracy when the 

training time is 393 seconds, which is 152 seconds more than 
the training time of Model 3; Model 1 achieves the target 
accuracy when the training time is 476 seconds, more than 
Model 3 takes 235 seconds more to train. From the above 
results, it can be shown that the training performance of 
Model 3 is better, which can greatly save training time and 
improve the efficiency of trademark recognition. Aiming at 
the defect that the dimension of image feature vector extracted 
by SIFT algorithm is too high, the PCA algorithm is used to 
reduce the dimension of its feature vector , so as to reduce the 
number of invalid feature points extracted and improve the 
feature extraction efficiency and feature matching accuracy. In 
order to verify the improvement effect of the PCA algorithm 
on the SIFT algorithm, the study randomly selects three 
trademark images from the FlickrLogos data set, denoted as 
image A, image B and image C respectively. Three images are 
used to test the feature point extraction effect of SIFT 
algorithm and PCA-SIFT algorithm. The number of feature 
points extracted by the SIFT algorithm and the PCA-SIFT 
algorithm for the three images and the matching accuracy of 
the feature points are shown in Fig. 7. 
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Fig. 7. Improvement effect of PCA algorithm on SIFT algorithm 
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In Fig. 7, it can be seen that when processing the same 
image, the number of image feature points and feature point 
extraction time of the PCA-SIFT algorithm are significantly 
lower than those of the SIFT algorithm, and the feature point 
matching accuracy is significantly higher than that of the SIFT 
algorithm. For the three images, the average extraction time of 
feature points of PCA-SIFT algorithm is 0.16s, the average 
number of feature points extracted is 284, and the average 
matching accuracy of final feature points is 80.62%; the 
average extraction time of feature points of SIFT algorithm is 
0.31s, Compared with the PCA-SIFT algorithm, the average 
number of feature points extracted is 485.2, which is 201.2 
more than that of the PCA-SIFT algorithm. The average 
matching accuracy of the final feature points is 78.41%, which 
is 2.21% lower than that of the PCA-SIFT algorithm. The 
identification and matching of trademark images can be 
regarded as a binary classification problem. In view of the 
problem of too many feature points in feature matching, which 
leads to low efficiency and accuracy, SVM is used to match 
feature values. In order to verify the recognition accuracy of 
the proposed trademark recognition model, a test sample set 
was used to test Model 1, Model 2 and Model 3 to compare 
the trademark recognition accuracy of the three models, as 
shown in Fig. 8. 

In Fig. 8, the trademark recognition accuracy of Model 3 is 
significantly better than Model 1 and Model 2, and the number 

of iterations required to achieve the best accuracy is also 
significantly less than Model 1 and Model 2. The trademark 
recognition accuracy of Model 3 is 98.82 %, which is 0.66% 
higher than Model 1’s 98.16% and 0.58% higher than Model 
2’s 98.24%. In the FlickrLogos dataset, images of four 
trademarks including Adidas, Aldi, Apple, and Becks were 
selected for testing. For the above four trademarks, the 
recognition time and recognition accuracy of the three models 
are shown in Table I. 
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Fig. 8. Trademark recognition accuracy of three models 

TABLE I.  RECOGNITION TIME AND ACCURACY OF THREE MODELS 

Model Trademark Time/s Accuracy/% 

Model 1 
 

Adidas 

68.6 89.32 

Model 2 32.4 93.65 

Model 3 35.3 98.42 

Model 1 

Aldi 

76.6 86.46 

Model 2 44.3 92.03 

Model 3 45.6 98.14 

Model 1 

Apple 

55.2 90.06 

Model 2 24.0 96.33 

Model 3 26.8 99.25 

Model 1 

Becks 

108.4 88.44 

Model 2 65.3 91.09 

Model 3 70.2 98.62 

Model 1 

Average 

77.2 88.57 

Model 2 41.5 93.28 

Model 3 44.5 98.61 

In Table I, the trademark recognition accuracy of model 3 
is significantly higher than that of model 1 and model 2, and 
the recognition time of model 3 is much shorter than that of 
model 1, slightly higher than that of model 2. Among them, in 
the identification of Adidas trademark, the identification time 
of model 3 is 35.3s, and the identification accuracy is 98.42%; 
The recognition time of model 2 is 32.4s, 2.9s less than model 

3, and the recognition accuracy is 93.65%, 4.77% less than 
model 3; The recognition time of model 1 is 68.6s, 33.3s more 
than model 3, and the recognition accuracy is 89.32%, 9.10% 
less than model 3. This shows that the accuracy and efficiency 
of Model 3 are much higher than those of Model 1 and Model 
2. In order to further evaluate the performance of the three 
models, the area under the ROC curve is introduced to 
evaluate the three models. Generally speaking, the larger the 
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AUC value is, the better the performance of the model is. Test 
the two prediction models with the test data sample set, and 
the AUC curves of the three models are shown in Fig. 9. 
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Fig. 9. AUC curve of three models 

As can be seen in Fig. 9, the AUC value of Model 3 is 
0.962, which is 0.039 higher than Model 2’s 0.923 and 0.107 
higher than Model 1’s 0.855. To sum up, the proposed 
SIFT-PCA-SVM-based trademark recognition model can 
identify trademarks with high efficiency and high precision, so 
as to avoid legal disputes caused by infringement and 
plagiarism, and has positive significance for advertising 
design. 

V. CONCLUSION 

Aiming at the problem that the current trademark design 
pattern is easy to repeat and causes legal disputes such as 
plagiarism and infringement, an SIFT-PCA-SVM algorithm is 
proposed to build a trademark recognition model. The 
experimental results show that model 3 achieves the target 
accuracy when the training time is 241s, 152 seconds less than 
model 2, and 235 seconds less than model 1. The trademark 
recognition accuracy of model 3 is 98.82%, 0.66% higher than 
98.16% of model 1, and 0.58% higher than 98.24% of model 2. 
The area under ROC curve is introduced to evaluate the three 
models. AUC value of model 3 is 0.962, 0.039 higher than 
0.923 of model 2, and 0.107 higher than 0.855 of model 1. In 
conclusion, the trademark identification model based on 
SIFT-PCA-SVM proposed in the study can identify 
trademarks efficiently and accurately, so as to avoid legal 
disputes caused by infringement, plagiarism and other issues, 
which is of positive significance to advertising design. The 
trademark recognition model proposed in the study is mainly 
used to identify the problem of pattern type advertisement 
design plagiarism. The recognition effect of video and audio 
advertisement design plagiarism is poor, which is also the 
direction that needs to be improved in the next step of the 
study. 
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Abstract—The number of social media users has increased. 

These users share and reshare their ideas in posts and this 

information can be mined and used by decision-makers in 

different domains, who analyse and study user opinions on social 

media networks to improve the quality of products or study 

specific phenomena. During the COVID-19 pandemic, social 

media was used to make decisions to limit the spread of the 

disease using sentiment analysis. Substantial research on this 

topic has been done; however, there are limited Arabic textual 

resources on social media. This has resulted in fewer quality 

sentiment analyses on Arabic texts. This study proposes a model 

for Arabic sentiment analysis using a Twitter dataset and deep 

learning models with Arabic word embedding. It uses the 

supervised deep learning algorithms on the proposed dataset. 

The dataset contains 51,000 tweets, of which 8,820 are classified 

as positive, 37,360 neutral, and 8,820 as negative. After cleaning 

it will contain 31,413. The experiment has been carried out by 

applying the deep learning models, Convolutional Neural 

Network and Long Short-Term Memory while comparing the 

results of different machine learning techniques such as Naive 

Bayes and Support Vector Machine. The accuracy of the 

AraBERT model is 0.92% when applying the test on 3,505 

tweets. 

Keywords—Arabic sentiment analysis; machine learning; 

convolutional neural networks; word embedding; Arabic 

word2Vec; long short-term method; AraBERT 

I. INTRODUCTION 

Recently, sentiment analysis has been prioritized by 
researchers because it plays an important role in many 
domains. It is primarily used to study user feedback (user 
opinion) on a specific event, product or social phenomenon. 
Many studies have proposed models, approaches or novel 
databases to predicate and detect user opinions. These methods 
use machine learning classifiers, deep learning models and 
natural language techniques as pre-processing methods. Most 
of the sentiment analysis research focuses on languages other 
than Arabic. Recent Natural Language Processing research is 
now increasingly focused on using deep neural learning  [1]. 
Some research initiatives are being launched in a competition 
funded by the King Abdullah University of Science and 
Technology (KAUST). They focus on the Arabic language and 
some individual research efforts. 

Generally, in other languages, specifically English, the 
universal language has proven to be significant due to the vast 
amount of data contributed by users on social networks 
(Facebook, Twitter, etc.). In machine learning, a classification 
known as supervised learning is used in sentiment analysis. 
There are several methods used in sentiment analysis which 
can be categorized into binary classification, multi-
classification, polarity, multilingual and aspect-based sentiment 
analysis. In binary classification, the classes can be represented 
only as positive and negative. In multi-class, there are more 
than two classes. Additionally, there are classifiers used in 
binary classification such as DT and TH, while KNN and LR 
are used in multi-classification. Polarity in sentiment analysis 
is based on a dictionary that assigns a score to each word. 
Multilingual sentiment analysis requires many pre-processing 
steps to be performed in option detection and aspect-based. It is 
focused on one aspect, concept or word. 

To the best of our scholarly knowledge, less attention has 
been given to Arabic sentiment analysis and there are fewer 
public Arabic datasets [2]. Therefore, this paper proposes a 
model for Arabic sentiment analysis based on the proposed 
dataset. This work uses supervised deep learning algorithms. 
The original dataset before the cleaning process contains 
51,000 tweets classified as 8,820 positive, 37,360 neutral and 
8,820 negative. After cleaning, it contains 31,413 tweets 
classified as 4,855 positive, 21,842 neutral and 4,716 negative. 
This work introduces and applies deep learning methods on 
Arabic sentiment analysis text multi-classes with parameter 
optimization, and improves the process in the text pre-
processing area. We apply the deep learning methods 
Convolution Neural Network (CNN) and Long Short-Term 
Memory (LSTM) to compare the results of different supervised 
machine learning techniques such as Naive Bayes (NB) and 
Support Vector Machine (SVM). The accuracy of the best 
CNN model is 95.8% and the accuracy of LSTM is 96.6%, 
which are better than the SVM and NB results, which are 
82.5% and 69.4%, respectively. We used BERT pre-trained 
specifically in Arabic to achieve the same success that BERT 
achieved in English [3]. Based on a review of the literature and 
the high accuracy achieved in the deep learning models, the 
main contributions of this paper can be summarized as follows. 
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 Develop a model for Arabic sentiment analysis using 
machine learning and deep learning models. 

 Explore the most recent approaches to Arabic sentiment 
analysis. 

 Propose a novel dataset called ASAD that is publicly 
available. 

 Perform a comparative analysis of the results of MLC 
and DLM. 

The remainder of this paper is organized as follows: 
Section II presents an overview of related studies on sentiment 
analysis. Our research methods and materials are explained in 
Section III. Section IV presents the results. The conclusion is in 
Section V. 

II. RELATED STUDIES 

Scholars have not given enough attention to the Arabic 
Sentiment Analysis Dataset (ASAD). It [4] provides a 
comprehensive overview of a new Twitter-based benchmark 
dataset for Arabic sentiment analysis. ASAD is a massive, 
high-quality annotated dataset (including 95,000 tweets) with 
three-class sentiment labels, compared to other publicly 
released Arabic datasets (positive, negative and neutral) in [5], 
researched Twitter's sentiment analysis. Three machine 
learning algorithms are used, Logistic Regression, Aid Vector 
Classification, and NB, with two sets of characteristics. The 
word frequency approach, word embeddings, and machine 
learning classifiers can correctly identify rumour-related tweets 
with 84% accuracy, which classifies tweets into four 
categories: academic, media, government and health [6]. 

In [7], two new Arabic text categorization datasets are 
introduced. The first consists of Twitter, Facebook and 
YouTube posts from well-known Arabic news channels, and 
the second consists of tweets from popular Arabic accounts. In 
modern standard Arabic, the papers in the former are almost 
entirely written (MSA), while the tweets in the latter contain 
both MSA and dialectal Arabic. 

In [8], Word2Vec models were collected from 10 
newspapers in different Arabic countries from a broad Arabic 
corpus. The reports increased the accuracy of sentiment 
classification after applying various machine learning 
algorithms and convolution neural networks with different text 
feature choices (91%–95%). 

In [9], an in-house-built dataset shows tweets and 
comments where three classifiers were applied, including NB, 
SVM and K-Nearest Neighbour, in particular. The findings 
show that SVM provides the highest accuracy, while KNN 
(K=10) provides the highest recall. 

In [10], four classifiers were trained to incorporate a dataset 
consisting of 4,712 tweets to conduct a comparative study on 
the output of the classifiers, namely NB, SVM, Multinomial 
Logistic Regression and K-Nearest Neighbour. When running 
against the tweet‟s dataset, these algorithms revealed that SVM 
gives the highest F1 score (72.0), while KNN (K=2) achieved 
the best accuracy, equivalent to 92.0.0. 

In [11] the processes of gathering Twitter data and filtering, 
pre-processing and annotating the Arabic text to create a large 
dataset of sentiment analysis in Arabic are summarized. In 
addition to deep learning and CNN, machine learning 
algorithms (NB, SVM, and Logistic Regression) were used on 
the health dataset in the sentiment analysis experiments. The 
keywords are Machine Learning, Deep Neural Networks, 
Arabic Language and Emotion Analysis. 

Several versions of RNN and CNN classifiers using GloVe-
based word embedding were introduced. All classifiers 
performed well, while the classifiers between 90% and 91% 
had the highest accuracy. Experimental findings indicate that 
BRAD 2.0 is rich and stable [12]. To encourage more study in 
the field of Arabic computational linguistics, the benchmark 
dataset was made available as the key contribution. 

In [13] a new mix model from CNN and LSTM is proposed 
using vector representations of sentences and the SoftMax 
regression classifier to identify the sentiment tendencies in the 
text. In [14] a method for evolving the CNN and creating an 
Arabic sentiment classification system is proposed using the 
differential evolution (DE) algorithm. In [15] a novel 
architecture for Arabic word classification and understanding is 
proposed. This is based on CNNs and recurrent neural 
networks that address the difficulty of handling unstructured 
social media texts in low data availability. Therefore [16] 
attempts to identify expressions related to feelings, such as 
happiness, rage, anxiety and sadness. In addition, it presents 
the emotion classification in Arabic tweets by using the CNNs 
and compares them with the machine learning methods SVM, 
NB and Multi-Layer Perceptron (MLP). 

In [17] an Arabic sentiment analysis corpus culled from 
Twitter is presented, consisting of 36,000 tweets categorized as 
positive or negative, plus 8,000 tweets manually annotated and 
used to assess the corpus intrinsically by comparing it to 
human classification and pre-trained sentiment analysis 
models, with an accuracy of 86%. In [18] a survey is proposed 
that focuses on 90 recent research papers (74% were published 
after 2015). In [19] supervised and unsupervised 
transformation methods, such as principal component analysis 
(PCA) and latent Dirichlet allocation (LDA), are presented. 
They are tested on five Arabic opinion text datasets of various 
domains and sizes (1.6–94,000 reviews). In the two-class 
classification problem, accuracy values range from 95.5%–
99.8%, and for the three-class classification problem, accuracy 
values ranged from 92%–97.3%. 

In [20] a new study is presented to develop a new model to 
predict an individual‟s awareness of the precautionary 
procedures. Tweets related to COVID-19 were collected from 
the five main regions in Saudi Arabia, and the accuracy level 
achieved was 85%. A systematic comparative overview of the 
most appropriate methods for analysing Arabic sentiment is 
presented in [21]. It carries out a thorough comparison of 
various machine learning methods for Arabic sentiment 
analysis, such as NB, SVM, CNN, LSTM and several recently 
developed language models. The model achieves F-scores of 
0.69, 0.76 and 0.92. A method for extracting knowledge from 
Arabic text on social media in four stages – data collection, 
cleaning, enrichment and availability – is shown in [22]. It 
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offers an integrated solution for the challenges of pre-
processing Arabic text on social media. This was undertaken to 
investigate the performance metrics as given in [23, 24, 25, 26, 
27, 28, 29] and validates the proposed model for small-and 
large-scale datasets. Disambiguation using the deep learning 
techniques with the Arabic corpus is presented in [30]. An 
Arabic model for text clustering using word embedding and 
Arabic word net is presented in [31]. 

III. METHODOLOGY 

This section describes the research methodology that was 
used to conduct this research. It consisted of six main 
interrelated phases: text retrieval; text pre-processing; 
tokenization and feature extraction; application of the deep 
learning model; model performance evaluation as shown in 
Fig. 1; and use of the transfer learning by applying the 
AraBERT Model. 

The analysis concentrated on three cases of tweets, 
positive, negative and neutral. To perform the sentiment 
analysis experiment, the large number of collected tweets was 
necessary. A lot of noisy data was used in the total number of 
tweets (51,000 tweets). The model architecture is shown in Fig. 
1. The first phase in this work is text retrieval; the second is 
text cleaning; the third is tokenization; the fourth is embedding 
the text using the Word2Vec corpus in [32]; the fifth is to apply 
deep learning models; and the last phase is to evaluate the 
results. 

 
Fig. 1. Model architecture 

A. Tweet Text Retrieval 

This section describes the first phase, text retrieval. Data 
retrieval is performed using Tweepy API, and because the text 
characters are in Arabic, we implemented an Arabic text 
retrieval module using the Tweepy Twitter API library in 
Python. 

B. Text Pre-Processing 

Improving the accuracy of the text classification required 
enhancing the text features [22]. We added some feature 
selection improvements, such as noise removal. Removing the 

noisy characters from the text enhanced the word 
representation. The following steps were run on the text to 
remove the noisy data. 

 Remove the advertisement tweets. 

 Remove the retweeted tweets, which started with the 
segment „RT‟. 

 Remove the duplicate tweets, which were retrieved 
more than once. 

1) Normalization: Normalization is a pre-processing 

method of text data cleaning, to format a sequence of texts 

into a standard uniform [33]. It is difficult to analyse Arabic 

texts because of the nuances of the language, both in terms of 

infrastructure and conformation. Arabic has an abundance of 

diverse inflexions, dialects and spellings that change the 

meanings of the words. Using special labels, called 

configuration, rather than vowels, they differ according to the 

shape of the word. This method is necessary and useful in 

word processing to minimise uncommon terms and increase 

classification accuracy. The following steps were applied to 

the stored tweets in the dataset on two levels. The first level 

retained the emoji and the second level removed the emoji 

from the data collection phase. 

 Remove digits, non-Arabic letters, single letters, 
punctuations, diacritics and special characters ($, %, &, 
#, .). 

 Separate all words by spaces. 

 Remove (اى ,وا ,ها, يي ,وى    .from the end of the word (ات ,

 Remove (ال ,تال ,وكال ,كال,وال ,وتال ,ولل ,لل) from the 
beginning of the word except   إله لله ,الله ,اللهن. 

 Normalize some characters with a single character, 
such as (آ, إ    .(ه) with (ة) and (ي) with (ئ,ي) ,( ا ) with (أ ,

 Replace repeated characters (e.g.,ياااااااااااااااارب) with a 
single character (e.g., يارب). 

2) Stop words removal: Stop words are words that do not 

affect the meaning of the sentence, and eliminating the stop 

words from the text helps to identify the most important words 

as the following [34]. 

 Relative pronouns (الأسواء الوىصىلة) 

 Referral names/determiners (أسواء الإحالة / الوحددات) 

 Transformers (verbs, letters) ()(الوحىلات )الأفعال والحروف 

 Verbal pronouns (الضوائر اللفظية) 

 Adverbs (الاحىال) 

 Interrogative pronouns (ضوير الاستفهام) 

 Conditional pronouns (الضوير هشروط) 

 Prepositions (حرف جر) 

 Pronouns (الضوائر) 
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a) Pre-processing: We performed pre-processing 

operations on the data, such as removing the stop words, 

special characters, such as „@‟ and „#‟, URLs, non-Arabic 

characters and punctuation to create a clear analysis of the 

text. In addition, we used NLTK (https://www.nltk.org) word 

tokenization on the text data (refer Table I) 

TABLE I.  SAMPLES OF TWEETS BEFORE AND AFTER THE NOISE 

CLEANING PROCESS 

# Label 
Text before 

cleaning 

Text 
normaliz
ed with 
emoji 

retained 

Text 
normaliz
ed with 
emoji 

removed 

English 
meaning 

1 Neutral 

'@elm  عندي
مشكله لما تبً اجدد إقامة 
عامل حاولت أتواصل بس 
ٌفصل معً الخط من قبل 
 'مقٌم

عندي 
مشكله لما 
تبً اجدد 
إقامة عامل 
حاولت 
أتواصل بس 
ٌفصل معً 
الخط من 
 قبل مقٌم

عندي 
مشكله لما 
تبً اجد 
إقامة عامل 
حاولت 
أتواصل بس 
ٌفصل معً 
الخط من 
 قبل مقٌم

I have a 
problem 
when I 
want to find 
the 
residency 
of a worker, 
I tried to 
contact me, 
but the line 
was 
separated 
by a 
resident 

2 Positive 

'@nas_alharbi8 
والله حسب الأرقام سٌكون 
مخٌب للآمال ولكن الأهلً 
قدها برجاله فً الملعب 

💚� ' 

والله 
حسب 
الأرقام 
سٌكون 
مخٌب 

ل ولكن للآما
الأهلً قدها 
برجاله فً 
الملعب 

💚�  

والله 
حسب 
الأرقام 
سٌكون 
مخٌب لآمال 
ولكن الأهلً 
قدها برجاله 
 فً الملعب

By God, 
according 
to the 
numbers, it 
will be 
disappointi
ng, but Al-
Ahly has 
led it with 
its men on 
the field 

3 Neutral 

الزعل بٌغٌر "'
بٌغٌر نظرة ملامحك ، 

العٌن ، بٌغٌر شكلك فً 
الصور ، الزعل ممكن 
 '".ٌطفٌك تماما

الزعل 
بٌغٌر 
ملامحك  
بٌغٌر نظرة 
العٌن بٌغٌر 
شكلك فً 
الصور  
الزعل 
ممكن 
 ٌطفٌك تماما

الزعل 
بٌغٌر 
ملامحك 
بٌغٌر نظرة 
العٌن بٌغٌر 
شكلك فً 
الصور 
الزعل مكن 
 ٌطفٌك تماما

Upset 
changes 
your 
features, 
changes the 
look of the 
eyes, 
changes 
your 
appearance 
in the 
photos, 
upset you 
can 
completely 
eliminate 
you 

4 Positive 

ثقً قلباً وقالباً معاكِ '
وفخورٌن فٌكِ وٌن 
مارحتً وربً ٌوفقك 

  ♥��وٌسهلك طرٌقك
https://t.co/N8vVjc
wD08' 

ثقً '
ً وقالباً  قلبا
معاكِ 
وفخورٌن 
فٌكِ وٌن 
مارحتً 
وربً ٌوفقك 
وٌسهلك 

♥��طرٌقك
   

ثقً 
قلبا وقالبا 
معاك 
وفخورٌن 
فٌك وٌن 
مارحتً 
وربً ٌوفقك 
 وٌسهلك
 طرٌقك

Trust your 
heart and 
soul with 
you and be 
proud of 
you. Where 
have you 
gone, and 
my Lord 
will help 
you and 
make your 
way 

5 Negative 

' وق ٌنتمً هذا المخل
إلى المجتمع الشٌطانً ما 
 . فً منه اي خٌر
https://t.co/IYoS64
SKJZ' 

هذا '
المخلوق 
ٌنتمً إلى 
المجتمع 
الشٌطانً ما 
فً منه اي 
 خٌر

هذا 
المخلوق 
ٌنتمً إلى 
المجتمع 
الشٌطانً ما 
فً منه اي 
 خٌر

This 
creature 
belongs to 
the satanic 
community, 
there is no 
good in it 

6 Negative 

ادور لعٌنً النوم لو '
كانه سلف .. من بارحة 
 الاولى و انا اودي و اجٌب
.' 

ادور 
لعٌنً النوم 
لو كانه 
سلف من 
بارحة 
الاولى و انا 
اولادي و 
 اجٌب

ادور 
لعٌنً النوم 
لو كانه 
سلف من 
بارحة 
الاولى و انا 
اولادي و 
 اجٌب

I turn to my 
eyes to 
sleep if it 
was an 
ancestor 
from 
yesterday 
and I am 
my children 
and I 
answer 

 
Fig. 2. Dataset statistics 

Fig. 2 shows the dataset before and after cleaning. As the 
dataset published by [34] contains IDs and annotations only, 
the first step must be to retrieve the tweeter text using the 
authorized API object from Tweepy, using the API to retrieve 
all IDs from the file one by one. 

3) Tokenization: Tokenization is the method used to break 

down text into individual tokens separated by white space. 

Tokenization removes all special characters, determines 

phrase boundaries, and processes abbreviations and numbers 

[35]. Due to the morphological complexity of the language, 

the number of tokens in Arabic can exceed four. Since Arabic 

words often contain many affixes and clitics, the tokenization 

process was preceded by a segmentation process to eliminate 

suffixes. 

C. Word Vectors Lookup 

Word embedding [36]  is a language modelling and feature 
learning technique, where each word is mapped to a vector of 
real values in such a way that words have a similar 
representation with similar meanings. Using neural networks, 
value learning can be achieved. Word2Vec, which has models 
such as skip-gram and continuous bag of words (CBOW), is a 
widely used word embedding method. The likelihood of words 
occurring in proximity to one another is dependent on both 
models. Skip-gram allows a word to begin with and to 
anticipate the words that are likely to accompany it. By 
predicting a word that is likely to occur based on particular 
background terms, CBOW reverses that. The CBOW model 
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used to learn domain-specific word embeddings from large 
amounts of Arabic text was collected from the free online 
encyclopaedia Wikipedia (2,000,000 words vectors of 
Word2Vec) to create the corpus defined in [31]. 

The Word2Vec corpus was used to look up all words‟ 
vectors from the corpus. In [11] it is suggested that pre-trained 
word embeddings trained on very large text corpora, such as 
the free Word2Vec vectors trained on 100 billion Google news 
tokens, can provide universal features for use in natural 
language processing. 

D. Deep Learning Models 

This section presents the two types of deep learning models 
used in the experiments. Using deep learning in text 
classification is powerful for feature extraction. In this work, 
we improve the CNN model in [13] as shown in Fig. 3, and the 
LSTM model as shown in Fig. 4 with parameter optimization 
to improve the classification accuracy and compare it with the 
different ML methods (KNN, NB and SVM). Additionally, we 
propose the new CNN model as shown in Table III. 

 

Fig. 3. CNN architecture 

 

Fig. 4. LSTM architecture 

IV. RESULTS 

This section presents the results of the conducted 
experiments. These three experiments, namely, the experiment 
based on the CNN model, the experiment based on the LSTM 
model, and the experiment based on the feature methods. These 
experiments were carried out based on different experiment 
settings. 

A. Experiment Settings 

This section describes the experiment settings of all three 
experiments. The experiment settings and hyperparameter 
tuning were performed to improve the accuracy of the 
performance model. In the first experiment, each CNN layer 
has various parameters such as the number of filters, kernel 
size, strides, padding, dropout rate, batch size and activation 
function. All CNN parameters are tuned and optimized to 
achieve high accuracy. In the second experiment, LTSM is 
used with the architecture. The embedding layer is used in the 
LSTM layers as in the CNN model. In the third experiment, the 
CNN and LSTM models with N-gram ranges were applied to 
achieve highly accurate model performance. The N-gram 
ranges method is applied with embedding vectors CBOW and 
skip-gram. All the parameters and details of the experiment are 
shown in Table II. 

TABLE II.  EXPERIMENTS SETTINGS 

Parameter Experiment 1 Experiment 2 

 

Experiment 3 

No. of layers 10 22 
5 

Input shape 300 300 
300 

Filters 64 64 
64 

Embedding 

vectors 
CBOW CBOW 

CBOW 

Max sequence 

length 
300 300 

300 

Activation 

function 
SoftMax SoftMax 

SoftMax 

Optimization 
Adam (learning 

rate = 0.001) 

Adam (learning 

rate = 0.001) 

Adam (learning 

rate = 0.001) 

In these experiments, we applied the SoftMax activation 
function as shown in formula 1. The key benefit of using 
SoftMax is the performance probabilities range. The range will 
vary from 0 to 1, and the sum of all the odds will be equal to 1. 
If the SoftMax function is used for the multi-classification 
model it returns the probabilities of each class and the target 
class would have a high probability. 

 ( )   
   

∑  
   

 

 (1) 

While for the loss function in all experiments a „Categorical 
Cross-Entropy loss‟ has been utilized to train a CNN to output 
a probability over the C classes for each tweet, the target is 
three classes in the SoftMax activation function at the last 
layer.  The mathematical formula of SoftMax activation and 
Cross-Entropy loss is shown in formula 2. 

       ( 
   

∑  
   

 

) (2) 
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where Sp is the CNN score for the positive class. 

Before training the model, the dataset is divided into 25,130 
training samples and validated on 6,283 samples. 

TABLE III.  LSTM ARCHITECTURE LAYERS 

Layer (type) Output Shape Parameters # 

input (Input Layer) (None, 300) 0 

embedding (Embedding) (None, 300, 300) 17421900 

LSTM (None, 18) 22968 

Batch Normalization (None, 18) 72 

Dense (None, 3) 57 

Total Parameters: 17,444,997 

Trainable Parameters: 17,444,961 

Non-trainable Parameters: 36 

In the third experiment, two experiments applied CNN and 
LSTM models to get a highly accurate model performance. 
The first experiment used the N-gram ranges method along 
with embedding vectors using CBOW. The second experiment 
used the N-gram ranges method to extract the required 
features, but with embedding vectors using skip-gram. 

B. Experiments Results 

This section explains the results of the experiments. Several 
experiments were conducted, and these can be categorized into 
three main experiments, namely, the experiment based on the 
CNN model, the experiment based on the LSTM model, and 
the experiment based on the feature methods. 

1) Experiments based on CNN model: In this experiment, 

the CNN model applied two different architectures as shown 

in Table III, Table IV and Table V. Fig. 5 shows a scatter plot 

diagram for tweets labelled against the predicted labels. In 

addition, this figure explains the correlation with different 

epochs compared to the pre-processing approaches, and 

whether the emoji were retained or removed. 

TABLE IV.  CNN-1 ARCHITECTURE LAYERS 

Layer (type) Output Shape Parameters # 

input (Input Layer) (None, 300) 0 

embedding (Embedding) (None, 300, 300) 17421900 

CNN                (None, 300, 64) 96064 

Global max pooling (None, 64) 0 

dropout_1 (Dropout) (None, 64) 0 

batch_normalization_1 (None, 64) 256        

dense_1 (Dense) (None, 3) 195       

dropout_2 (Dropout) (None, 3) 0 

Batch Normalization (None, 3) 12 

Dense  (None, 3) 12 

Total Parameters: 17,518,439 

Trainable Parameters: 17,518,305 

Non-trainable Parameters: 134 

TABLE V.  CNN-2 ARCHITECTURE LAYERS 

Layer (type) Output Shape Parameters # 

input (Input Layer) (None, 300) 0 

embedding (Embedding) (None, 300, 300) 17421900 

CNN-1                (None, 300, 64) 96064 

CNN-2                (None, 300, 64) 20544 

max pooling (None, 150,64) 0 

CNN-3        (None, 150, 64) 20544 

CNN-4                (None, 150, 64) 20544 

max pooling (None, 75,64) 0 

CNN-5        (None, 75, 64) 20544 

CNN-6                (None, 75, 64) 20544 

CNN-7        (None, 75, 64) 20544 

max pooling (None, 75,64) 0 

CNN-8 (None, 37, 64) 20544 

CNN-9                (None, 37, 64) 20544 

CNN-10       (None, 37, 64) 20544 

Global max pooling (None, 75,64) 0 

CNN-11 (None, 18, 64) 20544 

CNN-12              (None, 18, 64) 20544 

CNN-13       (None, 18, 64) 20544 

Global max pooling (None, 64) 0 

Batch Normalization (None, 64) 256 

Dense  (None, 3) 195 

Total params: 17,764,943 

Trainable params: 17,764,815 

Non-trainable params: 128 

 
Fig. 5. Scatter plot diagram for tweets labels 
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2) Experiment based on the LSTM model: In this 

experiment, the LSTM model has been utilized.  LSTM is 

used to enhance the memorisation of important information. In 

the text classification, LSTM is used in multiple word strings 

to identify the class to which it belongs. In this experiment, 

the dataset has been divided into three groups with different 

dataset sizes of 3,000 tweets, 15,000 tweets and 31,000 tweets, 

respectively. The results of this experiment are shown in 

Evaluation Results of Our Models‟ Accuracy with Different 

Dataset Sizes 
Model Accuracy-without emoji Accuracy-with keeping emoji 

SVM 81.79 % 82.5 % 

NB 69 % 69.4 % 

CNN-1 95 % 95.8 % 

CNN-2 70 % 82.7 % 

LSTM 96.6 % 95.5 % 

 

TABLE VI.  EVALUATION RESULTS OF OUR MODELS‟ ACCURACY WITH 

31,000 TWEETS, WITH EMOJI RETAINED AND REMOVED 

3) VI. 
Model Accuracy-without emoji Accuracy-with keeping emoji 

SVM 81.79 % 82.5 % 

NB 69 % 69.4 % 

CNN-1 95 % 95.8 % 

CNN-2 70 % 82.7 % 

LSTM 96.6 % 95.5 % 

 

Table VII shows the results of our models‟ accuracy with 
the maximum tweets (31,000) and compares the classification 
accuracy when emoji are retained or removed from the content 
of the tweets. 

TABLE VII.  EVALUATION RESULTS OF OUR MODELS‟ ACCURACY WITH 

DIFFERENT DATASET SIZES 

Model Accuracy-without emoji Accuracy-with keeping emoji 

SVM 81.79 % 82.5 % 

NB 69 % 69.4 % 

CNN-1 95 % 95.8 % 

CNN-2 70 % 82.7 % 

LSTM 96.6 % 95.5 % 

 

TABLE VIII.  EVALUATION RESULTS OF OUR MODELS‟ ACCURACY WITH 

31,000 TWEETS, WITH EMOJI RETAINED AND REMOVED 

Dataset Size SVM NB CNN-

1(9L) 

CNN-

2(21L) 

LSTM 

Dataset-1(3000 

Tweets) 

81 % 23 % 93 % 89 % 90 % 

Dataset-1 

(15000 Tweets) 

78.9 % 63 % 96 % 74.8 90 % 

Dataset-1 

(31000 Tweets) 

82.5 % 69.4% 95.8% 83% 96.6 % 

Training and testing accuracy for CNN and LSTM models 
is shown in Fig. 6, which also shows the accuracy of retaining 
or removing emoji. This comparison was implemented with 
different epochs, up to 100 epochs. 

 
Fig. 6. Deep learning accuracy comparing retaining and removing emoji 

4) Experiments based on features methods: In this 

experiment, two methods have been utilized to examine the 

accuracy of the model performance. In the first experiment, 

the two methods used are N-gram and CBOW. The 

experiments‟ results are shown in Table VIII. 

TABLE IX.  CBOW WITH N-GRAM RESULTS COMPARISON 

Classifier 
Without  

N-gram 

N-gram range 

1-2 

N-gram range 

1-3 

SVM 82.22 82.64 83.2 

LSTM 96.6 96.7 96.9 

CNN-1 95.8 95.82 95.83 

CNN-2 83 83.3 84 

NB 69.4 69.7 70 

 
Fig. 7. CBOW and N-gram results comparison 
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Fig. 8. Skip-gram and N-gram results comparison 

In the second experiment, skip-gram and N-gram have been 
utilized. 

TABLE X.  SKIP-GRAM AND N-GRAM RESULTS COMPARISON 

Classifier 

Without  

N-gram 

N-gram range 

1-2 

N-gram range 

1-3 

SVM 82 82.06 83.2 

LSTM 96 96 95.8 

CNN-1 95.3 95.3 95.5 

CNN-2 83.2 83.4 84 

NB 70 70 70 

The accuracy of CNN-1 with emoji retained is 95.8%, and 
with emoji removed is 95%. The accuracy of CNN-2 with 
emoji retained is 82.7%, and with emoji removed is 70%. The 
CNN-1 model is more accurate than CNN-2. The accuracy of 
LSTM with emoji retained is 95.5% and 96.6% with emoji 
removed. When applied to SVM and NB the results are 82.5% 
and 69.4%, respectively. Fig. 8 shows the comparison between 
the deep learning accuracy with emoji retained and removed. 
By applying the same models with N-gram and with skip-
gram, the results in Table VIII and Table IX, and represented 
in Fig. 7 and Fig. 8, show the LSTM model is better in both 
CBOW and skip-gram. 

5) Experiment based on the AraBERT model: In this 

experiment the AraBERT for Sequence Classification is 

applied (Transformer-based Model for Arabic Language 

Understanding) with the following parameters: 

TABLE XI.  ARABERT PARAMETERS 

Parameter Value 

Attention probs dropout prob 0.1 

Hidden act gelu 

Hidden size 768 

Initializer range 0.02 

Intermediate size 3072 

Layer norm eps 1e-12 

Max position embeddings 512 

Num attention heads 12 

Num hidden layers 12 

Transformers version 4.17.0 

Vocab size 64000 

After training the dataset on the AraBERT model using the 
parameter list as shown in Table X. The training accuracy (Fig. 
9) of the AraBERT model is 0.92% when the test is applied on 
3,505 tweets. 

 
Fig. 9. Results of the training for AraBERT Model 

V. CONCLUSION AND FUTURE WORKS 

Results of this work show that there is improvement in 
CNN model accuracy by retaining emoji in text content, and 
LSTM is more accurate when emoji are removed. These results 
are summarized in Table II. The accuracy of CNN-1 with 
emoji retained is 95.8%, and with emoji removed is 95%. The 
accuracy of CNN-2 with emoji retained is 82.7%, whereas its 
accuracy with emoji removed is 70%. CNN-1 outperforms 
CNN-2 in terms of accuracy. The accuracy of LSTM when the 
emoji are retained is 95.5 %, and it is 96.6% when the emoji 
are removed. When we use SVM and NB, the outcomes are 
82.5% and 69.4 %, respectively. The accuracy of the AraBERT 
model is 0.92%. In this work, we have shown that the LSTM 
architecture is the most suitable for the analysis of Arabic 
tweets. In the future, we can build a new system to analyse 
Arabic texts using the modern model GPT-3 from Open AI and 
apply the sentiment analysis on this dataset. 
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Abstract—Responding to enormous comments on social media
platforms is one major challenge facing businesses in recent times,
especially when dealing with irate consumers. Customers have
increasingly adopted social networks as a platform for expressing
their concerns and posting comments on business pages, posing a
great challenge for customer support agents and digital marketers
alike. Analyzing and responding manually to these enormous
comments is a time-consuming task, necessitating the adoption of
Artificial Intelligence (AI) tool that can complete the task swiftly
— automatic comprehension of social media posts for comment
generation. In this paper, we present algorithms and a tool for the
automatic comprehension of customer tweets and generation of
responses to these tweets. This was done in two-fold: using existing
Natural Language Processing (NLP) libraries to preprocess and
tokenize these tweets, and secondly, using rule-based algorithms
to find a matching response to each customer, based on the array
of extracted tokens from the customer’s tweet. This was built into
a tool called Comment-Synthesizer. This tool takes unfiltered
tweets as input, preprocesses the tweets, and matches the tweet
with predefined responses using a rule-based algorithm with a
success rate of 76%. This tool, if implemented in a desktop
automation application, can be used to respond automatically
to a large volume of customers’ social media comments/posts.

Keywords—Natural language comprehension; social media;
natural language processing; customer engagements; artificial
intelligence; comment generation

I. INTRODUCTION

In recent years, social media has become an indispensable
resource for companies to incorporate into their marketing
plans [1]. Social media is described as a collection of Web
applications that allow people to produce and generate content
through the innovative use of Internet technology [2]. The
widespread use of social networks by customers influences
businesses that must join to connect with customers [3]. Busi-
nesses are embracing social media for an expanding number
of marketing tasks, including image, market analysis, demand
planning, provision of services, and commerce. Additionally,
businesses have found that social networking websites, in
particular, are crucial for drawing customers to their products
and brands [4]. As a result of the recent explosion of interest
in social networks like Facebook, Twitter, and LinkedIn, tons
of businesses are posting information to influence consumers
about their products/services [5]. The number of posts and
comments received every day gives a surprising indication
of the enormous influence of social networks, with Facebook
accounting for one billion active users, YouTube with over

four billion views, and nearly 140 million active users on
Twitter [6], [7], [8]. As a means of communication, the
usage of social networks is becoming significantly important,
particularly because it enables firms to cultivate relationships
with their clients [9]. Social networks can be used to distribute
well-known e-Commerce solutions, but businesses that do not
engage with their customers lose their potential [10].

In the early days of social media, PR firms would keep an
eye on customer comments on a company’s website to find and
handle irate clients, but with the proliferation and volume use
of social media platforms, this is no longer nearly adequate [6].
When a business adopts a Social Media strategy, the volume
of postings increases quickly, requiring considerable human
work for manual analysis [11]. Consequently, many businesses
designate a human expert to constantly update their pages
with relevant content, monitor comments, and respond to them
on time. However, responding manually to these enormous
comments is a time-consuming task, necessitating the adoption
of Artificial Intelligence (AI) tool that can complete the task
swiftly — automatic comprehension of social media posts for
comment generation.

A long-standing aim of AI is the creation of programs that
can understand and generate human language [12]. Natural
Language Processing (NLP), an aspect of AI that deals with
the interaction between machines and human language and
has been around for more than four decades [13], is one
of such programs. Machines are programmed to successfully
process large natural language data. NLP makes it feasible
for Intelligent machines to analyse the complexities of human
expression in order to obtain information from numerous types
of text, such as blogging, evaluation of products, as well as
the numerous daily posts on Twitter, Facebook, and news
feeds [14]. The digital representation and understanding of
human language have recently attracted significant interest
in this domain. Its applications have spread to numerous
domains such as email spam surveillance, translation software,
and retrieval of information, summarization, medicine, and
question answering [15].

In this paper a set of rules was used to develop an algo-
rithm that automatically comprehends social media comments
and responds to them in real-time. This involves performing
lexical analysis on the raw tweets with several preprocessing
techniques, such as eliminating Twitter handles, URLs, whites-
paces, etc. In addition, we performed sentiment analysis to
identify the underlying emotions in the dataset, and then we
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defined rule-based algorithms to find a matching response to
each customer, based on the array of extracted tokens from the
customer’s tweet. Fig. 1 depicts the processes.

The following is a summary of the significant contributions
made in this paper.

1) leverage the Python Natural Language Toolkit
(NLTK) for the analysis of the dataset. A tool
that supports NLP data structures and algorithms in
Python,

2) design a Natural Language Generation (NLG) al-
gorithm system that uses a rule-based approach to
automatically generate social media comments,

3) create Comment-Synthesizer, a software tool
that deploys the techniques described in (3) above,
and

4) present deployment of the tool, as well as results
demonstrating the social media comments generated.

The remaining sections of this paper are organized as fol-
lows. Section II provides background and discusses the related
work. Section III elaborates on the design concept used in this
work. In Section IV, we demonstrate the implementation of
the Comment-Synthesizer tool and the results obtained
from the synthesized comments. In Section V, the results are
evaluated, while Section VI provides a summary of the work
and the further study.

II. BACKGROUND AND RELATED WORK

This section examines works related to the problem domain
and presents the various terms and techniques for solving
the problem. It provides a definition of the terms and the
motivation behind this work.

A. Social Media Marketing in the Digital Age

Social media is a dynamic and fast-moving domain across
the globe. In the digital age, leveraging social media to
advertise to a targeted demographic of potential customers is
an effective strategy [16]. This allows a business to remain
connected with customers and respond to their queries without
delay. Every day, people around the world use the Web,
social networks, smartphone applications, and other electronic
communication systems [17]. Since the emergence of social
networks, many businesses have realized that they can add
value to a firm’s entire business plan, particularly in terms of
improving brand perception.

Businesses are leveraging alternative marketing strategies
that are more cost-effective and beneficial for consumer en-
gagement than conventional ways, as they recognize the po-
tential of the Internet as a crucial component of their platform.
They are now supporting open communication practices within
the firm, such as tweeting, texting, and other methods, to
promote branding outside the company [18]. Its no secret
that platforms like Facebook, Instagram, and Twitter are
essential tools for interacting with customers and spreading
the word about a firm’s products and services. Given how
frequently consumers use social media for several hours each
day, marketers have adopted it as a powerful marketing tool
[19]. According to the statistics, the average internet user
spends approximately 144 minutes every day exploring social

networks. As a result, large corporations and their strategists
employ social media to create brand images [20].

B. Social Media Automation

Digital marketing has metamorphosed significantly over the
past two decades. Businesses are now expected to improve
their strategies to earn customers’ loyalty. The social web
statistics indicate that automation of digital marketing applica-
tions, especially social media, is the key as this enables firms
to make effective use of their time by concentrating on the
more important side of the business. Social media automation
can be described as an approach to remodelling business
social media campaigns by utilising automation tools, such as
Hootsuite, Buffer, Social Pilot, and the like [21]). Automating
social media posts reduces the time spent on maintaining and
growing brand accounts. Therefore, time and resources could
be allocated to other areas of the marketing budget and to meet
strategic goals [22]. A significant advantage of automation is
the propensity to organize the company’s entire social media
strategy in advance. Content or posts can be scheduled on
Twitter, Facebook, Instagram, and other social networks, which
are then automatically published [23].

C. Challenges of Digital Marketing

One of the most direct channels of engagement between a
business and a target audience is through social media market-
ing — bidirectional communication. As consumers spend more
time than ever online, the ability to effectively engage with
them, respond to their comments, and solve their problems in
real time is crucial [24]. Marketing experts have less control
over the message on social networks due to its conversational
nature than they do with more conventional means of market-
ing communication [3]. There is more exposure to digitization
and social media from several consumers. Social media power
is a fundamental challenge for any digital marketer. The
management of customer queries is one of those challenges.

A key goal of marketers is customer engagement, a study
in 2012 found that customer engagement was reinforced by
78 per cent of marketing reports when they use social media
to promote their products [25]. Customer expectations must
be managed to avoid harmful or negative posts. The use of
negative post-reactions in social media marketing is one facet
of digital marketing that can be particularly destructive to
marketing campaigns. There is not much a marketer can do to
prevent unfavorable comments, images, or videos from being
posted online by dissatisfied consumers or competitors in the
same business [26].

D. Artificial Intelligence and Automation

Artificial Intelligence is the ability to make machines
execute intelligent tasks like humans. It uses intelligence to
perform automated tasks. A more in-depth definition of AI
describes it as the flexibility in a machine’s ability to learn
from experience, incorporate that knowledge into its operation,
and use that performance to achieve predetermined ends [27].
As automation becomes more complex, the demand for AI is
growing due to its ability to solve complex problems even with
little human expertise and resources in a short timeframe [28].
With abstraction to phase out human efforts in routine tasks,
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Fig. 1. Processes of social media comment generation

advancing machine learning (ML) will continuously activate
paradigm shifts in multiple sectors of the technology industry.
Among the components of AI is NLP, which is concerned
with the interaction of machines and humans through natural
language. As AI is penetrating the business arena, it has led
to a fundamental change in the concept and application [29].

The application of AI is used significantly in different busi-
ness domains, including healthcare, finance, manufacturing,
law, education, and more. Doctors can now diagnose diseases
faster than before with the assistance of ML. The application
of AI in social media marketing results in spending less time
on routine administrative tasks and providing customers with
satisfaction. The adoption of AI can be cost effective and
complement customer engagement [12]. Applications such as
chatbot assist patients with invoicing and assist clients with
appointment scheduling. In pedagogy, AI can provide auto-
grading, assist students with learning by catering to their
individual needs and ensuring that they stay on course. Ar-
tificial intelligence in the legal field has made it easier for
lawyers to precisely and efficiently evaluate thousands of large
legal documents, which is generally a difficult undertaking.
Industrial robots have made manufacturing considerably easier
and more efficient than it was only a few years ago [28].

E. Motivation

There is an increase in the number of comments available
on a business social media platform every single day, especially
on Twitter. It is projected that there will be 3.43 billion monthly
active users on social media platforms worldwide in 2023. This
figure represents almost one-third of the total population of the
world [20]. Thus, it becomes a problem for a human expert to
deal with a large volume of questions in different real-life data
handling applications. Social media comments are important

data in social media marketing, as those comments can make
or break a business. However, all posts must be evaluated to
effectively utilize the data acquired in the social media posts
[11]. Against this background, there is the necessity for the
creation of an algorithm that can complete the task swiftly.

F. The Gap

Unprecedented social media marketing growth has led to
a constant influx of customers posting a massive volume of
comments on business social media platforms that may be
too much for a human expert to handle. When customers do
not receive a prompt response to their inquiries, there is an
underlying unhappiness that exists. Therefore, it is necessary
to create a novel strategy to solve this issue without involving
humans in easy-to-automate tasks.

G. Why Use Rule-Based Techniques?

The rule-based system has advanced several NLP systems.
Rule-based logic is at the centre of most automated processes.
A rule-based system encrypts expert human knowledge in a
rather narrow domain using an automated system [30]. The
foundation of rule-based systems is solid language compre-
hension and the syntactic insights gained with an NLP system
can be applied to a similar task in another system [31]. One of
the simple methods to represent the human intellect in AI is to
transform it into plain linguistic phrases utilizing the format IF-
THEN rules [32]. The knowledge expert system is an example
of a rule-based technique that uses predefined rules to make
deductions and draw conclusions to perform automated tasks.

A rule-based approach consists primarily of a collection of
rules, a statement of facts, and a termination criterion [30].
Despite the fact that a rule-based method is neither AI nor
ML, it may be used to power certain components of AI and
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ML, as it essentially follows the rules specified by humans.
Although an AI can determine the action to take itself, the
rule-based approach does exactly as humans instructed. ML, on
the other hand, is concerned with the possibility of computer
programs accessing data and using it to learn for themselves.
The objective is to provide machines with the ability to learn
independently of human intervention and modify their behavior
as necessary. Therefore, it is essential to use an approach
that is most suitable for a specific field of study as this will
influence the specified result. ML components in this case
lack enough data to form a proper generalization. The benefit
of the rule-based system is that it offers a detailed analysis
of social media comments using morphological and syntactic
information, while ML approaches face some challenges with
specific NLP tasks, such as detecting well-formed and poorly
formed inputs [31].

H. NLP Tools and Techniques

NLP deals with computer-natural language communication.
Algorithmic systems can integrate language understanding and
language generation through the use of NLP metrics [15]. NLP
techniques enable enormous collections of social media posts
to be automatically analysed and useful information extracted.
Table I illustrates some examples of NLP tools and techniques.

TABLE I. SOME EXAMPLES OF NLP TOOLS AND TECHNIQUES

Tools Techniques
AllenNLP: Premised on PyTorch tools
and frameworks to use deep learning
techniques for applications in NLP re-
search and industry [33].

Text Classification: NLP techniques to
classify vast volumes of unstructured
text [34].

Keras: A library for neural networks
that is highly modular, which is built
on top of TensorFlow [35].

Summarisation: Using an NLP system
to synthesize complex text by generat-
ing a concise summary [36].

NLP Architect: A Python module for
evaluating deep learning architectures
and techniques for optimizing NLP and
NLU neural networks [37].

Sentiment Analysis: The analysis of
data to assess its positivity, neutrality,
or negativity [38].

SpaCy: Open-source NLP library that
specializes in syntactic analysis, word-
to-vector transformations, and conver-
sational UIs [35].

Keyword Extraction: Automatically
extracting the most useful textual data
employing AI and machine learning
algorithms [39].

NLTK: The Natural Language Toolkit
is an accessible NLP resource for to-
kenising, stemming, labeling parts of
speech, parsing, and logic [40].

Named Entity Recognition: Tags and
extracts named identities from the us-
ing NLP algorithms for further analysis
[41].

I. Related Work

According to our understanding and considerable research,
no effort has been attempted to automatically comprehend and
generate comments for social media posts using rule-based
technique. Nevertheless, there are numerous similar works in
NLP, particularly in the area of tweet message analysis on
social media sites like Twitter, and various works in automatic
comprehension and summarisation, language generation, and
synthesis of things. Several of these interrelated concepts will
be covered in this section.

1) Twitter Immediate Response Using NLP Techniques:
Ahmad et al [42] proposed implementing NLP
algorithms to analyze and evaluate various
preprocessing, data augmentation, classification,
and fusion approaches to provide instant response

on water quality from social media posts.

2) Social Media Posts as Programming Feedback:
Kabaso and Ade-Ibijola [43] presented a Context-
Free-Grammar for automatically generating
educational feedback on Twitter for novices in
programming.

3) Comment Generation Based on User Profile: Zeng
et al [44] proposed that each user’s personalized
comments be generated automatically based on
the data in their profile. The work employed a
large-scale and high-quality Chinese dataset as the
foundation for creating a link between user profiles
and the comments made on social media platforms.

4) Social Media Profile Synthesis: Ade-Ibijola [45]
presented novel approaches to create imaginary
social media profiles on an automatic basis utilizing
probabilistic CFG.

5) Financial Chat Analyzer (FINCHAN): IMs with FX
options obtained from Bloomberg Terminals were
analyzed by [13] using a formal grammar-based
technique. The work presented a novel algorithm
to produce descriptive overviews of these financial
chats by cleaning and retrieving terms from the
conversations. The conversation token syntax was
then specified using a CFG.

6) Analysis of Tweets for Identifying Trends: Novel
algorithms were developed by [46] to identify trends
in tweets related to natural disasters, such as earth-
quakes.

J. Definition of Terms

Definition 1: Symbol, Alphabet, and String [47]: A single
element is regarded as a symbol. Any finite collection of
symbols is represented by an alphabet Σ, while a string
consists entirely of zero or more symbol combinations.

Definition 2: Tokenization: The process of dividing raw
text into small parts is called tokenization. Raw text is divided
into words and sentences and is referred to as tokens. These
tokens are helpful in the creation of NLP contexts and models.
Tokenizing complete sentences or individual words is possible
using this method. The term “word tokenization” refers to the
act of splitting a string of words into constituent lexemes.
Sentence tokenization is the term used for the process of
tokenizing a sentence [48].

Definition 3: Regular Languages and regular expressions
[47], [13]: Languages that can be accepted by finite automata
are regular languages that can be expressed by formulas
known as regular expressions that use the operations of union,
concatenation, and the Kleene star. An algebraic notation to
describe regular language is called regular expressions (RE).
The following terms apply to a regular language L over some
alphabet Σ:

1. Ø denotes an empty set in regular language.
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2. λ is a collection of all conceivable null strings in regular
language.

3. For each a ϵ Σ, a denotes the regular language {a}.

4. Given L1 and L2 are R, then the following is true: L1

and L2 is R that combines both languages. The combined
language, identified as L1, L2, is considered a regular
language. L∗

1 is another common language that symbolizes
the Kleene closure feature and is also referred to as the
Kleene star.

III. DESIGN

The rules for generating comments for social media posts
are described in this section. Our test case focuses on Twitter.
Twitter is a social networking and microblogging platform that
was launched in 2006 by a small group of people, including
Jack Dorsey [49]. Every second, over 6,000 tweets are sent,
equating to about 350,000 messages sent in a single minute,
500 million tweets produced in a single day, and 200 billion
tweets sent in a single year [50]. To increase user and con-
sumer participation, marketers employ Twitter and other social
networking platforms in their campaigns [51]. A tweet has a
structure that allows content to be shared among its audience
with a 280-character limit [52]. Twitter can facilitate brand
engagement with consumers by monitoring and responding to
online consumer opinions [53]. In this paper, the structure of
a tweet is described using the following attributes:

1) Tweet Text: it is a short message containing 280
characters or less that a Twitter user shares with a
specific audience. For example, text, pictures, graph-
ics and videos,

2) Screen Name: a Twitter handle or username that
is assigned when a user creates their first Twitter
account. This is followed by the ”@” symbol, which
your followers use when responding, mentioning,
and sending direct messages (DM). For instance,
@steveleo,

3) Full Name: it is a unique identifier that is different
from a Twitter username. For instance, Jay Paul,

4) Date: the time and date when a tweet was published
on Twitter,

5) Tweet ID: Twitter’s unique identifier for each user’s
tweet,

6) Location: the location of the Twitter user,
7) Retweet: sharing a tweet from another account with

your followers,
8) Type of App: the device that a user uses to send

Tweets,
9) Hashtag: a topic or narrative preceded by the sign

(#) symbol. Users can use hashtags to explore topics
of interest, and

10) Url: the address to a user’s profile on Twitter.

A. Tweet Extraction

To begin with, we first crawl tweets of a keyword asso-
ciated with the hashtag “loadshedding”. In South Africa, the
country’s electricity company, Eskom, frequently uses the term
“load shedding” to prevent blackouts. As the primary source
of electricity in South Africa, Eskom is tasked with ensuring

the reliability of the country’s power supply to best support
the nation’s economy and society. Their main responsibili-
ties in the country of South Africa include the generation,
transmission, and distribution of electricity. Loadshedding is
a well-planned response to unplanned events that is carried
out with the objective of preventing the complete collapse of
the energy grid [54]. The primary goal of load shedding is to
ensure that the grid does not fail completely. Consumers are
frequently notified of imminent load shedding, which typically
takes place in a sequence of stages: 1, 2, 3, 4 etc. The tweets
were extracted using Tweet Archiver API that spans a period
of 12 weeks, which are then stored in Google sheets for further
preprocessing.

B. Tweet Preprocessing

It is crucial to conduct a lexical analysis to parse the tweet
text. Tweets are unstructured data that frequently contains
graphics and abbreviations and must be converted into a format
that machines can understand and analyse. Tokenization is the
initial stage in any NLP pipeline. Algorithm 1 shows the tweet
handling method using regex to search for the instance of
tweet data in the text. A tokenizer as presented in Algorithm
2 was designed to separate the dataset into distinct pieces
of information. The dataset was first preprocessed using the
NLTK tool, which involves the following cleaning process:
removing Twitter handles, whitespace, emojis, URLs from
the tweet, hashtag and punctuation removal, converting text
to lowercase, stop word removal, tokenizing the string with
regular expressions into a list of words, and reducing words
to their stems, i.e., buying, buys become buy. During the
tokenization process, some stop words, such as “the” and
“a”, will be eliminated because these words do not contribute
significantly to the information obtained. An illustration of a
tweet preprocessing technique can be seen in Fig. 2.

Algorithm 1 : Tweet Handling

1: Function text handle remove(input text):
2: using regex to search for the instance of tweet data in

the text
3: regex.sub(r’https?://[ˆ\s\n\r]+’, ”, tweet)
4: regex.sub(r’@[ˆ\s\n\r]+’, ”, tweet)
5: re.sub(r’#’, ”, tweet)
6: return new tweet text
7: end
8: End Function

C. Sentiment Analysis

The comprehension of massive amounts of unstructured
data (tweets) can be facilitated for businesses using sentiment
analysis. We are primarily interested in gaining a sense of
the consumer perspective with respect to the dataset and the
polarity of that perspective, that is, whether it is positive,
negative, or neutral. The dataset was augmented with labels
to facilitate the computation of opinion scores and their
classification. The results shows a slightly high positive score
(35.6%) compared to the negative score (35.2%), as shown in
Fig. 3. It is observable that loadshedding has a negative impact
on the consumers, and they viewed it as incompetence and
maladministration. In addition, we utilised a word cloud as a
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Fig. 2. Raw tweets before and after tokenization

Algorithm 2 : Tweet Tokenization

1: Function tokenize text(input text):
2: tokenized tweet=tweet tokenizer.tokenize(tweet)
3: stemmer = PorterStemmer()
4: intialise english stopwords
5: clean tweet list
6: for word in tokenized tweet:
7: if (word not in stopwords english and
8: word not in string.punctuation):
9: wordnet lemmatizer.lemmatize(word,

pos=’verb’)
10: wordnet lemmatizer.lemmatize(lemmatizer word,

pos=’noun’)
11: add lemmatized word to clean tweet list
12: return tweets clean
13: end
14: End Function

means of disseminating crucial information and developing an
appealing visualisation strategy for the purpose of highlighting
important textual data points, which helped monotonous data
stand out as seen in Fig. 4.

IV. IMPLEMENTATION AND RESULTS

This section presents a new tool for implementing the
techniques described in this article and the results obtained.
The name of this tool is called Comment-Synthesizer.

A. Implementation details

We discuss the components of our technique for synthesiz-
ing comments and generating automated responses. First, we
generated a list of intents and responses that spans the entire

Fig. 3. Distribution of sentiments in the tweet

category of customer posts in the dataset — preprocessed
Tweets. Based on the analysis of the patterns observed in the
dataset, the intent of the users was classified into 19 groups,
each class representing a distinct user response. We tagged
each post response based on the human expert’s estimation
using the process below:

1) Create a list of intents and responses.
2) Use WordNet to find similar words with a tag of

intent.
3) Combine words that are similar in meaning.
4) Use Regular Expressions (RegEx) to find similar

patterns.

The tag in each intent is determined by the categorization of
the dataset. For example, a question concerning power outages
was tagged “outages” while inquiries from customers regarding
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Fig. 4. Visualization of the frequent words in the tweet

unavailable lights were tagged “lights out”, etc. In addition to
the tags that were entered manually during the process, the
WordNet library was utilized to locate words that were related
to those tags. A RegEx was used for word combinations to
determine the right number of data points within the dataset.
This involves querying similar tag information and retrieving
the assigned tag when relevant data are discovered during
the process. The full dataset and algorithm implementation
were subsequently embedded into a desktop interface. Table
II illustrates the function of RegEx to find matching patterns
within the dataset while some implementation aspects of the
tool are indicated by the steps of Algorithm 3.

TABLE II. REGEX FOR TWEET PATTERN MATCHING

Token Symbol
Newline \n
Alphabet [a-zA-Z]
Number [0-9]
Carriage return \r
Tab \t
Number and alphabet [ˆa-zA-Z0-9 \n\.]
BackSpace character \b

B. Desktop Application

The tool was implemented and integrated into a desktop
application using the Python Tkinter library. This application
shows a simple interface that allows users to type in their
tweet and receive an automated response based on that tweet.
We integrated the algorithm into a Python script using Tkinter
to develop the interface and then made it feasible to employ
interface formatting to create a user experience that will
represent a functional chatbot application as displayed in Fig.
5.

C. Results

We have tested Comment-Synthesizer on tweets that
were extracted from Twitter using the Tweet Archiver API
between December 2021 and March 2022. The dataset was

Fig. 5. The Comment-Synthesizer user interface

extracted using keywords associated with #Loadshedding, #Es-
komLoadshedding, and #Eskom SA. In total, the dataset com-
prises 4,041 Tweets, which are then stored in a Google Sheet
for further preprocessing. After preprocessing approaches,
such as removing Twitter handles, emojis, URLs, punctuation,
and whitespace, we divided the dataset into training and
test datasets. There are 2,733 tweets in the training set and
1,308 tweets in the test set. The tool worked successfully
and produced Twitter responses that were, for the most part,
accurate. Fig. 6 and Fig. 7 shows the program interface during
testing execution.

V. EVALUATION OF THE TOOL

The performance of a model can be explained using evalu-
ation metrics. The ability of assessment metrics to differentiate
between different model outputs is an essential characteristic
of these metrics. The development of an algorithm and a tool
that achieves a high level of accuracy when applied to data that
are not part of the sample dataset is the primary objective of
this research. As a result, it is essential to perform an accuracy
check on this model before attempting to compute anticipated
values. The evaluation of Comment-Synthesizer is based
on the following metrics: recall, precision, and accuracy while
predicting syntactically correct or incorrect responses in the
dataset. In the evaluation, the confusion matrix classification
was used, and the tool performed well and generated accurate
tweet responses for the most part — about 76% accuracy. The
classification of the tool performance is as shown below:

Recall = TP
TP+FN = 449

449+163 = 0.73

Precision = TP
TP+FP = 449

449+153 = 0.75

Accuracy = TP+TN
TP+TN+FP+FN = 449+543

449+543+153+163 = 0.76
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Fig. 6. The Comment-Synthesizer tool displays the users’ tweet and the responses generated automatically (1/2)

Fig. 7. The Comment-Synthesizer tool displays the users’ tweet and the responses generated automatically (2/2)
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Algorithm 3 : Comment-Synthesizer Algorithm

1: Function get tweet synonyms(tag)
2: define the list of intents, response and tag
3: preprocess tweet
4: for each tag in tag
5: get synonyms of tag from Wordnet.synsets
6: for each word in synonyms
7: lemmatize each word
8: add user customized synonyms
9: return processed synonym

10: end
11: End Function
12: Function create pool of intent(tag)
13: for each synonmys in tags of intent:
14: add searchable regex function(”.*\\b”)
15: Add regex compile action()
16: return new synonyms
17: end
18: End Function
19: Function algorithm implementation(user tweet)
20: for each word in user tweet
21: convert each word to lower case
22: remove tweet handle, hash tag in each word
23: produce user tweet
24: for intent in dictionary of intent:
25: regex search for user tweet pattern
26: if user tweet pattern is found:
27: produce the appropriate tag and response
28: else
29: produce unrelated message
30: return appropriate response to the tag found
31: end
32: End Function

where TRUE POSITIVES are represented by the letters TP,
TRUE NEGATIVES by the letters TN, FALSE POSITIVES by
the letters FP, and FALSE NEGATIVES by the letters FN.

VI. CONCLUSION AND FUTURE WORK

The design of a software program called
Comment-Synthesizer is described, which is designed
to automatically comprehend and generate comments on
social media posts. This entails performing lexical analysis
on raw tweets using various preprocessing techniques, such
as removing Twitter handles, URLs, whitespaces, etc. In
addition, we performed sentiment analysis to identify the
underlying emotions in the dataset, and then we defined
rule-based algorithms to find a matching response to each
customer, based on the array of extracted tokens from the
customer’s tweet. The Python library Tkinter was used to
implement and build the tool into a desktop application. We
demonstrate the deployment of the tool with the results of
the social media comments it generated. During the testing,
the Comment-Synthesizer algorithm predicted with 76
percent accuracy for the most part. This tool, if implemented
in a desktop automation application, can be used to respond
automatically to a large volume of customers’ social media
comments/posts, thereby improving customer experience. In
the future, we will increase the classification of datasets to

enhance the functionality of the Comment-Synthesizer
tool.
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Abstract—Deep object detection models are important tools
that can accurately detect objects and frame them for the user
in real time. However, in low visibility conditions, such as fog
or low light conditions, the captured images are underexposed
and blurred, which negatively affects the recognition accuracy
and is not well visible to humans. In addition, the image
enhancement model is complex and time-consuming. Using the
image enhancement model before the object recognition model
cannot meet the real-time requirements. Therefore, we propose
the Parallel Detection and Enhancement model (PDE), which
detects objects and enhances poorly visible images in parallel
and in real time. Specifically, we introduce the specially designed
tiny prediction head along with coordinated attention and multi-
stage concatenation modules to better detect underexposed and
blurred objects. For the parallel image enhancement model, we
adaptively develop improved weighting evaluation models for
each “3D Lookup Table” module. As a result, PDE achieves
better detection accuracy for poorly visible objects and more user-
friendly reference in real time. Experimental results show that
PDE has significantly better object recognition performance than
the state-of-the-art on real foggy (8.9%) and low-light (20.6%)
datasets.

Keywords—Low-visibility condition; image enhance; object de-
tection

I. INTRODUCTION

Deep learning is used for many tasks, such as model fit-
ting [1]–[3], object detection [4], [5], and so on. Recently, deep
object detection models [6]–[8] have been widely used in daily
life. These models provide accurate and 7×24 consistent object
recognition, which facilitates people’s work and helps them
detect inconspicuous objects. However, in most places in the
world, it is dark 42% of the day and there are one to three rainy
or foggy days per week. These natural phenomena inevitably
affect the performance of deep object detection models [9]–
[11]. In addition, object detection models must filter out objects
for user reference in real time (processing more than 30 frames
per second). In this context, object detection in low visibility
conditions has attracted much attention in both academia and
industry to enable accurate and view-friendly object detection
at all times of the day and under all climatic condition [12]–
[14].

To mitigate the negative effects in low visibility conditions,
current research can be divided into two classes: 1) Two-stage
models: Two-stage models use image enhancement models to
first enhance the images with poor visibility and then train the
object detection model on the enhanced images [15], [16]. For

* Corresponding authors.

example, [17] used “GridDehaze” to denoise foggy images,
and [18] introduced a brightening step to lighten the images
before object detection. 2) Joint Learning Models: Joint learn-
ing models jointly train an image brightening model and an
object detection model to deal with poorly visible images [19],
[20]. More specifically, two subnetworks [21] with common
feature extraction layers are used to simultaneously detect the
objects and brighten the images.

As shown in Fig. 1, current object detection models cannot
detect and display objects well due to the following three
challenges: 1) Out-of-focus and low-contrast objects. In low
visibility conditions, objects are out of focus and low contrast,
so their detectable areas are smaller and blurrier than in
high quality images. This negatively affects the accuracy of
conventional object detection methods originally developed
for high-quality images. 2) Unfavorable representation in poor
visibility conditions. Images captured in poor visibility con-
ditions are not well visible to the user. It is necessary to
enhance the images and frame the objects clearly for the
user. 3) Real-time processing requirements. To meet real-time
requirements, the entire process of image enhancement and
object detection should be performed at more than 30 frames
per second. In the two-stage models, the image enhancement
step and the object recognition step are processed serially,
which further limits the processing time of each step and
results in unsatisfactory performance of both steps. In the
joint learning models, the image enhancement model and the
object detection model have completely different optimization
objectives. The joint optimization of these two models may
result in a wobble phenomenon, leading to better performance
in image enhancement or recognition, but negatively affecting
the other objective.

To this end, we study the problem of how to achieve
better enhancement and detection while meeting real-time
requirements. Specifically, we investigate the following three
research questions. 1) How can the enhancement and detection
steps be decoupled to improve both together? 2) How can
objects with blurred edges be accurately detected? 3) How
can images with poor visibility be enhanced to better present
recognition results to users? By exploring the above questions,
our work makes the following three contributions.

● We propose a novel parallel framework called Parallel
Detecting and Enhancing models (PDE) that can solve
the wobble problem while improving detection and
enhancement performance.

● PDE introduces a tailored model for detecting objects
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Fig. 1. Intuitive cases explaining the problems of object detection in low visibility conditions. The first row shows the images taken on foggy days. The second
row shows the images taken in low-light conditions.

in low-visibility images by introducing a tiny pre-
diction head to detect objects with smaller detection
areas. In addition, PDE uses coordinated attention and
multi-stage concatenation to further improve detection
performance in low visibility.

● PDE incorporates a specially designed image enhance-
ment model by developing an adaptively enhanced
weighting model for each “3D Lookup Table” module
to achieve better enhancement performance.

To prove the efficiency of our approach in object detection,
we evaluate the proposed model on synthetic and real low
visibility datasets. Experimental results show that PDE has
significantly better object detection performance on two real
datasets with fog (8.9%) and low light (20.6%). In addition,
case studies show that PDE provides more accurate object de-
tection and clearer rendering than other low visibility models.

The remainder of this article is organized as follows:
Section II provides related work, including object detection,
image enhancement, and multi-tasking in low visibility. Sec-
tion III describes the proposed method used for low visibility
images. Section IV presents the comprehensive experimental
results of our method compared with other methods. Section V
concludes our work.

II. RELATED WORK

A. Object Detection

CNN-based target detectors can be divided into two types
according to the steps of image processing: 1) Single-stage
detectors: YOLOv4 [22], YOLOv5 [23], FCOS [24], and
EfficientDet [25]. 2) Two-stage detectors: R-CNN [26], R-
FCN [27], Mask R-CNN [28], Fast R-CNN [29], etc. From
the point of view of composition, they both consist of two
parts. One part is the CNN-based basic framework, which is
used to extract image features. The other part is the prediction
head, which is responsible for classification and localization.
In addition, existing object detectors add some layers between
the basic framework and the head, which are called the neck of
the detector. The three structures are described in detail below.

Backbone. The backbone often uses VGG [30],
ResNet [31], EfficientNet [32], CSPDarknet53 [33], Swin-
Transformer [34], etc., rather than networks designed by
ourselves, since these networks have been shown to have
strong feature extraction capability in computer vision tasks.
However, the backbone network can be fine-tuned to make it
more suitable for specific tasks.

Neck. The neck was designed to make more efficient use
of features extracted from the backbone network. Its main
task is to further process and use the features extracted from
the backbone in different stages. The neck usually consists of
several top-down and several bottom-up paths. The neck is an
important component of the object recognition network and
connects the backbone to the head. Commonly used linking
modules for the neck include FPN [35], NAS-FPN [36],
PANet [37], BiFPN [25], ASFF [38], etc. The common point
of these modules is the iterative use of various upsampling,
downsampling, dot-sum or dot-product methods to develop
aggregation strategies.

Head. In the detection task, the backbone cannot per-
form the localization task. Therefore, the head network is
responsible for detecting the location and class of objects
based on the feature maps extracted from the backbone. Head
networks are generally divided into two categories: single-
stage object detectors and two-stage object detectors. The most
representative two-stage object detector is the R-CNN [26],
[39] series. Compared to the two-stage detector, the single-
stage object detector predicts both the bounding box and the
object class simultaneously. The most representative single-
stage object detectors are YOLO [22], [40], SSD [41], and
RetinaNet [42] series.

B. Image Enhancement

Image adjustment determines a threshold based on the gray
level range of the image. If it is below the threshold, automatic
color gradation enhancement is applied. On the other hand,
if it is above the threshold, enhancement methods based on
histogram equalization and inverse equalization are performed.
The adaptive image enhancement method can enhance not
only low-contrast images, but also partially dark and partially
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Fig. 2. An overview of the working pipeline with PDE. PDE can detect objects and enhance the low-visibility images in parallel and in real time. The label
and coordinate values are obtained by the object detection model. Then we overlay the detected images with the enhanced image to get the final output.

light images with high robustness, so that the enhanced images
have a better visual effect. Image adjustment is a widely used
technique in image enhancement. Some classical methods [43],
[44] use adaptive filters to control the contributions of the
various enhancement operations so that contrast enhancement
occurs in regions of high detail. [45] proposed a Deep Learning
model that trains data on unpaired images. A Deep Reinforce-
ment Learning approach is also used to decide what action
to take given the current state of the images. [46] effectively
transforms the color and hue of the source image by using a
small CNN to learn image-adaptive 3D lookup tables.

C. Multi-Task in Low-Visibility Conditions

Existing models for object detection in low visibility
include several tasks, such as image denoising and object
detection. Depending on the order in which the different tasks
are performed, they can be divided into two classes: two-
stage models and joint learning models. Two-stage models [5],
[15], [17] use classical visualization enhancement methods to
process images before detection. For example, [47] proposed
an AOD-Net for foggy conditions that denoises images before
detection. However, the object detection models have strict
requirements for deriving the time. When the image enhance-
ment model and the object detection model are connected in
series, the recognition time of both models is constrained,
resulting in suboptimal performance in enhancement and de-
tection. Joint learning models [19], [21] have performed image
enhancement and object detection using a joint structure to
better recognize images with low visibility. However, it is
difficult to adjust the parameters to balance the completely
different optimization goals of image enhancement and object
detection. For this reason, [48] proposed an unsupervised
adaptive system for object detection in rain and fog. After
that, many works [49]–[51] emerged to improve the detection

performance by using range adaptation. [52] proposed a robust
learning method to resist interference from poor visibility and
reduce the information loss caused by range adaptation. [20]
developed a joint learning model (IA-YOLO) that combines
image matching enhancement and object detection to meet the
requirements of real-time recognition. In this work, we use
the classical single-stage model YOLOv5 [53] as a basis and
improve its performance under low visibility conditions.

III. PROPOSED METHOD

The PDE synchronizes the input image with the object
detection module and the image enhancement module, as
shown in Fig. 2. First, the object detection module detects the
image to obtain the coordinates and classification information
of the target. Second, the image enhancement module reduces
the weather noise and increases the brightness of the input
image to obtain a more user-friendly reference. Finally, the
coordinates and classification information of the target are
written into the enhanced image to obtain the result. In
this section, we introduce the object detection and image
enhancement modules.

A. Detection Network Module

Images captured in low visibility conditions contain in-
terference from environmental information that makes object
detection difficult. To overcome this challenge, PDE introduces
a customized model for low-visibility object detection by
importing a tiny prediction head and further employing coor-
dinated attention and multi-stage concatenation to improve the
performance of low-visibility detection. As shown in Fig. 3, the
object detection model is a newly developed implementation
of YOLOv5. These tricks help deep neural networks accurately
locate and identify objects by reducing the detrimental effects

www.ijacsa.thesai.org 851 ∣ P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

Focus

Conv

Conv

Conv

Conv

Conv

SPP

CoordAtt

0

1

2

3

4

5

6

7

8

9

10

11

12

Backbone

Conv12 13

Upsample14

Concat_Bifpn15

16

Conv17

Upsample18

19

20

Conv21

Upsample22

23

24

Conv

27

26

25

3 * C3

Conv

30

29

28

Conv

33

32

31

3 * C3

Neck
Output

Prediction Head

Prediction Head

Prediction Head

Concat_Bifpn

Concat_Bifpn

Concat_BiFPN

Concat_BiFPN

Concat_BiFPN

Concat_BiFPN

Concat_BiFPN

Concat_BiFPN

Prediction Head

3 * C3 3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

Focus

Conv

Conv

Conv

Conv

Conv

SPP

CoordAtt

0

1

2

3

4

5

6

7

8

9

10

11

12 Conv12 13

Upsample14

Concat_Bifpn15

16

Conv17

Upsample18

19

20

Conv21

Upsample22

23

24

Conv

27

26

25

3 * C3

Conv

30

29

28

Conv

33

32

31

3 * C3

Tiny Prediction Head

Prediction Head

Prediction Head

Concat_Bifpn

Concat_Bifpn

MSC

MSC

MSC

MSC

MSC

MSC

Prediction Head

3 * C3 3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

3 * C3

Backbone
Neck Prediction Head
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of detectable zones that are smaller and blurrier than in high-
quality images. In addition, the model combines feature maps
generated by shallow and deep neural networks so that se-
mantic information and location features can be fully utilized.
Moreover, an explicit supervised learning task is formed by
setting a learning weight parameter. In this way, excellent
learning results are obtained by perfectly distinguishing the
importance of feature maps from shallow and deep neural net-
works. Therefore, the representative features can be accurately
retrieved and appropriately represented, which improves the
overall detection performance of the model. To get a clearer
picture of the core of the object recognition module, we will
describe the above methods and loss functions in detail below.

Coordinate Attention. Attentional mechanisms have been
shown to be effective in many visual tasks. The core of the
attentional mechanism is to enhance the model’s ability to
extract and represent important features, similar to the way
humans selectively focus on important parts rather than the
totality of information. However, most attention mechanisms
only consider the information between channels and not the
information about spatial location. This ignores the part of the
information that is hidden in space and fails to extract the op-
timal representation of the features. Moreover, the convolution
operation can only extract local relations, but not relations over
long distances. To this end, we use coordinate attention [54] to
capture spatial relationships over long distances with precise
location data by embedding the location information into the
channel attention. Specifically, each input X is decomposed
into w and h dimensions, and the decomposed tensors are pro-
cessed by global pooling to generate Xw and Xh, respectively.
Feeding into a convolutional block with the concatenated
tensors Xw and Xh generates an encoded Y that summarizes

the extracted features of Xw and Xh. The set of operations
can be formulated as follows:

Y = f(G({Xw,Xh} ○W )) (1)

where {Xw,Xh} means concatenating Xw and Xh, ○
means convolution operation, G and f denote normalization
and activation function, respectively, and W is the convolution
filter. Furthermore, we split Y again to obtain X̂w and X̂h:

X̂w, X̂h = Split(Y ) (2)

Also, X̂w and X̂h are convoluted and activated to get the
final output:

Yout =X × σ(F (X̂w)) × σ(F (X̂h)) (3)

where F denotes convolution and σ denotes the sigmoid
function.

By combining attention along the horizontal and vertical
directions of the input sensor, each element of the attention
maps can reflect in two directions whether the object of interest
is present in the corresponding row and column. In this way,
coordinated attention can more accurately determine the exact
location of the object so that the entire model can better
identify objects.

A Tiny Prediction Head. Feature sensitivity is one of
the most important properties of the model for extracting key
information from noisy images. The best way to achieve this
is to add observations from different viewpoints and combine
them to make better use of the fine-grained features from
different viewpoints and achieve better feature representation.
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However, we find that there are three different scales of
prediction heads in the original YOLOv5 model, namely
256×256, 384×384 and 512×512, and the number of anchor
images is 9. Although YOLOv5 has been observed from three
perspectives, the recognition results are still not satisfactory for
noisy images, as shown in Fig. 4. To this end, we add a tiny
prediction head with a scale of 128×128 to extract features
from a more microscopic perspective. We also increase the
number of anchor frames from 9 to 12. Although this is only an
incremental change to the detection head, the structure of the
multi-detection head contributes significantly to improving the
model performance, as shown in the Table IV of experimental
results. We also found that the number of detection heads is not
as large as possible and that the structure with four detection
heads is the most stable and effective. Given the input X, the
individual steps are as follows:

Z =
N

∑
i=1

Anchori ⊕Xi (4)

where N denotes the number of prediction heads. Anchor
denotes an anchor frame set based on prior knowledge. ⊕
denotes the matching of Anchor with X to obtain a set of pre-
diction boxes. Then, the result after matching is concatenated
with the original input X. Finally, the convolution operation
is used to continuously traverse the entire region to obtain the
final feature map. The details are as follows:

Out = Conv(Concat(Z,X)) (5)

where Out denotes the final feature map.

Multi-Stage Concatenation. The receptive field, the most
important component in CNN-based models, is used to extract
abstract features layer by layer. In deep layers, the receptive
field is relatively large to extract features, and conversely, it
is smaller in shallow layers. In general, feature maps captured
by larger receptive fields have stronger semantic representation
but weaker spatial representation. In contrast, feature maps
captured by smaller receptive fields have weaker semantic
representation but stronger spatial representation. To this end,
we combine the original concatenation module with the BiFPN
algorithm [25] to fully exploit the properties of feature maps
from deep and shallow layers. The importance of features from
different layers is defined by a learnable weighting parameter
W . The parameter is defined as :

Wi =
Xi

∑Xi + ε
(6)

where Xi denotes the input of each layer, and Wi denotes
the weight parameter of each input layer. ε is set to 0.0001.

According to Eq. 6 the formation of the result can be
formulated as follows:

Y = Conv(ReLu(
N−1

∑
i=0

Wi ×Xi)) (7)

where Y denotes the result and Conv denotes the convo-
lution operation; Relu denotes the activation function and N
denotes the number of input layers. Both semantic features and
spatial features can be transferred to different depth layers by

feature fusion and mapping. This method improves the model’s
ability to extract and express features, and thus improves
recognition performance.

Loss Function. The loss function of YOLOv5 divides
the objective function into three subfunctions, namely object,
classification, and regression. However, we found that the
original loss function uses the basic Intersection-over-Union
(IoU) loss, which limits the ability to measure the overall
performance of the model. The total loss is calculated as
follows:

Loss = wobj × lossobj +wcls × losscls +wreg × lossreg (8)

where lossobj , losscls, and lossreg denote the object objec-
tive function, classification objective function, and regression
objective function, respectively. wobj , wcls, and wreg denote
their weighting values set a priori to 0.3, 0.05, and 0.7,
respectively.

To better measure the difference between confidence in
the predicted object and the true value, we construct this
objective function lossobj based on cross-entropy loss. For a
given predicted value x and a true value y, the equation is as
follows:

lossobj = −
1

n

n

∑
i=1

(yi × ln i + (1 − yi) × ln (1 − xi)) (9)

Although the predictions are multiclassification, there is
only one positive sample, so we use the loss of cross entropy.
After we use the cross entropy as the loss function, the gradient
of the backpropagation is no longer associated with the deriva-
tive of the sigmoid function. This avoids the disappearance of
the gradient to some extent. lossobj is the same as losscls.

In the regression task, the most direct indicator to determine
the distance between the predicted box and the ground truth is
the intersection over union (IoU), and IoU = ∣A∩B∣

∣A∪B∣
, however,

does not accurately reflect the intersection of the two boxes
and cannot be trained further due to disjunction. Therefore, we
use the complete-IoU [55] to construct the objective function
of the regression task. We consider the similarity of the aspect
ratio between the ground truth and the predicted box.

lossreg = 1 − IoU +
β2 × (bp, bg)

c2
+ α × ν (10)

α = ν

ν − IoU + (1 + ε) (11)

ν = 4

π2
× (wg

hg
− wp

hp
)2 (12)

where bp and bg denote the centers of the prediction box
and the ground truth, respectively. β denotes the Euclidean
distance between the two centers. c denotes the distance of the
diagonals of the smallest region containing both the prediction
box and the ground truth. α denotes the weighting parameter.
ν is used to measure the similarity between the aspect ratio of
the prediction box and the ground truth.
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B. Image Enhancement Module

The 3D lookup table is an algorithm that reconstructs the
hue of an image by creating a color map. The essence of the
3D lookup table is an mapping relation: (R,G,B) = f(r, g, b),
where f represents the mapping function. Moreover, it is
an intuitive idea to learn a classifier to classify the scene.
Suppose M 3D lookup tables, denoted by {µn}n=1,...,M , are
learned. The classifier outputs N probabilities {pn}n=1,...,N for
classifying the scene. The process of 3D lookup table selection
can be described as follows:

q = µi(x), s.t. i = arg max
n

pn (13)

where x denotes an input image and q the output. Another
common method for improving image quality is to manually
adjust the parameters of a 3D lookup table. However, manually
adjusting the parameters is extremely time consuming when
processing large images. The parameters need to be adjusted
based on scenarios that have different negative effects. There-
fore, the applicability of the method is hindered by a lack of
flexibility and practicality.

H. Zeng developed an end-to-end adaptive image en-
hancement method [46] based on 3D lookup tables and a
convolutional network. The model learns how to improve
image quality based on paired data, namely the affected
images and the images optimized by experts. To this end, we
propose a specific model for image enhancement by developing
adaptive models for each “3D Lookup Table” to improve the
weighting evaluation. Moreover, in this work, we train the
image enhancement model by combining preprocessed images,
i.e., foggy images and low-light images, with clear original
images.

The image enhancement model introduces 4 basic 3D
lookup tables along with a CNN-based model g that predicts
weights for the output of each 3D lookup table. For an input
image x, the final enhancement result is as follows:

q =
4

∑
n=1

wnµn(x) (14)

where {wn}n=1,...,4 = g(x) are the content-dependent
weights output by the CNN-based model. Specifically, we
use different 3D lookup tables to enhance different images.
Moreover, the color space of the image is transformed using
3D lookup tables, while the CNN weight predictor extracts
information about the image content, including hue, brightness,
contrast, etc. The weights obtained by the CNN predictors are
assigned to the corresponding 3D lookup tables. Therefore, our
model adaptively improves the image quality according to the
image content and scene in low visibility conditions.

IV. EXPERIMENTS

We evaluate the effectiveness of PDE in fog and low-
light conditions. We report the object detection metric mAP
(average of all 10 IoU thresholds in the range of [0.5: 0.95])
and the image enhancement metrics PSNR (Peak Signal to
Noise Ratio) and SSIM (Structure Similarity). We will present
this section under the following aspects.

A. Experimental Details

Datasets. For the two tasks that PDE faces, i.e., target
detection and image enhancement, we need to take different
approaches to create datasets for the corresponding tasks so
that we can effectively evaluate the performance of the model.

In object detection, we first evaluate the detection perfor-
mance of the model under three conditions, including normal,
foggy, and low light. We use the VOC dataset [56], [57]
as a benchmark and the RTTS dataset [58] and the ExDark
dataset [59] as test sets. To make better use of these datasets,
we filtered out the common categories of the datasets. The
VOC dataset shares five categories with the RTTS dataset,
namely pedestrians, cars, buses, bicycles, and motorcycles.
Similarly, the VOC dataset shares 10 categories with the Ex-
Dark dataset, namely, bicycles, boats, bottles, buses, cars, cats,
chairs, dogs, motorcycles, and people. The VOC 5c training
dataset and the VOC 5c test dataset, namely VOC 5c train
and VOC 5c test, are created after screening and consist of
8111 and 2734 images, respectively.

Although we already have a dataset for normal conditions,
we lack sufficient images of foggy conditions and low light
conditions. Therefore, we use a weather simulation algorithm
to simulate images under low visibility conditions. Accord-
ing [60], for the original input image O(x), the foggy image
F (x) can be calculated as follows:

F (x) = O(x) × g(x) +L × (1 − g(x)) (15)

where L denotes global atmospheric light, and g(x) de-
notes the medium transmission map, which is defined as:

g(x) = e−β × s(x) (16)

where β denotes the scattering coefficient of the atmo-
sphere, and s(x) denotes the scene depth which is calculated
by

s(x) = −0.04 × ρ +
√
max(row, col) (17)

where ρ denotes the Euclidean distance from the current
coordinate to the pixel coordinate of the image center, row and
col represent the number of rows and columns of the images.
Combining the Eq. 15, 16 and 17, we obtain the following
equation for the generation of fog images:

F (x) = O(x) × e−β × s(x) +L × (1 − e−β × s(x)) (18)

In this work, L is set to 0.5 and β is calculated using the
formula β = 0.05 + 0.01 × Num. Num is set to a random
integer between 0 and 9. In this way, for each input image,
we get up to 10 foggy images with different effects of fog
concentration.

Similarly, we simulate low lighting conditions to create the
low lighting conditions dataset. For a given input image, each
pixel x in the image is transformed as follows:

f(x) = xγ (19)

where γ is determined randomly from a uniform distribu-
tion with a range of values of [1.5, 5].
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TABLE I. AN OVERVIEW OF ALL DATA SETS USED IN THIS EXPERIMENT

Dataset Number
VOC 5c train 8111
VOC 5c test 2734

VOC 10c train 12334
VOC 10c test 3760
VOC fog train 8111
VOC fog test 2734

VOC low-light train 12334
VOC low-light test 3760

RTTS 4322
ExDark 2563

LUTs fog train 20000
LUTs fog test 2000

LUTs low-light train 20000
LUTs low-light test 2000

To achieve ideal recognition performance under normal
and low visibility conditions, we use a hybrid data training
scheme for PDE. Each image in the normal datasets has a 2/3
probability of being randomly tagged with some kind of fog
or converted to a low-visibility image before being input to the
model for training. The hybrid data contains images from both
normal and low visibility situations. The model becomes more
robust when it learns with normal and low visibility images
simultaneously, resulting in high performance.

Second, training an image enhancement model for image
enhancement tasks requires a large amount of data to achieve
an excellent result. Therefore, we extend the data again based
on the simulated images in foggy and low-light conditions
in the object recognition task. For the foggy conditions, we
first add three random fog patches to each image in the
VOC 5c train dataset. Second, we randomly select 20,000
images from this dataset to form the fog training dataset, i.e.,
LUTs fog train. Similarly, we first randomly add fog to each
image in the VOC 5c test dataset. Second, we randomly select
20,000 images from this dataset to form the test dataset under
foggy conditions, i.e., LUTs fog test.

In low light conditions, we perform the same steps to
obtain the dataset, i.e. LUTs low-light train and LUTs low-
light test.

We count the number of all records for this experiment,
as shown in Table I. VOC 5c train, VOC 5c test,
VOC 10c train, VOC 10c test, VOC fog train,
VOC fog test, VOC low-light train, and VOC low-light test
denote training and test sets, respectively, for object detection
under normal, foggy, and low-light conditions. RTTS
and ExDark are real-world datasets consisting of images
taken under foggy and low-light conditions, respectively.
LUTs fog train, LUTs fog test, LUTs low-light train, and
LUTs low-light test denote training and test datasets for
image enhancement in foggy and low-light conditions,
respectively.

Baselines. This work focuses on improving the accuracy
of object detection in low visibility conditions, complemented
by image enhancement techniques to obtain more user-friendly
references. Therefore, we perform comparison experiments and

ablation experiments mainly for the object recognition module,
while for the image enhancement module, we only present its
experimental results without detailed comparison with other
excellent methods.

To evaluate the universality and effectiveness of PDE in
fog and low-light conditions, we choose YOLOv5 as our
baseline model. In addition, we compare our model with
other excellent models for detecting objects in low visibility.
We choose the real-time target detection model YOLOv3 as
our comparison model. We also choose GridDehaze [35],
MSBDN [5], and ZeroDCE [15], the most widely used CNN-
based image enhancement methods, to process images before
detection and then combine them with the object detection
model YOLOv3 [43]. GridDehaze and MSBDN are both image
enhancement models for removing fog by developing novel
network modules to learn more effective feature representa-
tions for image unveiling. ZeroDCE achieves effective image
enhancement by implementing intuitive and simple nonlinear
curve mapping to adapt to different lighting conditions. For the
domain adaptation approach, we choose DAYOLO [19], which
combines multiple adaptation paths and corresponding domain
classifiers with the YOLO object detector to produce domain-
invariant features. For the multi-task learning algorithm, we
choose DSNet [22], which can learn denoising and detection
together. We also choose IA-YOLO [34], which can adaptively
enhance each image to improve detection performance.

B. Experiments Results

To fully demonstrate detection performance, for each
model we evaluate the model’s ability to recognize objects
under different conditions, namely normal, foggy, and low
light. The improvements are calculated by comparing PDE
with the best baseline (underlined). From Table II and Table III,
it can be seen that PDE significantly outperforms the other
SOTA models at low visibility in the detection scene in all data
sets and at all settings. In particular, for the mAP metric, PDE
outperforms the baseline model by 8.9% (RTTS) and 19.7%
(VOC fog test) in foggy conditions. In low-light conditions,
PDE outperforms the baseline model by 20.6% (ExDark) and
15.8% (VOC low-light test).

These results demonstrate the consistent superiority of our
PDE in detection performance under poor visibility conditions.
Moreover, the PDE also performs better than the corresponding
best baselines in a normal scene. This phenomenon proves the
strong scalability of PDE.

Image enhancement is a secondary task that helps improve
the display for the user, as this work focuses on target detec-
tion. Therefore, we did not perform comparison experiments
for the image enhancement task. We evaluate the model’s
ability to enhance images in fog and low-light conditions. For
the PSNR metric, PDE achieves a score of 23.64 (fog test
set) and 23.97 (low-light test set). For the SSIM metric, PDE
achieves a value of 0.838 (fog test set) and 0.827 (low-light test
set). In the following subsection IV-D, we conduct a case study
to illustrate the excellent results of the image enhancement
task.

C. Ablation Study

To test the effectiveness of the object detection model in
PDE, we compare the detection performance of our model
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TABLE II. COMPARISON OF DETECTION PERFORMANCE WITH BASELINES IN TWO SCENARIOS, INCLUDING NORMAL AND FOGGY CONDITIONS. THE
IMPROVEMENTS ARE COMPUTED BY COMPARING OUR MODEL WITH THE CORRESPONDING BEST BASELINES (UNDERLINED)

Model Train data VOC 5c test VOC fog test RTTS
MSBDN [5] VOC 5c train - 57.4 30.2

GridDehaze [35] VOC 5c train - 58.2 31.4
DAYOLO [19] Hybrid data 56.5 55.1 29.9

DSNet [22] Hybrid data 53.3 67.4 28.9
IA-YOLO [34] Hybrid data 73.2 72.0 37.0
YOLOv3 [43] VOC 5c train 70.1 31.1 28.8
YOLOv3 [43] Hybrid data 64.1 63.4 30.8
YOLOv5 [23] VOC 5c train 86.2 68.5 45.1
YOLOv5 [23] Hybrid data 85.6 71.4 50.5

PDE Hybrid data 86.7(1.3%↑) 85.5(19.7%↑) 55.0(8.9%↑)

TABLE III. COMPARISON OF RECOGNITION PERFORMANCE WITH BASELINES IN TWO SCENARIOS, INCLUDING NORMAL AND LOW LIGHT CONDITIONS.
THE IMPROVEMENTS ARE COMPUTED BY COMPARING OUR MODEL WITH THE CORRESPONDING BEST BASELINES (UNDERLINED)

Model Train data VOC 10c test VOC low-light test ExDark
ZeroDCE [15] VOC 10c train - 33.6 34.4
DAYOLO [19] Hybrid data 41.7 21.5 18.2

DSNet [22] Hybrid data 64.1 43.8 37.0
IA-YOLO [34] Hybrid data 70.0 59.4 40.4
YOLOv3 [43] VOC 10c train 69.1 45.9 36.4
YOLOv3 [43] Hybrid data 65.3 52.3 37.0
YOLOv5 [23] VOC 10c train 78.2 60.8 43.2
YOLOv5 [23] Hybrid data 77.1 64.5 45.0

PDE Hybrid data 79.5(3.1%↑) 74.7(15.8%↑) 54.3(20.6%↑)

TABLE IV. ABLATION ANALYSIS OF MODULES OF OUR MODEL IN REAL DATA SETS UNDER LOW VISUAL CONDITIONS. CA DENOTES THE COORDINATE
ATTENTION MODULE. MSC DENOTES THE CONCATENATION MODULE COMBINED WITH MULTI-STAGE FEATURE FUSION. MH DENOTES THE MODULE

WITH MULTIPLE PREDICTION HEADS. THE IMPROVEMENTS ARE COMPUTED BY COMPARING THE VARIANTS WITH YOLOV5 (UNDERLINED)

Model Method RTTS ExDark
CA MSC MH mAP mAP

YOLOv5 ✗ ✗ ✗ 50.5 45.0
PDE w/o MH ✓ ✓ ✗ 52.5 (3.9%↑) 49.9 (10.9%↑)

PDE w/o MSC ✓ ✗ ✓ 52.9 (4.7%↑) 53.6 (19.1%↑)
PDE w/o CA ✗ ✓ ✓ 55.0 (8.9%↑) 53.8 (19.5%↑)

PDE ✓ ✓ ✓ 55.0 (8.9%↑) 54.3 (20.6%↑)

with its variants on two real datasets (RTTS and ExDark) in
Table IV. In the following experiments, we use the data as
our training dataset. “PDE w/o MH” means we omit the tiny
prediction head in PDE. “PDE w/o MSC” means we omit
the multi-stage concatenation module in PDE. “PDE w/o CA”
means we omit the coordinate attention module in PDE.

As shown in Table IV, “PDE w/o MH” is 3.9% and
10.9% higher than YOLOv5 in RTTS and ExDark, respec-
tively. However, “PDE w/o MSC” is 4.7% and 19.1% higher
than YOLOv5, respectively, whereas “PDE w/o CA” is 8.9%
and 19.5% higher than YOLOv5, respectively. Although the
coordinate attention module can improve the performance of
the model, the effect is not very large when the Table IV is ana-
lyzed. On the contrary, the tiny prediction head and multi-stage
concatenation module significantly improve the performance of
the model. In particular, the growth rate obtained with “PDE
w/o MSC” reaches the maximum in ExDark, which proves

that the module uses the features extracted from the backbone
network very effectively under low light conditions. Moreover,
the growth rate of “PDE w/o CA” reaches the maximum
in RTTS, where the multi-stage concatenation module fully
utilizes the effective features in the images combined with the
tiny prediction head to perform target detection.

According to Table IV, PDE consistently outperforms the
other variants, underscoring the need for and effectiveness of
these methods, as noted in III-A.

D. Case Study

In Fig. 4, we visualized the detection result on two real
datasets (RTTS and ExDark). In particular, we compare the
detection results of the base models YOLOv5 and PDE.
As you can see in Fig. 4, PDE can achieve better object
detection accuracy and user representation in low- visibility.
Moreover, inference time is an important metric to evaluate
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Fig. 4. Visualization. Detection results of YOLOv5 (middle row) and PDE (bottom row) on RTTS (columns 1, 2) and ExDark (columns 3, 4). PDE achieves
better object detection accuracy and better visualization for the user in low visibility images.

the practicality of models. Therefore, we conduct extensive test
experiments to evaluate PDE by processing 480×480 images
on a single GTX 2080Ti GPU. The experiment showed that
PDE can process more than 30 frames per second. Therefore,
PDE can achieve better user representation and detection while
meeting real-time requirements.

V. CONCLUSION

In this paper, we note that the existing low visibility models
suffer from the wobble phenomenon caused by the absence
of better detection and image enhancement performance. We
propose the parallel detection and enhancement model (PDE)
to ensure that image enhancement and object detection perform
their tasks. For object detection, PDE introduces a tailored
model for low-visibility object detection by introducing a tiny
prediction head, combined with coordinate attention and multi-
stage concatenation modules. For image enhancement, PDE
proposes a dedicated image enhancement model by developing
an adaptively enhanced weighting model for each “3D Lookup
Table” module. By decoupling these two concepts, PDE can
improve the overall performance. Extensive experiments show
that PDE achieves better accuracy in detecting low-visibility
objects and more user-friendly reference in real time in all
situations.
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Abstract—Traffic congestion is a serious problem nowadays,
especially in Dhaka city. With the increasing population and
automation, it has become one of the most critical issues in our
country. There can be a lot of causes of congestion in traffic,
such as insufficient capacity, large red signal delay, unrestrained
demand, etc, which causes extra time delay, extra fuel consump-
tion, a speed reduction of vehicle, and financial loss. The traffic
control system is one of the most important factors affecting
traffic flow. Poor traffic management around these hotspots could
result in prolonged traffic jams. Small critical locations that are
frequent hotspots for congestion are a common byproduct of
poorly constructed road networks in many developing countries.
In this research, we first offer a straightforward automated image
processing method for analyzing CCTV camera image feeds to
determine the level of traffic congestion. Our system’s design
seeks to use real-time photos from the cams at traffic intersections
to calculate traffic density using image processing, and to adjust
the traffic signal on the data obtained based on the current traffic
congestion on the road. We suggest tailoring our system to erratic
traffic feeds with poor visual quality. Using live Surveillance
camera feeds from multiple traffic signals in Dhaka city, we
demonstrate evidence of this bottleneck breakdown tendency
persisting over prolonged time frames across multiple locations.
To partially address this problem, we offer a local adapting
algorithm that coordinates signal timing behavior in a restricted
area and can locally minimize congestion collapse by maintaining
time-variant traffic surges. Using simulation-based research on
basic network topologies, we show how our local decongestion
protocol may boost the capacity of the road and avoid traffic
collapse in limited scenarios.

Keywords—Traffic control system; traffic congestion; CCTV;
image processing; simulation

I. INTRODUCTION

Within the cutting-edge generation, the exponential growth
of traffic congestion is among the most vital problems facing
our civilization today. Due to the rise in automobiles in urban
regions, many road networks are experiencing issues with the
decline in road capacity and the accompanying stage of the
carrier.

Traffic congestion eats up 5 million working hours each
day in Dhaka city, which costs the country 11.4B USD a year.
Vehicular speed has decreased from 21kmph to 6.5kmph in the
last 12 years, which causes 40% of fuel wastage. 40% of the
fuel is being wasted. There are 70 signalized intersections in
Dhaka city. In our country, generally, 2 types of systems are
used for controlling traffic at intersections.

1) Manual Traffic Control System: In the manual traffic
control system, to manage traffic, a certain region is

assigned to traffic police. To regulate traffic, traffic
police utilize signboards, whistles, lasers, and other
tools.

2) Automatic Traffic Control System: In an automatic
system, Traffic Lights are used to control the traffic.
A timer is used to control the signals of the traffic
lights. The lights get off and on based on the timer
value. [1]

The conventional methods have distinct drawbacks. There
is a significant labor requirement for the manual controlling
system. We are unable to have traffic police manually regulate
traffic in all sections of a town or city due to the inadequate
number of traffic officers. Conventional traffic control employs
a traffic signal with a timer for each phase that is static and
cannot change based on the volume of traffic on that particular
road in real time. It’s always fixed and do not alter or update
in real-time in accordance with traffic on the roads [1].

The main problem with the conventional automatic traffic
control system is, the traffic lights use a timer for every
segment, which is rigid and does update or change based on the
real-time traffic on the road. During morning and evening, the
majority of the traffic movement direction is always opposite.
Taking into account this theory, one particular direction with
heavier traffic is given the same amount of green signal time
as the other direction, which has lesser traffic than the other
or in some cases, no traffic at all, which is inconvenient.

So, the main problems identified by us were

• Manual Traffic control system is inconvenient and
faulty.

• Automatic Traffic control system uses a fixed timer
which is rigid and does not update with the real-time
traffic on the road.

From this existing problems, the following research ques-
tions arise:

• Is there a better way to replace the existing system?

• Can we upgrade the existing automatic traffic control
system with a timer that can adjust to the existing
traffic condition and update based on that?

Our suggested method intends to provide a computer
vision-based traffic signal controller that can adjust to the
existing traffic condition. It makes use of actual footage from
the Surveillance cameras installed at road intersections to de-
termine the traffic density by measuring the number of cars at
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the light and altering the length of the green signal accordingly.
The vehicles are separated into four categories: automobiles,
trucks, buses, and bikes to calculate the correct calculation of
the green light time. The system employs YOLOv5 to compute
the number of automobiles before modifying the traffic signal’s
timer in line with the suitable direction of vehicle density. In
contrast to a static system, traffic is cleared significantly more
swiftly thanks to this, maximizing the periods whenever the
green light is on. Unwanted delays, traffic, and waiting times
are reduced as a result, which also reduces fuel consumption
and emissions.

The main contribution of our proposed system are as
follows:

• Proposing a better solution for timer based automatic
traffic control system.

• Using the existing Surveillance cameras on the road
to collect the traffic info and update the signals ac-
cordingly.

• Using YOLOv5, which is 88% smaller and 180%
faster than YOLOv4, to compute the number of auto-
mobiles before modifying the traffic signal’s timer in
line with the suitable direction of vehicle density.

• Achieving almost perfect result by counting the num-
ber of vehicles, identifying the types of vehicles,
measuring the speed of each vehicle and feeding
proper value to the server.

II. LITERATURE REVIEW

de Frı́as, C. J., Al-Kaff, A., Moreno, F. M., Madridano, Á.,
and Armingol, J. M. describe a cooperative system for monitor-
ing traffic flow based on the use of unmanned aerial vehicles
(UAVs) in [10]. A lightweight semantic neural network was
suggested by this system, which uses RGB photos as input
to produce a segmented image of the vehicles and their 2D
actual positions. Then, each car receives this information so
that it may fully understand its environment. The suggested
approach has undergone multiple experiments with a variety
of scenarios and conditions, and the outcomes demonstrate the
system’s effectiveness and robustness while also demonstrating
how it may be used for traffic monitoring.

PJ Navarathna, VP Malagi proposed some important tech-
nology and answers to the many issues that the lack of digital-
ization was causing the populace in [9]. It addresses problems
with the city’s infrastructure, public security, and safety, and
offers the best remedies. It places a strong emphasis on using
AI in conjunction with other technologies, such as the Internet
of Things (IoT), deep learning, machine learning, pattern
recognition, big data analytics, and cloud infrastructures, to
create a fully functional smart city.

Karimi, A., and Duggirala, P. S. presented a new approach
to formalizing and implementing traffic rules in [12]. The
DMV driver manual for California is used as a working exam-
ple. Its method offers a clear mapping between the handbook’s
rules and their formal model, as well as between the model and
implementation. They use the Clingo programming language
to explicitly model the traffic regulations in the Answer Set
Programming (ASP) logic programming paradigm to show

the effectiveness of this method. They later incorporate these
regulations into CARLA, a computerized testing ground for
autonomous automobiles. By correctly applying the right-of-
way rules for autonomous cars in real-time, they replicate the
behavior of autonomous vehicles at four-way and three-way
uncontrolled junctions. As a result, as compared to CARLA’s
default FIFO controller, the behaviors of autonomous vehicles
under our controller are more realistic.

Manjón Prado, Javier examined the escalating issue of
traffic congestion, as well as various potential solutions, such
as traffic simulation software and autonomous vehicles in
[11]. The new choice for recreating a traffic scenario is
Unreal Engine. Using a click-and-drag editor, a tool has been
developed that enables users to build and alter road tracks and
add autonomous car models to them. Different scenarios are
used to evaluate the simulator while important data is collected.
Finally, the results are discussed together with suggestions and
directives for future improvement.

Khushi used video processing to fix the congestion problem
in [1]. Before being delivered to the servers, the footage from
the live stream is processed. There, a CPP-based algorithm
is utilized to generate the outcome. The dynamic algorithm
demonstrated a 35

Renjith Soman employed ANN and a fuzzy controller to
suggest a smart traffic signal system in [2]. Images obtained
from cameras placed at traffic locations are used by this sys-
tem. Before further normalization, the image is initially trans-
formed to a grayscale version. Following that, the segmented
image is passed through an ANN to count the automobiles
regardless of size, and the output is then used in a control
scheme to set periods for the green and red lights using crisp
output. Results had a 2

Chabchoub, A., Hamouda, A., Al-Ahmadi, S., and Cherif,
A. designed a smart traffic light controller using fuzzy logic
and image processing with MATLAB, to control movement
in two ways, aided by a camera and auto sensors. in [3].
The Fuzzy logic has two inputs and six outputs designed,
the console input is the number of cars on each road and the
time of the assumed red, yellow and green signal according to
the vehicles congestion. The simulation result is similar to the
proposed control unit, as it deals with the lights simultaneously
according to the number of cars in each branch of the road,
which leads to the use of all the time to operate the stoplights.

A. A. Zaid, Y. Suhweil, and M. A. Yaman suggested a
traffic signal that can be adjusted to the prevailing traffic
conditions using fuzzy logic [4]. For the major and secondary
driveways in this system, two fuzzy control systems with three
inputs and one output are used. Simulated traffic conditions
were improved for lower traffic density using VISSIM and
MATLAB.

Al-Majhad, H. G., Bramantoro, A., Syamsuddin, I., Yuni-
anta, A., Basori, A. H., Prabuwono, A. S., and Barukab, O.
M. aims to benefit from the current Riyadh road infrastructure
and apply the Internet of Things paradigm for detecting traffic
congestion with Everything as a Service approach. in [5]. By
using the services, the users are able to identify the exact
location where congestion occurs and an alternate solution can
be provided easily. To achieve this, Business Process Execution
Language is embedded as a supporting framework layer. This
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approach clearly defines how the services are executed through
the proposed models.

Agrawal, Aditi, and Rajeev Paulus proposes Fuzzy Adap-
tive Control System (FACS) that uses fuzzy logic to decide
the phase sequence and green-time for each lane based on
sensed input parameters in [6]. It is designed with an aim to
improve traffic clearance at isolated intersection especially in
peak traffic hours of the day along with giving precedence to
emergency vehicle as soon as it is detected and also assist
pedestrian passage thus reducing their waiting time at the
intersection. Performance of the proposed Fuzzy Adaptive
Control System (FACS) is evaluated through simulations and
compared with Pre-Timed Control System (PTCS) and Traffic
Density-based Control System (TDCS) at a busy intersection
with lanes leading to offices, schools and hospitals. Simulation
results show significant improvement over PTCS and TDCS
in terms of traffic clearance, immediate addressing of the
emergency vehicle and giving preference to pedestrian passage
at the intersection.

Adbeb, Tesfanesh, Di Wu, and Muhammad Ibrar presented
heuristic algorithms called Congestion-Free Path (CFP) and
Optimize CFP (OCFP), in SD-VANET architecture in [7].
The proposed algorithms address the traffic congestion issue
and also provide a feasible path (less end-to-end delay) for a
vehicle in VANET. They used the NS-3 simulator to evaluate
the performance of the proposed algorithms, and for generating
a real scenario of VANET traffic; we use the SUMO module.
The results show that the proposed algorithms decrease road
traffic congestion drastically compared to exiting approaches.

Saili Shinde examined the various traffic signal control
system techniques in [8]. This study notes that each method
has a similar architecture, which includes selecting input data,
extracting traffic parameters from it, processing it, figuring
out density, and updating parameters. The numerous traffic
signal control system methods are examined in this reference.
This paper shows that the architecture of each approach is
similar and consists of picking data input, obtaining traffic
data from it, analyzing it, calculating intensity, and changing
parameters. The first method involves the employment of
VANETS to collect information on each vessel’s position,
which is subsequently sent via installed GPS to the nearest
Intelligent Traffic Light (ITL). Additionally, these ITLs will
update the vehicles around with statistics. In the event of
incidents, information would be provided to drivers so they
could choose an alternative path to avoid traffic. This method
is not workable because of the high deployment costs. The
second technique uses a transceiver to capture each car’s token
utilizing infrared sensor-based embedded systems. Vehicles’
data lines regularity tags can be used to identify them in an
emergency and let vehicles pass. By adopting this technique,
red light violations are discovered. However, this strategy is
not flexible because infrared sensors need to be visible. The
third methodology employs a fuzzy logic approach and two
probabilistic reasoning controllers, one of which lengthens
the green period of a route at an intersection and the other
of which optimizes the signal. The outgoing and incoming
lines’ record cameras act as sensors to collect data from input
sources. The controller then uses the data gathered by these
detectors to determine the best course of action and minimize
the goal function. The fourth method uses fuzzy reason, and

the system’s inputs include the number of vehicles and the
average speed of movement in each route. Using sensors placed
along the route, it is possible to calculate the number of cars
and the cruising pace of the flow of traffic. The fifth approach
makes use of spaced-apart photoelectric sensors to collect data
and transmit it to the traffic panel, which weighs each road
individually and adjusts the traffic light as necessary. However,
maintenance is quite expensive. Video image processing is
employed to detain the data in the sixth technique. Dynamic
noise removal and numerous morphological processes are
conducted to get a clear illustration of the automobile. A fresh
rectangle is generated, and the vehicle calculation is increased
each time a new car enters the subject of attention. Although
the algorithm is simple to use, it does not account for shadow
overlapping and occlusion.

Golubev, Kirill, Aleksandr Zagarskikh, and Andrey
Karsakov described a brand-new framework for agent-based
traffic modeling that combines various traffic model classes
into a single vehicle agent and lets the user choose a particular
model for each supported class in [13]. The framework was
created with the help of the Unreal Engine 4 gaming engine,
which enables users to simulate realistic vehicle interaction
and create realistic visualizations for visual analysis and com-
putational steering.

A. Limitations of Related Works

• The constraints of a vehicular network scenario that
new communication, data, and resource approaches
must address to increase overall network performance,
such as low power, full storage, message’s time-to-
live, and bandwidth.

• SD VANET has insufficient performance evaluation,
Uncertainty over the proposal’s usefulness and correct-
ness, as well as integration problems with fog, SDN,
and VANET.

• No security analysis, no solution when connection loss
with controller occurs. only weak security analysis.

• ANN and a fuzzy controller has hardware dependency,
Sharing Difficulty, Overfitting Likely, ANN Solution
Not Guaranteed.

• Fuzzy logic has two significant drawbacks: it cannot
handle ambiguous data, and it cannot infer human
thought.

III. PROPOSED SYSTEM

Our proposed system by dynamically calculating the green
signal period based on the volume of traffic at the signal hopes
to reduce such instances. By doing this, it will be ensured that
the way with greater traffic receives a longer green signal dura-
tion than the route with a relatively lower volume of traffic. The
suggested solution uses image processing and object detection
to calculate real-time traffic density from images captured by
CCTV cameras placed at traffic intersections. Fig. 1 illustrates
how this image is transmitted to the vehicle detecting algorithm
that uses YOLOv5. To determine the traffic density, the number
of each type of vehicle is counted, including automobiles,
cyclists, buses, and trucks. This density, along with a few other
variables, is used by the signal-switching algorithm to set the
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green signal timer for each lane. Accordingly, the red signal
times are modified. To prevent a particular lane from going
without traffic, there is a highest and lowest value for the green
signal time.

So, the proposed system will work this way.

• The proposed system will use Closed Circuit Televi-
sion (CCTV) for collecting live videos and snapshots
installed at traffic signals.

• Snapshots from the CCTVs will be passed to servers
at intersections for combining computer vision and
image processing to calculate traffic density.

• For detecting vehicles, the YOLOv5 model will be
used as shown before.

• A time scheduling algorithm will use these values and
update the green and red signal times for each signal.

Fig. 1. Proposed system

Fig. 1 Shows the flow diagram of the proposed system.

A. Vehicle Detection System

The proposed system uses YOLOv5 (You Only Look Once)
for automobile recognition. This is one of the most well-
known object detection algorithms for its accuracy and speed.
It can perceive vehicles of different modules and can provide
the desired accuracy and processing time. A single neural
network is applied to the entire image by the algorithm, which
then divides it into regions and forecasts enclosing frames
and possibilities for each region. The projected probabilities
are used to weigh these bounding boxes. By downloading
photos from Google and manually labeling them using the
visual image annotation tool LabelIMG, the dataset for training

the replica was created. Then, the system was taught by pre-
guided credence obtained from the YOLO site. By altering the
’classes’ variable, the number of yield synapses in the ultimate
coating was placed to be identical to the number of modules the
system is intended to perceive. The replica was taught until the
loss was much lower and didn’t appear to be decreasing after
making these configuration adjustments. The OpenCV library
was then used to detect vehicles using these weights that were
entered into the program. Following the model has been filled
and a figure has been fed into it, it outputs the results in a JSON
format, or as pairs of keys and values, where keys are labels
and the values are the labels’ confidence and coordinates.

Fig. 2 shows the test result of our vehicle detection system.
Applying the YOLOv5 model, we can detect the different
kinds of cars, in packages and with corresponding labels.

Fig. 2. Result of vehicle detection system

B. Signal Updating

The servers at junctions will receive images from the
Closed-circuit- circuit television and process them to calculate
the traffic volume. The traffic surveillance module’s dynamic
traffic data is used by the Signal Shifting Technique to set
the green signal schedule and update other lights’ red signal
timers. The method uses previously observed vehicle data that
is provided in JSON format. Following that, the cumulative
number of automobiles in each class is determined using this
data. The program then identifies the lane with the highest car
density. The data is subsequently transferred to the server after
being located in the more crowded lane. The computer then
extends the signal’s green light by a few seconds where a high
vehicular density was observed.

The default timing is established for the primary signal
of the very first loop when the program is initially executed.
Two separate lines are activated here, one to handle vehicle
detection for each lane, and another to lever the timer of the
existing signal. While the green signal timer is running for the
current signal, the system takes a snapshot of the next lane and
the red-light time for the other lights, and the green-light time
for the next signal, respectively. As the timer and the vehicle
detection are handled by two different lines, the timer does
not interfere. When, the green light time of the existing signal
becomes zero, the timer for the next signal starts. The cycle of
counting timers and detecting vehicles keep going in the same
manner for each signal.

The green light duration for each signal can be measured
by this:
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Here, Gdur is the duration of green signal time The number
of vehicles is the total number of cars of each type detected by
the vehicle detection system Average time to cross intersection
= Distance⁄(Average speed of the vehicle) The number of lanes
is the total number of tracks available in the intersection

The typical speed of vehicles will be measured in advance
and will be stored on the server. Depending on the class
of vehicles, the speed will be different. Using the vehicle
detection system, we will detect the type of vehicles as well,
and according to that data, we will use the average speed
values to measure the average time to cross the intersection.
The signals do not shift in the direction with the highest
density initially; instead, they do so in cycles. This is in line
with the existing structure, which sees the signals convert to
green sequentially in a predictable fashion without requiring
inhabitants to adjust their behavior or create any perplexity.
The yellow signs have also been taken into account, and the
signal sequence is the same as it is in the existing system.

After the signal turns green, the picture is snapped after
some time. This provides the structure a period to decode
the figure, compute the number of automobiles in every class
present in the figure, determine the time for the green light,
and then set the timers for both the existing signal and the next
signal’s red signal based on that calculation. The best green
light duration based on the number of cars of each type at a
signal was determined using the bandwidth of automobiles at
starting and their sprint times. From that, an estimated of the
typical time each type of vehicle requires to cross a junction
was found.

Gdur =

∑
vehicletype

(TotalV ehicles ∗ AverageCrossingTime)

TotalLanes + 1
(1)

Here,

Gdur is the duration of the green signal time

TotalVehicles is the total number of cars of each type
detected by the vehicle detection system

AverageCrossingTime = Distance
AverageV ehicleSpeed

TotalLanes is the total number of tracks available in the
intersection

The typical speed of vehicles will be measured in advance
and will be stored on the server. Depending on the class
of vehicles, the speed will be different. Using the vehicle
detection system, we will detect the type of vehicles as well,
and according to that data, we will use the average speed
values to measure the average time to cross the intersection.
The signals do not shift in the direction with the highest
density initially; instead, they do so in cycles. This is in line
with the existing structure, which sees the signals convert to
green sequentially in a predictable fashion without requiring
inhabitants to adjust their behavior or create any perplexity.
The yellow signs have also been taken into account, and the
signal sequence is the same as it is in the existing system.

After the signal turns green, the picture is snapped after
some time. This provides the structure a period to decode
the figure, compute the number of automobiles in every class
present in the figure, determine the time for the green light,

and then set the timers for both the existing signal and the next
signal’s red signal based on that calculation. The best green
light duration based on the number of cars of each type at a
signal was determined using the bandwidth of automobiles at
starting and their sprint times. From that, an estimated of the
typical time each type of vehicle requires to cross a junction
was found.

C. Simulation

To show the process we have created two different simula-
tions using Unreal Engine 4 from scratch. One of which shows
the current traffic system and the other shows our proposed
system. It helps with system visualization and comparison with
the current static system. Unreal Engine (UE) is a free-to-
use 3D computer graphics game engine developed by Epic
Games. The next-gen real-time 3D content and experiences
are made possible by Unreal Engine, which is used by game
developers and producers across industries. Unreal Engine
is a full set of development tools for games, broadcast and
live event production, education and simulation, architectural
visualization and automotive, television content and linear film
generation, and other real-time functions.

A four-way intersection with four traffic lights is present
there. A timer that shows how much time is left until a
signal turns between green-yellow, yellow-red, and red-green
is situated on top of each signal. The quantity of vehicles that
have passed through the intersection is also shown next to each
light. Different types of vehicles arrive from all directions. To
make things even, we had to keep the environment and the
traffic flow similar for each simulation. And for simplicity, we
have set the speed of each class of vehicles to the average
speed of their class.

Factors to consider (same for both simulations): 1. Number
of lanes 2. Traffic flow 3. Speed of vehicle 4. Lag suffered by
vehicles during startup 5. Similar road, intersection, and the
same distance

1) 1st simulation (traditional system): In the traditional
system, every phase of the traffic signals uses a fixed timer that
does not update or vary in response to the actual congestion
on the road. So, one particular direction with heavier traffic
is given the same amount of green signal time as the other
direction, which has lesser traffic than the other or in some
cases, no traffic at all, which is inconvenient.

Fig. 3. Traditional traffic system (1)
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Fig. 4. Traditional traffic system (2)

Fig. 3 and Fig. 4 show the simulation of the traditional
traffic system. In this simulation, we will see that, for every
signal, the timer is fixed. Every signal is given the same amount
of green signal time, in this case, 20 seconds each. But the flow
of traffic in each direction is not the same, which doesn’t allow
proper traffic flow in the intersections as intended.

2) 2nd simulation (proposed system): By automatically
calculating the green signal period based on the volume of
traffic at the signal, the approach we’ve suggested tries to
mitigate such issues. By doing so, it will be ensured that the
route with greater traffic receives a longer green signal duration
than the route with a relatively lower volume of traffic.

This simulation shows how our proposed system works.
As the traffic flow of each lane is not the same, our proposed
system updates the signal based on real-time traffic.

Fig. 5. Proposed traffic system (1)

Fig. 6. Proposed traffic system (2)

Fig. 5 shows the lane with a lower traffic flow is assigned
a less amount of green signal time, 10 seconds in this case.

Fig. 6 shows the lane with a higher traffic flow is assigned
a large amount of green signal time, 40 seconds in this case.
This value can vary from 10 seconds minimum to 70 seconds
maximum in our simulation based on the real-time traffic.

IV. RESULT AND ANALYSIS

Using several sample photographs with various numbers
of cars, our vehicle detection method was put to the test, and
it was found that the detection performance ranged between
65 and 75 percent. Although sufficient, this is not ideal. The
absence of a pertinent dataset is the primary cause of the lower
accuracy. The system’s accuracy can be improved by feeding
the model data from actual traffic camera footage.

Two simulations were executed multiple times to assess the
proposed method with the established system, and from those
simulations, some data was acquired.

In both cases, we have took into account the factors to
consider,

• Number of lanes

• Traffic flow

• Speed of vehicle

• Lag suffered by vehicles during startup

• Similar road, intersection, and the same distance

We ran both simulations for an hour and recorded the
number of vehicles that passed through the junction over three
minutes three-minute periods in each system.
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TABLE I. TOTAL CARS PASSED IN THE TRADITIONAL SYSTEM

No Time Lane 1 Lane 2 Lane 3 Lane 4 Total
1 3 67 36 48 75 226
2 6 56 44 60 59 219
3 9 76 57 34 56 223
4 12 47 68 63 52 230
5 15 87 31 51 43 212
6 18 42 77 48 55 222
7 21 65 69 46 44 224
8 24 42 71 55 59 227
9 27 33 82 66 33 214

10 30 52 63 61 41 217
11 33 47 67 72 40 226
12 36 79 45 53 49 226
13 39 83 49 51 42 225
14 42 62 72 66 11 211
15 45 93 37 51 33 214
16 48 97 42 25 65 229
17 51 106 32 43 37 218
18 54 56 77 46 38 217
19 57 65 79 53 28 225
20 60 70 75 49 30 224

TABLE II. TOTAL CARS PASSED IN THE PROPOSED SYSTEM

No Time Lane 1 Lane 2 Lane 3 Lane 4 Total
1 3 87 56 72 63 278
2 6 73 68 66 75 282
3 9 95 55 68 69 287
4 12 61 78 72 64 275
5 15 74 76 60 69 279
6 18 88 63 81 52 284
7 21 97 67 66 58 288
8 24 81 77 52 71 281
9 27 102 64 62 51 279

10 30 107 59 51 58 275
11 33 85 82 58 52 277
12 36 97 58 66 61 282
13 39 77 71 81 56 285
14 42 73 75 71 68 287
15 45 91 70 59 67 287
16 48 80 84 71 46 281
17 51 66 92 72 46 276
18 54 78 75 76 52 281
19 57 107 55 61 57 280
20 60 82 69 60 69 280

TABLE III. COMPARISON OF PASSING CARS IN 2 MODELS

No Time Total Car
Passed(Current)

Total Car
Passed(Proposed) Difference

1 3 226 278 52
2 6 219 282 63
3 9 223 287 64
4 12 230 275 45
5 15 212 279 67
6 18 222 284 62
7 21 224 288 64
8 24 227 281 54
9 27 214 279 65
10 30 217 275 58
11 33 226 277 51
12 36 226 282 56
13 39 225 285 60
14 42 211 287 76
15 45 214 287 73
16 48 229 281 52
17 51 218 276 58
18 54 217 281 64
19 57 225 280 55
20 60 224 280 56

Total 4429 5624 1195

From Table I, we get the number of cars passing through
the intersection every 3 minutes for 1 hour in the traditional
system.

The result is shown in Fig. 7, where the number of vehicles
passing through the intersection is between 210 and 230.

Fig. 7. Number of cars passed in the traditional system

From Table II, we get the number of cars passing through
the intersection every 3 minutes for 1 hour in our proposed
system.

The result is shown in Fig. 8, where between 270 and 290
automobiles traveled past the crossing.
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Fig. 8. Number of cars passed in the proposed system

From Table III, we can see the comparison of the result
of the simulation we have run for both systems. The result, in
this case, is quite satisfactory.

The result is shown in Fig. 9, where 40-80 more vehicles
are being passed through the intersection in our proposed
system compared to the traditional traffic system.

Fig. 9. Comparison of the number of cars passed in both systems

Here are 20 different results of 1 hour of simulation of
both systems. Every 3 minutes, the traditional system lets
210-230 vehicles pass through the intersection whereas our
proposed system is letting 270-290 vehicles pass through the
intersection, which is a noticeable improvement.

TABLE IV. COMPARISON BETWEEN 2 MODELS

Parameters Traditional system Proposed system
Average cars passed per minute 74 94

Total cars passed in 1 hour 4429 5624

By comparing the simulations while maintaining the same
set of conditions, the outcome of Table IV was obtained.

As we can see, keeping all the conditions alike, the current
system was able to pass 4429 vehicles total in 1 hour, whereas
our proposed system was able to pass 5624 vehicles in same

amount of time, which is 1195 more vehicles than current
system.

Thus, our proposed system will increase the performance
by 26.98126%

V. CONCLUSION

In conclusion, the suggested program guarantees that, by
adaptively modifying the green signal timing according to the
density at the light, the route with more vehicles is given a
green light time for a longer period in comparison to the route
with less traffic. Due to fewer unnecessary delays, less traffic,
and shorter wait times, there will be less fuel use and pollution.

In regards to the number of vehicles passing the intersec-
tion, the system performs around 23 percent better than the cur-
rent method, which is a substantial improvement. With more
calibration and authentic surveillance data for the training set,
this system has the potential to perform even more effectively.
Additionally, the suggested method has some benefits over
other intelligent traffic management systems that are already
used, like Pressure Pads and Infrared Sensors. The system
may be installed for a very low cost because it uses CCTV
footage from traffic signal cameras and typically doesn’t need
any new hardware because these cameras are already present
at intersections with considerable traffic.

There might only be a small amount of alignment required.
Maintenance expenses are also decreased when compared to
other traffic enforcement methods like “pressure mats”, which
frequently face stress for their installation on roadways where
these are continuously imposed to tremendous stress. To allow
improved traffic control, the proposed method can therefore be
connected with Surveillance cameras in large cities

VI. FUTURE WORK

To improve traffic management and reduce congestion, the
project could be extended further to include features like these:

1) Detecting violations of traffic rules: Vehicles that are
breaking traffic rules can be identified easily by video stream-
ing and capturing images of vehicles with number plates.
It is feasible to recognize the automobiles that are skipping
red lights in the picture or video stream by establishing a
transgression barrier and recording the plate number of the
image and whether that line has been crossed when the light
is red. Similarly, lane changing of vehicles might also be
detected. These can be accomplished through image processing
methods or backdrop removal.

2) Detecting violence or accidents on road: Accidents can
be detected easily and necessary steps can be taken quickly.
Intersections commonly see catastrophic collisions as a result
of the presence of numerous hazardous collapses, like crashes
due to angular and turning left. To safeguard property and lives
while simultaneously minimizing traffic and delays, it is crucial
to accurately and quickly identify accidents at crossings. The
list of automobiles that remain immobile for a lengthy amount
of time in an inhospitable area, such as the center of the road,
might be modified to exclude parked cars from this restriction.

Also if any occurrence happens by any vehicle, it can be
detected and tracked. Also, the probability of the vehicle taking
a specific route can be predicted in advance.
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3) Detecting emergency vehicles: Vehicles like ambulances
or fire service can be detected and the timer can be adapted
accordingly to make a quick passage for the emergency vehi-
cle. The model can be programmed to recognize emergency
vehicles in addition to other types of cars, allowing it to adjust
timers to give them precedence and enable them to cross the
signal as soon as possible.
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Abstract—In the human body, emotion plays a critical func-
tion. Emotion is the most significant subject in human-machine
interaction. In economic contexts, emotion detection is equally
essential. Emotion detection is crucial in making any decision.
Several approaches were explored to determine emotion in text.
People increasingly use social media to share their views, and
researchers strive to decipher emotions from this medium. There
has been some work on emotion detection from the text and
sentiment analysis. Although some work has been done in which
emotion has been recognized, there are many things to improve.
There is not much work to detect racism and analysis sentiment
on Ukraine -Russia war. We suggested a unique technique in
which emotion is identified, and the sentiment is analyzed. We
utilized Twitter data to analyze the sentiment of the Ukraine-
Russia war. Our system performs better than prior work. The
study increases the accuracy of detecting emotion. To identify
emotion and racism, we used classical machine learning and the
ensemble method. An unsupervised approach and NLP modules
were used to analyze sentiment. The goal of the study is to detect
emotion and racism and also analyze the sentiment.

Keywords—Emotion detection; racism; sentiment analysis; so-
cial media; machine learning; ensemble; Ukraine-Russia

I. INTRODUCTION

Emotion is a strong feeling caused by one’s circumstances
and conditions, moods, interpersonal connections, or pleasure
and dissatisfaction. The emotional experience includes per-
ceptions of the world, cognitive capacities, behavioral reac-
tions, metabolic anomalies, and instrumental activity. Emotions
are difficult to define because they are a fleeting state of
mind. Images, speech, facial expressions, textual information,
emoticons, and other kinds of expression may all be used
to determine emotion. Textual data is essential for research
[1]. Massive amounts of text-based data have been generated
regularly in recent years via social media and conversations
such as messenger, Whatsapp, Twitter, and other means [2].
The progression of digital communications and its popularity,
particularly virtual networking, keeps individuals interested
in how they connect and communicate amongst themselves.
People have become accustomed to expressing feelings lightly
and intuitively through social media communication and the
simplicity of responses. People use social media to keep up
with what’s happening in the world and to share their opinion
and feedback via likes, comments, and shares, among other
things [3]. Today’s most popular social media platforms are
Facebook, Twitter, and Instagram. People visit Facebook to
keep in touch with friends, family, and loved ones, learn about
what’s happening worldwide, and express what’s important

to them, according to Facebook’s vision and mission. People
incline to be more verbose on Facebook, yet posts go through
more simple “likes” than lengthy comments. Since February
2017, Facebook has included additional capabilities that allow
users to express their specific feelings in reaction to a post,
such as the ability to mention “love” or “sadness” instead
of liking a post [4]. People use Twitter to express their
thoughts, feelings, and views through short messages or tweets
at any time. Individuals’ emotional states of mind, such as
joy, worry, and hopelessness, are captured overtly or indirectly
within those short messages along with bigger communities,
such as the viewpoints of people in a particular country
[5][6]. There are five ways to emotion identification from
text, including keyword-based, lexical/corpus-based, learning-
based, hybrid-based, and deep learning-based approaches,
but each has its limitations[7]. Specifically, identifying ob-
ject words from tweets is named object-oriented feature to
perform sentiment—Bi-gram, uni-gram model with object-
oriented feature effective better [8]. Emotion was discovered
and recognized using machine learning and deep learning
methods. There are also several classifications for identifying
emotions; some of them are the k-nearest neighbor(KNN)
algorithm, Support vector machine(SVM), decision tree(DT),
random forest(RF), linear discriminant analysis(LDA), etc.
DT is a decision support tool that uses a tree-like graph or
model of decisions and their possible consequences, KNN
is a method for classifying objects based on closest training
examples in the feature space, LDA is a method used in
statistics, pattern recognition, and machine learning to find
a linear combination of features which characterizes or sep-
arates two or more classes of objects or events and SVM
analyze data with recognizing patterns used for classification
and regression analysis. Based on the lexical approach, Real-
time emotional analysis was carried out, and the data was
obtained from online social media[9]. Sentiment analysis may
be performed using a deep learning model that has been pre-
trained, as well as unsupervised algorithms such as Valence
Aware Dictionary and sEntiment Reasoner(VADER), textblob,
and k-means clustering. It’s also possible to gauge sentiment
using lexicons. The sentiment was analyzed using large-scale
data from Twitter and a machine learning-based technique.
Sentiwordnet and sentiment are sentic computing-based pub-
lic lexicons [10]. Emotion is identified from audio sources
following machine learning techniques and categorized into
six basic emotions. Auto weka performed the best outrun
compared to SVM, KNN, and multi-layer perceptron (MLP)
[11]. Finding out mental instability RF shows (87%) accurate
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results from the manually surveyed datasets [12].The basic
facts are that domain adaptability and accuracy are the main
constraints for emotion recognition from text. The advantages
of the suggested approach are an improvement in emotion
detection accuracy. The dataset was compiled from a number
of sources. The dataset will aid researchers in overcoming this
industry’s problem of domain adaptation. The research project
also analyzes the war between Russia and Ukraine’s tweets for
mood. The topic has fewer datasets that are readily available.
Therefore, gathering a dataset is the main contribution to this
field. The desired model to address accuracy issues is ensemble
model learning. The main goal of the research was to increase
accuracy, thus we utilized a variety of ensemble techniques.
We proposed a unique technique where ensemble and classical
machine learning are applied. We also used an unsupervised
approach to analyze the sentiment. In our work, we will show
an approach that detects emotion, analyzes sentiment, and
detects racism. We used various methods and techniques to
identify emotion, racism, and sentiment analysis. To increase
the speed and quality of the learning process, we applied
machine learning and ensemble method using parameters. The
following is the structure of this paper: Some recent studies
in this field are addressed in Section 2. Section 3 details our
study technique. Section 4 contains the results, and We’ll talk
about our strengths and weaknesses and provide suggestions
for the future. Then, we eventually finished the paper.

II. RELATED WORK

According to a case study [12], a 3-turn dialogue de-
tects and distinguishes emotions. In three turns, it contains
a collection of human emotions on Twitter. They also talk
about the Amiens system, which detects emotions in text
messages. The algorithm applied the Long short-term memory
(LSTM) model to recognize human emotions based on the
in-depth reading. The system’s primary input is a mix of
word2vec and doc2vec embedding. Then, for that issue, utilize
the most current Bi-Long Memory Short Term category, which
used word embedding as input and predicted human emotion.
When the Amiens score is 0.7185, the output results reveal
considerable variations in f points above the model’s base.
As a potential future project, they plan to expand hybrid
approaches through emotion handling and emotion lexicons
management. A case study showed the interaction of emotion
by applying hybrid and machine learning methods for six
basic emotion categories. A comparison study of speaker-
independent and dependent recognition was represented [13].
As different formats of emotion detection systems exist, the
text identification system is one of them. A machine learning-
based automated system was implemented to understand a
textual form of data to analyze its class. SVM was per-
formed with a 63.5% accuracy rate in the following system
of automatic text identification [14]. Linguistic-related emotion
identification has some complexity, and little research has been
done on it. For every individual language, the data prepro-
cessing step becomes the most challenging part. Preprocessing
steps followed tokenization, segmentation, and other extraction
methods to filter raw data for better applicability. A system
was implemented to perform a hybrid approach to classify
six basic emotions for Punjabi words [15]. Urdu language-
based work focused on commercial-related emotion detection
[16]. The algorithm support vector classifier(SVC), KNN, RF,

and Naive Bayes(NB) was applied to datasets (Smartphone
and Sports), and SVC performed best among them with
accuracy above 80%. NB achieved the goal of detecting
Bangla text-related emotion. As a complex linguistic analysis,
three emotions category presented in this process [17]. Facial
expression means a lot of things about the mentality of a
person. The machine learning-based method SVM algorithm
was used to detect the actual emotion of a person from an
image. Framework and UI environment constructed in their
system [18]. In the present world, the most used handheld
electronic device is a smartphone. A self-automated system
named “iself” is represented in their work where it can detect
the user’s emotions from their smartphone data. The system’s
structure describes how emotion detection happened by ana-
lyzing smartphone users’ data [19]. Social media is a great
source for mass data collection. Five preprocessing techniques
were used for Arabic language emotion detection contextual
research. The minimal sequential optimization(SMO) classifier
performed better than NB and SF in classifying six basic
emotions distinguished from the text [20]. Emoticons can be
an expression of emotion. The study reviewed the Arabic
tweets and labeled them into the four emotion categories.
Testing was performed using SVM and MNB algorithms
for developing the system[21].Deep learning techniques were
used for detecting emotion from the Persian text document.
Preprocessing technique word2vec was used for normalizing
the dataset. NB, DT, and SVM algorithms were executed to
classify emotion, and 10-fold cross-validation was performed
to evaluate the performance. The SVM algorithm scored the
highest accuracy in their system [22]. A system overviewed
in the research is SEDAT, which can detect emotion from
Arabic social media tweets in real-time. Convolutional Neural
Network(CNN)-LSTM neural network technique was applied
to construct the system. Their work shows that the system
is better accurate than the TeamUNCC system [23]. Arabic
language-based sentiment analysis work combined three Ara-
bic Steemers (ISRI, Light Steemer, snowball). The research
outcome exhibits a comparison between deep learning and
machine learning where CNN, SVM, NB, and MLP are
exerted in implementation [24]. Emotion classification and
social media are almost connected in parallel cause it is a
rich data sources. In this case, comparative model analysis on
different datasets is highlighted. TME model acquires maxi-
mum accuracy than other models, and WME remains close
to TME [25]. From youtube users’ text comments, emotion
identification was conducted in this research. Unsupervised
machine learning technique executed to determine emotion
category from YouTube comment data corpus.The system
achieved an average of 92.75% precision, close to another
existing system that applied the SVM algorithm[26]. The
microblog-based emotion classification task is represented by
using deep learning techniques. CNN model was selected for
this purpose, though the experiment was held in four phases.
Sina Weibo was the data source for the experiment. This
study exposed CNN as the maximum accurate (97.60%) for
detecting emotion from microblogs [27]. Another research
is a deep learning-based emotion recognition system. It also
demonstrates how excellent deep learning is at detecting text
emotion. Data preparation includes sentence segmentation and
word embedding. SVM and LSTM are employed to categorize
seven different emotion groups. Among these, LSTM has a
higher efficiency (94.7%) than SVM [28]. Most of the existing
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sentiment analysis and emotion detection research is performed
on deep learn ing or machine learning-based unique tech-
niques. This study presents a system that converts multi-label
classification problems into a single binary classification and
then solves the problem by applying the deep learning method.
The proposed system model Binary Neural Network (BNET)
shows the best accuracy in evaluation measured in (multi-
label accuracy) Jaccard [29]. Although several textual-based
emotion recognition systems exist, the researcher concentrated
on discovering emotional states from poetry text in this study.
The suggested method is capable of detecting 13 different
emotion classes. The system recognizes the context and value
of tokens. Comparative investigation demonstrates that the
suggested model outperforms the CNN-BiLSTM model in this
system[30]. Emotion-based research is becoming more popular
since computer machines can predict likely outcomes. Several
research and records used a variety of procedures and strategies
to identify particular human emotions. Previous work had
various drawbacks; thus, the suggested system employed the
layered LSTM approach to identify emotion. The suggested
system outperformed the LSTM and SVM approaches, reach-
ing a 99.2% accuracy rate [31]. Another research represents
EmoDet2, a system that innovates deep learning architecture
for identifying emotion from the text.The suggested system
used two different algorithms: BERT and BiLSTM. EmoDet2
has been created by applying the ensemble method. The system
F1 score (0.75) outperforms the baseline model, which was
encouraging. SEMEVAL-2019 dataset had the best accuracy in
recognizing emotion from the text, allowing the EmoDet2 sys-
tem to outperform the baseline model[32]. A suggested method
was given in another study that used a machine-learning
approach to identify emotions. The dataset is divided into two
types, one binary, and the other multi-class. The system was
programmed with seven machine-learning models for the ex-
periment. The sentiment is divided into two categories: joyful
and unpleasant. The LR-SGD and the tf-idf classifier produced
ideal results in a comparison study. The voting classifier beat
all others, obtaining 84 percent accuracy using both TF and tf-
idf[33]. According to a study by [34], social media is getting
a lot of attention in today’s world. Public and private opinions
on various topics are constantly expressed and distributed via
social media platforms. One of the most prominent social
media platforms is Twitter. Twitter is a social media platform
that allows buddies, relatives, and colleagues to interact and
keep in touch by exchanging short, frequent messages. Twitter
is the main microblogging website that allows users to post
status updates (known as” tweets”). These tweets occasionally
reflect thoughts on a variety of issues [35]. Twitter is a real-
time microblogging platform that allows individuals or groups
to express their opinions on a topic and have them appear on a
timeline. Web search apps and real-world applications such as
current global trends and world events, and extracting the most
up-to-date information regarding occurrences use microblog
data for analysis and conclusion-making. Sentiment Analysis
and Opinion Mining are two types of text mining that involve
the analysis of sentiments, opinions, and emotions and the
assessment of the text’s content. When evaluating people’s
thoughts, feelings, assessments, attitudes, and responses to ser-
vices, goods, organizations, personalities, events, themes, and
issues, and their qualities, sentiment analysis is another name
for opinion mining. Sentiment and subjectivity are strongly
influenced by the context and domain in which they occur.

It is not only due to language changes but also to the dual
meaning of feelings of the same term in various domains.
The processes of extracting nontrivial patterns and intriguing
information from unstructured script texts are called opinion
mining and sentiment analysis, respectively [36]. Before the
internet, it took a long time for information about a company’s
stock price, direction, and general attitudes to spread among
individuals. Web technology has ushered in a new era of
rapid information transmission and retrieval. Applying positive
or negative information about a company, product, person,
or other entity may be as simple as clicking a mouse or
utilizing microblogging services like Twitter [37]. Social media
platforms have grown in importance as a forum for political
debate worldwide. Users may use Twitter to send tweets,
which are short communications of up to 140 characters.
The number of people using Twitter is steadily increasing.
Over 100 million active users throughout the world send over
250 million tweets every day, according to the business. In
several fields, including the financial market, politics, and
social movements, sentiment in Twitter data has been utilized
for prediction or assessment. Emerging events or news are
frequently followed by a surge in Twitter activity, offering
a unique chance to assess the relationship between stated
public mood and political outcomes. Furthermore, sentiment
analysis may be used to investigate how these occurrences
impact public perception. It provides a fresh and contemporary
perspective on the dynamics of the election process and public
opinion to the general public, the media, lawmakers, and
academics. They present a method for real-time analysis of
popular sentiment toward presidential candidates, as stated
on Twitter during the 2012 U.S. election [38]. Many readers
value social media platforms such as Twitter and Facebook
because they enable users to easily discuss and express their
thoughts on various issues and send messages worldwide.
Every day, millions of quick messages (tweets) are shipped on
Twitter, making it one of the most prominent microblogging
and social networking services. The challenge of assessing
users’ tweets in terms of emotions, ideas, and viewpoints
in a wide range of activities and domains is addressed by
Twitter sentiment analysis [39]. Twitter sentiment analysis is
a tricky issue, even though sentiment analysis has recently
garnered significant popularity in various fields. Businesses
use sentiment analysis to look at customer reviews of their
services, while the government and other organizations use it
to observe public health and forecast political trends, among
other things. Manual procedures were frequently used for
this before the advent of social networks. Manual techniques
were frequently used for this before the beginning of social
networks [40]. Customers who want to buy a quality product
based on user reviews at reliable online retailers can take
advantage of the service offered by the Twitter Sentiment
Analysis for Business Project. Additionally, it benefits com-
mercial enterprises that wish to accelerate their firm’s growth
by revamping goods or services following customer demands
and preferences [41]. One of the most crucial tasks in text
mining is automatic sentiment analysis of texts, which aims
to establish if a given document has a positive, negative, or
neutral attitude. Nowadays, It has gotten a lot of attention
because opinion mining on microblogging sites is widespread.
Both public and commercial companies increasingly rely on
the ability to determine whether a written document has a
favorable or unfavorable impression [42]. SVM, LR, NB,
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and KNN are the techniques employed for sentiment analysis
of how people feel about moving the nation’s capital. As
measured by the performance evaluation algorithm’s accuracy,
precision, recall, and F-measure findings, the support vector
machine fared better than the other three algorithms. The
administration will receive an overview of public opinion from
the perspective of data from social media through sentiment
analysis of the dialogue surrounding the relocation of the
nation’s capital [43]. With the development of Web 2.0 and
the rising popularity of social media platforms like Face book,
Twitter, and Google+, users can now exchange information
and, as a result, have a say in the material published on these
platforms[44]. Many analysts, businesspeople, and politicians
use blogs, microblogs, social networks, and other types of
websites as a massive source of information to grow their
businesses by taking advantage of the copious amounts of
text produced by users who provide ongoing feedback on the
prominence of a particular subject through emotions, view-
points, and feedback. The last ten years have seen a growth in
sentiment analysis methods, mainly when applied to tweets, in
both the academic and industrial areas [45]. Twitter sentiment
analysis is a useful tool for various activities using Twitter-
based analysis. Twitter sentiment analysis using attentional-
graph neural networks is done by the Attentional-graph Neural
Network-based Twitter Sentiment Analyzer (AGN-TSA). A
three-layered neural network used by AGN-TSA combines
information from the tweet’s text and its user connections [46].
Recurrent neural networks (RNNs) are also used to examine
sentiment in tweets. The technique can categorize tweets with
an accuracy rate of 80.74% while considering a binary task,
following testing 20 various design strategies [47]. Further-
more, A brand-new unsupervised learning framework built
on Concept-based and Hierarchical Clustering is suggested
for Twitter Sentiment Analysis. Serial ensembles combine
common hierarchical clustering techniques, including single
linkage, complete linkage, and average linkage algorithms.
Additionally, TF-IDF performs better than the Boolean method
compared to other feature representation techniques also exam-
ined [48]. One of the most intriguing study areas is sentiment
analysis from Twitter [49]offered a comparative emotive analy-
sis from a different linguistic standpoint. Several models, such
as PLMs, RoBERTa, and BERT, were used to evaluate each
language separately. For fine-tuning, four Nigerian languages
were pooled in the training dataset. Among the models tested
in the proposed system, the AfriBERTa model fared the best.
At present, politics and virality in social media is a common
phenomenon. This study [50] overviewed sentimental analysis
from Twitter in Greece, Spain, and the United Kingdom. The
dataset originated from tweets of parliament members and
politicians. The experimental models are distinguished into two
types multilingual and Monolingual. A comparative analysis
was conducted between these regions. Another study [51] used
NB Classifier to determine the tweet’s word semantic analysis.
The proposed system collects data from live-fetched twitter
according to user input. After analyzing the stored user data,
the visual heat is represented through Google Maps. There is a
variety of methods that may be used to analyze sentiment. Both
automatic and hybrid approaches were used for the experiment.
Using Deep learning [52] performed, the analysis of sentiment
on stemmed Turkish Twitter user data. Twitter API was used
to create the dataset. The data was preprocessed by eliminating
tokens, id numbers, and punctuation marks, among other

things. The training dataset was followed by three distinct
techniques: shift, shuffle, and hybrid. As DL algorithms, CNN,
RNN, and Han architecture were used. Compared to previous
systems, the suggested system can acquire a modest advantage.
The research [53]presented a one-of-a-kind effort on sentiment
inspection based on online meal delivery. Food reviews are
well-known for their commercial worth. It isn’t just about
Twitter users; it’s also about evaluating business competitors. A
comparative analysis was done on Twitter user data connected
to food delivery to categorize users’ attitudes and customer re-
views regarding the organization. Lexicon-based categorization
was used to differentiate sentiment polarity.

The literature focuses on the research’s shortcomings, gaps,
and advancements. A lot of studies have been done on the
broad topic of emotion detection from text. But something
needs to be improved. Accuracy is one among them. Therefore,
the suggested model is created to increase accuracy. There isn’t
much work left over from the Russia-Ukraine war. This study
looks into how people feel about going to war. The research
also examined racist behavior. Since we lacked a labeled
dataset, we used the Python library to evaluate the data and
used unsupervised learning to determine sentiment. Racism
originating from the war is detected via semi-supervised learn-
ing. The literature demonstrates that sentiment varies according
to the domain.

III. METHODOLOGY

Social media sites like Facebook detect emotion. Another
dataset was obtained from Kaggle and was used to identify
racism. Finally, we collected a dataset from Twitter. The Twit-
ter dataset is about the conflict between Russia and Ukraine.
This dataset was used to identify racism and assess public
opinion on the Russia-Ukraine conflict. The datasets’ source
and application are given in Table I. Overview of the entire
system is shown in Fig. 1. As previously stated, dataset 1
was acquired via social media and manually classified. After
that the dataset is divided into two parts. During the training
phase, 18000 data were trained, whereas 3000 data were tested.
Fig. 2 depicts the number of classes in dataset 1. Fig. 3
illustrates dataset 2, where 0 denotes a non-racist speech,
and one represents a racist utterance. Despite the recent and
rising interest in utilizing Twitter to study human behavior and
attitudes, the capacity to use Twitter data for social science
research and scientific research still has a long way to go[54].
Twitter provides an API, and by using the API, data can be
collected for research [55]. We used Twitter API to collect
tweets about the Ukraine-Russia crisis. Our dataset 3 had a
total of 16,208 records. We used some keywords to find the
exact data we needed. Fig. 4 depicts the stages involved in
gathering data from Twitter. The ensemble approach is used
to address the challenges with emotion detection accuracy.
The ensemble technique combines a variety of models. The
accuracy rises when the ensemble approach is used. First,
we used the suggested model to analyze our dataset, and the
accuracy was higher than with the old approach. Later, we
applied the model to additional datasets used by academics.
The accuracy of the model greatly increases whenever we
apply it to new datasets.
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Fig. 1. Overview of the entire system

TABLE I. DATASET SUMMARY

Dataset Application Source
Dataset 1 Detect Emotion Social media(self made)
Dataset 2 Rasicm Detection Kaggle
Dataset 3 Sentiment Analaysis Racism Analysis Twitter(Self made)

A. Text Representation

1) Text preprocessing: Text preprocessing prepares text
data for machines to use for analysis and prediction. Data
preprocessing is an essential aspect of machine learning. The
algorithms and models need to forecast the result accurately.
Besides lowering the extracted feature space, preprocessing
can increase classification accuracy [56]. The neat text and
some NLP packages are used to text preprocess. The text pr-
processing technique applied in our work:

Removing Numeric, punctuation, and special character:
We deleted any superfluous punctuation, digits, or symbols to
enhance the dataset and replaced them with space. Also, to
make the dataset more algorithmically implementable.

Removing Twitter Handles (@user): A was created to
eliminate the undesirable pattern of text from the tweets. It
takes two arguments, the original and refined strings, which
remove the text patterns. The method will give the desired
string after removing unwanted text patterns in the output. To
withdraw the design from our data, we used the function.

Removing short words: Short and useless words are
deleted in this stage. Words with a length of three or fewer
were eliminated from this list. As like hmm, oh, and so forth.

Removal of emoji,URL and hashtag: We must remove
emojis from text to gain accurate output in our work. There-
fore, we also eliminated URLs and hashtags from our text.

Segmentation: Text segmentation is the technique of
splitting written material into valuable components, including
words, sentences, or themes. We applied the segmentation
technique. First, any kinds of commas, dots, and hyphens were
deleted.

Tokenization: The tokenizer breaks up the input text into
little chunks known as tokens. For example, if elements of
a word are more prevalent than the word itself, there can be
more tokens than words.

Fig. 2. Number of each class in the dataset emotions

Fig. 3. Number of class in the dataset of racism detection

Fig. 4. Process of data collection from Twitter

Streaming: Data streaming is sending a continuous stream
of data to extract useful information. A data stream is a
collection of pieces arranged in time. Stemming is the process
of removing suffixes (“,”, “ly”, “es”, “s”, and so on) from a
word using a set of rules. For Example, play, playing, and
player, are the different variations of the word – “play”.

Lemmatization: It seems the term yet ensures that it
retains its meaning. Lemmatization has a pre-defined vocab-
ulary that records the context of words and checks the word
in the dictionary while decreasing the term’s length. Twitter
users occasionally utilize lengthy words, such as “loooovvveee,
greeeeat”, when they purposely type or add more letters that
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TABLE II. EXAMPLE OF BAG-OF-WORDS FEATURE

She He Good Girl Will Guy
1 1 2 1 0 0 B1
0 0 1 0 1 1 B2

repeat more frequently. We replace the long and needless
character

2) Feature extraction: The most crucial phase in detecting
emotion is feature selection, which influences the task’s overall
outcome. Therefore, it is critical to choose features carefully to
improve classification because better feature selection leads to
accurate prediction. We used various features to analyze our
procedure data after completing the pre-processing step. We
applied several feature extraction techniques to find the suitable
one for our proposed system. Combining several strategies
to achieve the best potential result is beneficial [17]. Feature
extraction techniques applied:

Bag-of-Words Features: An approach for extracting char-
acteristics from text documents is a Bag of Words. Machine
learning algorithms may be trained using these features. It
develops a vocabulary of all the unique terms in the training
sets. Take a corpus, for example, shown in Table II (a textual
compilation) named A comprising B documents b1, b2, ..... bB,
with X unique tokens retrieved from the corpus A. The list of
X tokens (words) will be formed, and B X X will determine
the size of the bag-of-words matrix Y. In document B(i), the
frequency of the token is represented in each row of the matrix
Y. For instance, suppose we have two documents-

B1: She is a good girl. He is also good.

B2: Will is a good guy.

It starts by building a vocabulary from the documents’
unique terms. [“She”, “He”, “good”, “girl”, “Will”, “guy”]
Here, B=2, X=6. The 2 X 6 matrix Y will be expressed as
follows:

The scenario above shows the training characteristics,
which include the frequency of each word on each page. This’s
strategy known as the bag-of-words approach since it’s based
on the number of occurrences rather than the sequence or order
of words.

Word n-grams: Several component evaluation approaches
are available for AI-based, more aesthetic implementa-
tion, such as n-gram, tf-idf, count vectorizer, and word
integration[57]. The n-grams feature combines n consecutive
words or characters that are considered beneficial for cate-
gorizing texts. Here, we looked at the performance of uni-
gram and bi-gram to acquire the optimum model. To achieve
the entire situation, we integrated the bi-gram and tri-gram
features, providing a substantially superior outcome in our
study. We also observed scikit-learn to explore features [58].
A series of N words or characters is referred to as an n-gram.
Consider the following sentence: “Emotion detection from
text”.
Unigram model(n=1)
[“Emotion”, “detection”, “from”, “text”]
Bigram model(n=2)
[“Emotion detection”, “detection from”, “from text”]

In natural language processing, n-grams are an essential but
fundamental notion. N-grams play a large part in our system
since so many applications need to extract insights from text.
The n-gram parameter’s range affects the outcome.

Tf-idf Vectorizer: The term frequency multiplied by the
inverse document frequency is known as tf-idf. The tf-idf
vectorizer [59], which evaluates the presence of a word in a
document rather than using only raw numbers, is an excellent
example of a suitable input representation [60]. The term
frequency refers to the number of times a specific word
occurs in a conferred document. On the other hand, Inverse
document frequency considers all that include that term. Term
Frequency (TF): First, let’s define the term “frequent” (TF).
It is a metric for the number of times a phrase, t, appears in
a document, d:

tft,d =
nt,d

Numberoftermsinthedocuments
(1)

Here, The number of times the phrase “t” appears in the
document “d” is represented by n in the numerator. As a result,
each paper and word would be assigned a unique TF value.
We used the same vocabulary as in the Bag-of-Words model
to demonstrate how to compute the TF for B2. B2: Will is a
good guy.

Here,

• Vocabulary: ‘She’, ‘He’, ‘good’, ‘girl’, ‘Will’, ‘guy’

• Number of words in B2 = 5

• TF for the word ‘Will’ by equation (1)= 1/5 Similarly,

• TF(‘She’,B2) = 0/5

• TF(‘He’,B2) = 0/5

• TF(‘good’,B2) = 1/8

• TF(‘girl’,B2) = 0/8

• TF(‘guy’,B2) = 1/8

Inverse Document Frequency (IDF): The IDF is a metric
that determines how essential a phrase is. Therefore, the IDF
value is required since simply computing the TF is insufficient
to comprehend the significance of words.

idft = log
numberofdocuments

numberofdocumentsnumberofdocumentswithterm“t”
(2)

he IDF values for all the words in B2 are calculated by
equation 2:

IDF(‘Will’) = = log(2/1)

TF-IDF: The TF-IDF score for each word in the corpus
is now computed. Higher-scoring words are more important,
whereas lower-scoring words are less significant. Calculate the
tf-idf score:

(tfidf)idf)idf)idf)t,d = tft,d idft (3)
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Countvectorizer: The scikit-learn module in Python pro-
vides a fantastic feature called count vectorizer. The count
vectorizer employs a bag-of-words method that avoids textual
structures. Instead, only word counts are used to extract
information. So, First and foremost, each document will be
converted to a vector format. Then, the vector’s input measures
how many times each word appears in the content [61]. Finally,
we combined n-grams with Countvectorizer techniques [62].

B. Proposed Work

We proposed a model for detecting emotion in text. Our
model will also see racism. We’ll look for and examine racism
in the context of the Ukraine-Russia conflict. The public’s
viewpoint toward the competition is also investigated.

1) Detect emotion from text: The dataset description and
data preparation techniques, such as text preprocessing and
feature extraction, have previously been covered. The dataset
is divided into two steps for identifying emotion. During the
training phase, 18000 data points were learned, whereas 3000
data points were tested. We used classical machine learning as
well as an ensemble model. In training the model to recognize
emotion, many classifiers were utilized. Six primary emotions
are detected by the system (anger, fear, surprise, joy, love,
and sadness). We’ll go through the classifier that we used in
our system later. Fig. 5 presents the architecture for emotion
recognition.

2) Racism detection: Racism was detected using data from
Kaggle (dataset 2) and Twitter (dataset 3). The Kaggle dataset
has labels, whereas the Twitter dataset does not. We combined
the two datasets and utilized text preparation and feature
extraction techniques. The boosting approach, as well as a
machine learning classifier, were used. One-third of the data
is tested, and the rest is trained. The best prediction model
was determined after using all approaches and algorithms. The
model investigated racism in dataset 3, which concerned the
Ukraine-Russia war. In the suggested process for detecting
racism, the following algorithm was utilized to categorize
tweets as racist or non-racist.

Algorithm 1 Racism Detection Tresholds

if prediction ≥ 0.3 then

label← 1
else

label← 0
end if

Where 1 implies racism and 0 denotes non racism. The
framework for detecting racism is depicted in Fig. 6.

3) Sentiment analysis: The present research’s ultimate job
is sentiment analysis. Dataset 3 was used to investigate the
sentiment. We want to look at how people feel about the
Ukraine-Russia conflict. Dataset 3 is obtained from Twitter
and is on the conflict between Ukraine and Russia. On Twitter,
a tweet is a microblog message. It’s only allowed to be 140
characters long. Most tweets include text, embedded URLs,
photos, and usernames. There are also misspellings in them.
As a result, several preprocessing processes were performed on
the tweets to eliminate unnecessary data. The reasoning is that

Fig. 5. Emotion detection architecture

cleaner data is more suitable for mining and feature extraction,
resulting in more accurate results. We didn’t need to use all of
the preprocessing approaches outlined above since VADER can
understand the sentiment of a text that incorporates emoticons,
slang, conjunctions, capital phrases, punctuation, and other
idioms. We avoided misspellings, short words, and unusually
lengthy letters.

Algorithm 2 Sentiment Score Range

if compoundscore ≥ 0.05 then

sentiment←positive
else if compound score ≤ −0.05 then

sentiment← Negative
else if then

sentiment← Neutral
end if

We compute a compound score to analyze sentiment.
After assessing the sentiment, we determined the positive,
negative, and neutral phrases used in the war. The result and
discussion section will provide the top terms used negatively
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Fig. 6. Racism detection architecture

in the conflict. In addition, positive and neutral words will be
highlighted.

C. Proposed Model

1) Supervised machine learning classifiers: The learning
process is divided into training and testing phases. First,
training data samples were used as input, and then the learning
algorithm was applied to learn the feature and build the
learning model [63]. Finally, for prediction for the data or
test, the learning model executes in the testing phase. The
approach of supervised learning aims to train the machine.
For each of the algorithm, we used parameters based on need.
Fig. 7 depicts the model in detail. The dataset is first split
into two phases: training and testing. The data were prepared
using a feature engineering technique. In order to forecast the
label, the baseline method was used. The test data was finally
employed to predict the value and contrast it with its actual
value. Finally, a number of evaluation criteria are used to gauge
performance. Some of the used supervised algorithms in this
system:

Decision Trees: A DT [64] is a classifier defined as a
recursive split of the instance space. The DT consists of nodes
that form a rooted tree, a dispersed tree with no incoming

Fig. 7. Supervised learning model architecture

edges, and a root node. Each node has one incoming advantage.
An internal node has outgoing edges, whereas leaves are the
other nodes. Based on the input values, each internal node in a
decision tree separates into multiple sub-spaces. In the simplest
case, each test evaluates a single attribute, and the occurrence
space is partitioned according to the attribute’s value. Every
node has a label representing the property being tested, and its
branches have starting values. Mini samples split, max depth
and class weight were used as parameter.

Linear Regression: The purpose of LR, a portion of the
regression algorithm family, is to discover the interrelation-
ships and dominance of variables. Regression analysis is used
to forecast a target variable; predicting an attribute from a
limited set is one topic of classification.LR [65] pertains to
the supervised learning algorithms area as well.

Naive Bayes: Another supervised learning approach and
statistical classification method is Bayesian classification [66].
The Bayesian classification’s primary goal is to tackle prob-
lems with prediction and solve prediction difficulties. This
classification may mix observable data and delivers effective
learning techniques. Learning techniques and algorithms have
been simplified to understand and analyze using Bayesian
classification.

Logistic Regression: LR is the most powerful statistical
and data mining technique [67]. LR has several key benefits,
including the ability to generate probabilities naturally and the
ability to handle multinomial classification issues. A further
advantage is that far too many LR model analysis techniques
rely on the same fundamentals as linear regression. We de-
termine the likelihood that the output variable’s perception
corresponds to the proper category using LR [68]. The LR
model is used to categorize emotions from inside the input
text [69]. With training and testing sets, LR classifies text
into several emotion categories [70]. Logistic regression is
a broader version of linear regression. Consider the linear
regression equation below:

x = x0 + x1z1 + x2z2 + ....+ xnzn (4)

Here x is the response variable, and the predictor variables
are Z1, Z2, Z3, and Zn. So if we apply a sigmoid function to
equation 1, we will get a logistic function.

l =
1

1 + e−(x0+x1z1+x2z2+............+xnxn)
(5)
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Random Forest: RF is among the technique in Machine
Learning used to process the data in vast quantities and widely
used algorithm based on the results of a DT formed throughout
training [71] [72]. The RF algorithm combines numerous
trees with training data to generate greater accuracy. The
concentrated output from every DT seems to be the forest’s
output. Each tree has a different set of features and uses typical
tree-building methods, and these properties generate the nodes
and leaves [73].

Support Vector Machine: SVM is a pattern identification
and categorization technique that is pretty simple to use [74].
SVM is among the most extensively utilized cutting-edge
machine learning technology (SVM). The SVM approach is
related to supervised learning, which requires feature extrac-
tion and produces desired results. SVM has the benefit of being
very easy to execute and scaling vast amounts of data more
efficiently than neural networks [75]. The kernel approach
allows SVMs to effectively conduct nonlinear classification
by implicitly translating their inputs within high-dimensional
feature regions [76]. SVM finds the biggest and best margin
hyperplane to categorize the text into numerous emotion classi-
fications. Choosing an appropriate kernel function to get better
results is critical because it determines the transformed feature
space in which the training set instances will be categorized.
Some well-known kernels were used:

Linear : K(Ai,Aj) = AT
i Xj (6)

Polynomial : K(Ai,Aj) = (γAT
i Xj + r)d, γ > 0 (7)

The kernel parameters are

γ, r, d

Ai

is a training vector that the function maps into a high-
dimensional space.The linear kernel used sigmoid in the re-
search and the n samples were 100.

2) Ensemble method: Ensemble learning is a procedure
that involves integrating many models or classifiers to address
a specific issue. Both machine learning and deep learning tech-
niques can benefit from the ensemble approach. It is followed
to attain the intended aim and improve system performance.
We applied bagging and boosting in our suggested method
to discover the outcome. Though many existing systems use
the ensemble approach, we attempted to construct this system
using a machine learning-based ensemble model. AdaBoost,
Gradient boost, and XGBoost have been used to develop
and evaluate overall system performance. AdaBoost uses a
recursive technique to help poor classifiers better by learn-
ing from their mistakes. Although XGBoost is identical to
AdaBoost, it outperforms AdaBoost in highly condensed and
sophisticated data and system optimization. Ensemble learning
is commonly implemented using decision trees, which aid in
the solution of quantitative issues. Ensemble learning computes
the final classification based on the ensembled findings given
by decision trees rather than relying on a single decision tree’s
predictive analysis and outcome. In our ensemble learning,
we used a variety of machine learning classifiers, including
LR, SVM, RF, and others, in addition to the decision tree, to
train and analyze the model and find the best output. We used

TABLE III. HYPERPARAMETERS OF THE XGBCLASSIFIER

Types Values

learning rate 0.2

max depth 10

n estimators 200

subsample 0.8

Fig. 8. Proposed ensemble model

several n estimators (10,50,100) to improve performance be-
cause the ensemble approaches heavily depend on parameters.
Fig. 8 depicts the architecture and base estimator used in our
ensemble model. Soft voting and Hard voting classifiers are
two types of voting classifiers used to create the results [77].
The test preprocesses ing approach and feature extraction are
completed initially. When we deployed the XGB classifier of
the boosting ensemble, we employed the grid search parameter
tuning strategy to choose the optimum hyperparameters. Table
III displays the XGB classifier’s hyperparameters.

3) VADER: VADER is an analytical program that uses both
analyses of lexical and rules-based to analyze sentiment. It gen-
erally employs a combination of strategies that classify lexical
characteristics according to their semantic orientation, which
might be positive or negative. This approach not only detects
the polarity of positive or negative attitudes but also determines
how the sentiment is [78]. This tool is consistent and has a
higher accuracy ratio for performing sentiment analysis from
social media. There are several advantages of VADER. It works
well with social media content while quickly summarizing
various topics. No need for training data though it includes
defined vocabulary for analyzing sentiment. Because of its
speed and precision, it may be utilized for asynchronous data.
The VADER packages display a positive, neutral, or negative
value from individual tweets [79]. We used VADER to analyze
the sentiment. First, a compound score is calculated based on
these values. Next, a compound score is calculated based on
these values. The compound score thresholds were used to
categorize the sentiment into negative, positive, and neutral, as
indicated in Algorithm 2. However, VADER performs better
for social media data which is unsupervised learning.

IV. RESULT AND DISCUSSION

The accuracy of all the models is calculated. After finding
the best model, we compute each class’s precision, recall, and
f-score. Combining word-n-gram with a count vectorizer is the
most outstanding result to detect emotion. We employ bigrams
and trigrams in our implementation. The accuracy could be
determined as described in the equation since accuracy was
chosen as the assessment criteria, where TP = True Positive,

www.ijacsa.thesai.org 876 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

TABLE IV. CLASSIFIER PERFORMANCE OF SUPERVISED MODEL

Classifier Training Result Testing Result

Logistic Regression 0.99 0.88

Decision Tree 0.99 0.86

Naive Bayes 0.96 0.76

SVC 0.98 0.86

TABLE V. BOOSTING METHOD PERFORMANCE (EMOTION DETECTION)

Algorithm Training Result Testing Result
ADABoost 0.99 0.89

GradientBoost 0.96 0.78
XGBoost 0.97 0.90

Fig. 9. Racism found in dataset 3

TN =True Negative, FP = False Positive, and FN = False
Negative.

The performance of the base model was shown in Table IV.
The best testing outcome came from LR. The testing results are
the same for DT and SVC. However, NB has the worst results,
and overfitting problems are a big deal here. From Table V,
XGBoost achieves the desired outcome. Gradient boosting
performs the poorest out of all methods, with Adaboosting
marginally outperforming the baseline method. The perfor-
mance of the supervised classifiers for identifying emotion
is displayed in Table IV. Since we utilized the supervised
model and ensemble model bagging and boosting, Table V
shows boosting model performance, while Table VII shows
all classes’ precision, recall, and f-score. Table VI shows the
overall performance of our applied mode to detect emotion.
Our technology outperforms the prior method when it comes to
seeing emotion. Finally, we compared our model to some of the
most recent works in emotion recognition. Table VIII compares
our model with others. The accuracy of the proposed ensemble
model is higher than that of earlier systems, as demonstrated in
Table VIII. Accuracy for gloves, SVM, and LR is under 80%.
C-BiLSTM, however, achieved 88% accuracy. The suggested
technique, meanwhile, achieves 90% accuracy.

We only use the F-score to detect racism. We used F-score
instead of accuracy since we can see how unbalanced our
dataset 2 is in Fig. 3. Compared to the values with labels:1,
we can observe that the deals with label:0 have a far higher
number of differences. As a result, if we use accuracy as our
assessment criterion, we may meet a significant proportion

TABLE VI. OVERALL PERFORMANCE OF APPLIED METHOD

Model Testing Result Training Result

Supervised 0.88 0.99

Bagging 0.89 0.99

Boosting 0.90 0.97

Fig. 10. Sentiment result

TABLE VII. PRECISION, RECALL, F-SCORE OF ALL CLASSES

Emotion Precision Recall F-score

anger 0.90% 0.90% 0.90 %

fear 0.90% 0.83% 0.86 %

joy 0.90% 0.93% 0.91 %

love 0.80% 0.71% 0.75 %

sadness 0.93% 0.94% 0.94 %

surprise 0.67% 0.74% 0.72 %

TABLE VIII. COMPARISON OF RESULT WITH OTHER PAPERS

Ref. Method/Algorithm Result

[2] Glove F1-69.3 %

[14] SVM Accuracy-63.5 %

[30] C-BiLSTM F.score-88 %

[33] LR-SGD Accuracy-79 %

Proposed system Ensemble ( Boosting) Accuracy-90.45%

of false positives. The percentage of our relevant findings
is referred to as precision. The rate of relevant total results
accurately categorized by our algorithm is called recall. We are
constantly faced with a trade-off between accuracy and recall,
with high precision resulting in low memory and vice versa.
F-core is calculated using equation 5. Both bag-of-words and
tf-idf perform best when it comes to detecting racism. Table
IX shows the results of the racism detection.

F-score = 2 ∗ Precision+Recall

Precision ∗Recall
(8)
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Fig. 11. Most common positive words

TABLE IX. RACISM DETECTION ACCURACY

Algorithm / Model Feature Extraction F-score

Logistic Regression Bag-of-Words 0.552

Logistic Regression Tf-Idf 0.560

XGBoost Bag-of-Word 0.563

XGBoost Tf-Idf 0.547

We chose our best model for identifying racism and used
it to examine racism in tweets on the Ukraine-Russia conflict.
According to our research, people are less racist regarding this
war.

The outcome is shown in Fig. 9. The figure shows that to
examine the racism in dataset 3, people are less racist about the
war—15459 sentences that are non-racist and 749 sentences
that are racist. Finally, when it comes to sentiment analysis, the
results show that negative sentiment was identified in 7002, the
positive feeling was found in 4639 tweets, and neutral attitude
in 4567. Fig. 10 depicts the sentiment discovered in dataset 3.

A. Discussion

We integrate the best model of our used procedures into our
website after obtaining it. When a user registers on the website,
a unique user name is assigned to them. Then, our system
can discern their emotion using that person’s textual data.
The person’s emotional state is kept in the database after the
emotion is detected. The system can only store an individual’s
feelings and restore their output over time. As a result, anyone
can examine their feelings throughout time. The system can
display a person’s emotions at any time. However, in the future,
we will expand the system to automatically analyze a person’s

feelings and warn the user of any emotional changes. A future
study could look into the dynamic alterations.

We have had some issues with the application of detecting
racism.

The accuracy of racism detection was low, as seen in
the results section. We discovered that an unbalanced dataset
caused the problem after further investigation. We detected
more nonracist text in our dataset than racist text. When a
dataset is unstable, it refers to the data dominance space vs. the
dispersed data. Unbalanced learning challenges can be divided
into two categories. There are two types of relationships:

1) between classes and
2) inside classes.

• Between the classes: This refers to the unequal distri-
bution of data samples between two classes.

• Inside the class: when the classes of data differ be-
tween more than one idea, the unbalanced problem is
considered inside the class.

As a result, our dataset issue was sandwiched between the
problem of class imbalance. Oversampling and undersampling
approaches are two techniques for sorting this problem [80].
Future studies can handle these issues. If we have a sizeable
balanced dataset, we can use deep learning in the future.
In addition, we may address the issue of data imbalance to
achieve better results. The globe is in the grip of the Ukraine-
Russia conflict. We attempted to overserve the sentiment of
the general public. Geographical sentiment analysis can help
decision-makers understand a particular country’s sentiment. It
will aid in taking any measures necessary to end the problem.
Positive, negative, and neutral words are illustrated in Fig.
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Fig. 12. Most common negative words

Fig. 13. Most common neutral words

11, 12, and 13. The most frequently used words are Ukraine,
Russia, and Ukrainian, which can be used in positive, negative,
or neutral contexts. Every term has a mixed connotation,
meaning that some people will interpret it positively while
others will interpret it negatively. Therefore, more research is
required, and each word can be given as a bigram or trigram.

The most common words in the study are visually depicted.
Therefore, a thorough analysis is advised.
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V. CONCLUSION

This study was designed to accomplish several goals. This
study first tries to assess an individual’s emotional trajectory
through time and to recognize emotion from textual format
using machine learning techniques. The ensemble technique
works best for detecting emotion. However, there were various
difficulties in determining the best accuracy from our dataset.
We decided on the ensemble model’s optimal accuracy by
integrating several data preparation methods. XGBclassifier
demonstrated 90% accuracy in identifying the mood in the
text.

There are several applications for emotion detection, in-
cluding marketing, customer reviews, the detection of psy-
chological instability, and others. XGBclassifier and Logis-
tic Regression perform best in identifying racism. However,
the ability to recognize racism has to be improved. In our
study, we looked at how individuals felt about the conflict
between Ukraine and Russia. Nearly half of the Twitter users
had unfavorable feelings (43%). The study of this conflict
had not received much attention from artificial intelligence
researchers. The professional can remedy the problem if we
further investigate this. No system is flawless, after all, and
we are fully conscious of the constraints of our system. We
are looking to implement this system using multiple or large
datasets, and deep learning techniques will be applied in
the future. Our system comparatively works better than the
previous systems to detect emotion. The novelty and future
development have already been explored. We hope that this
study will contribute to further research and influence the
field of emotion recognition, racism detection, and sentiment
analysis.
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Abstract—Induction motors are commonly used in most elec-
tricity generation due to their low investment cost. However, the
performance of the induction motors for different applications
highly depends on rotor design and machine geometry. For
example, changing rotor bar height and width varies the rotor
resistance and reactance, thereby leading to variation of the motor
efficiency. A parametric study on rotor slot geometry parameters
such as opening height, rotor slot depth, and rotor slot width,
is carried out to investigate the effect of the parameters on the
efficiency of a squirrel cage induction motor. The study is based
on analytical model that considers a general-purpose squirrel
cage induction motor with the specification of 5.5 kW, 60 Hz,
and 460 V. The analytical model is developed and simulated
within the MATLAB software environment. The effects of each
parameter variation toward efficiency of the induction motor are
investigated individually as well as all together using a 4D scatter
plot. Results show that the efficiency can be improved up to 0.1%
after designing a suitable setting of rotor slot parameters from
the initial settings.

Keywords—Analytical model; efficiency; induction motor; rotor
slot parameters

I. INTRODUCTION

Electrical machine is widely used for electromechanical
energy conversion either to operate as generator or motor
[1]. The electrical machines can be categorized as motors
and generators depending on their energy conversion mech-
anism. They are considered electrical motors when they con-
vert electrical energy into mechanical energy. Among various
types of electrical motors, DC motors, synchronous motors,
and induction motors are more popular for applications in
residential and industrial [2], [3]. On one hand, DC motors
require commutation mechanisms in their operation, leading
to high maintenance cost. On the other hand, the synchronous
motors are very expensive due to the use of high-cost perma-
nent magnets; furthermore, they require starting mechanisms.
Therefore, the induction motor is a promising option for
electromechanical energy conversion applications [4] because
this type of electrical machines is a low cost, low maintenance,
and self-starting mechanism. Although the induction motors
are favorable for many applications; they suffer from some
disadvantages particularly low efficiency [5]. Efficiency is an
important indicator to show the performance of an electrical
motor. It can be improved by modeling the electrical motor
using optimal parameter settings [6]. Among the design pa-
rameters of the electrical motor, rotor slot geometry parameters
provide more effect to its performance. This condition is
mainly due to the rotor slot design, which determines the
resistance and leakage reactance of the electrical motor.

Several works have been carried out in the past few
years to improve the performance of induction motors by
redesigning the rotor slot. In [2], various shapes of rotor bar
were considered to determine the best shape that provides the
highest efficiency with minimum overall cost. The effect of
using different materials specifically aluminium and copper
for the rotor bar were studied in [7]. Flux2D software was
used in [8] to carry out a parametric study of rotor slot design
using a finite element method (FEM) technique to showcase
their effect on the behavior of induction motors, such as flux
distribution and power losses. The FEM technique was also
used in [9] to study the impact of changing rotor slot param-
eters toward the induction motor performance, total harmonic
distortion and starting characteristics of the motor. In [10],
the FEM technique was used to analyze the electromagnetic
characteristics of induction motors using various shapes of
rotor bars to obtain the best design. Apart from studying
normal rotor bar shapes, the effect of broken rotor bar and
different stator slot opening settings were tested using FEM
technique to evaluate the induction motor performance [6],
[11]. Investigation on the rotor bar shapes was also carried
out in [12], but they focused on generator rather than motor
applications.

In the previous works, the investigation of changing the ro-
tor slot geometry parameters was mainly based on 2D analysis
instead of 3D analysis, which provides less accurate results.
The FEM technique, which is based on a commercial software,
is not flexible because of computational burden particularly for
the parametric study at the initial design process. Furthermore,
the important performance parameters, such as efficiency,
could not be appropriately addressed. Therefore, this work
is carried out to investigate the effect of changing rotor slot
parameters toward efficiency of the induction motor using an
analytical model. In the following section, the basic principles
of induction motor is discussed to provide better understanding
before the analytical model to calculate efficiency can be
constructed. Then, a development of the analytical model is
explained in Section III. In Section IV, results on varying
rotor slot parameters are showcased and discussed. Finally,
a conclusion of the research work is drawn in Section V.

II. EFFICIENCY OF INDUCTION MOTOR

Induction motors are used in most applications to fulfill
either industrial and domestic needs known as workhorse of
modern industry [13]. The induction motor can be divided into
two types: 1) wound rotor induction motor and 2) squirrel cage
induction motors. The squirrel cage type is widely used in the
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industrial applications because of its idiosyncratic characteris-
tics, such as simplicity, robustness, easy maintenance, and low
cost [14]. Therefore, a squirrel cage induction motor model is
used in this work.

Operational principles of squirrel cage induction motor are
very much similar to transformers. Two magnetic circuits in
transformers, referred to as primary and secondary windings,
are isolated by a small air-gap. The circuits can be repre-
sented as two relatively movable windings which are called
stator and rotor in the induction motor [14], [15]. The stator
winding of the three-phase squirrel cage induction motor is
connected to the three-phase AC source either in a star or delta
configuration. Current is supplied to the rotor circuit by the
process of electromagnetic induction [16] from the magnetic
field of stator circuit. The induction motor is called a singly
excited machine because the rotor has no external source. The
induction motors are considered self-starting motors because
they do not require any external means during the starting
condition [17]. Induction motor normally operates at a speed
that slightly lower than its synchronous speed; therefore, it
is known as asynchronous motor. The difference between
operating speed and synchronous speed is known as slip speed
of the motor.

Understanding the power losses of the induction motor is
important before its efficiency can be calculated. Power flow
diagram, as shown in Fig. 1, is used to illustrate the power
losses of induction motor. Power transfer from stator to rotor
is referred as the airgap power loss, Pag . Pag is calculated by
taking into account stator copper losses, Psc and iron losses,
Piron as expressed in (1). On the other hand, the conversion
power loss, Pconv is the total electrical output power from the
rotor after subtraction of all types of electrical losses. Pconv

is calculated by subtracting the rotor copper losses from the
airgap power loss. Rotor copper losses, Prc are copper losses
generated inside the rotor due to the rotor internal resistance.
The output power of the motor is obtained by considering
all the losses due to the rotational motion of the rotor shaft.
The losses related with rotation motion of the shaft consist of
mechanical and ventilation power losses, Pmv and stray power
losses, Pstray.

Pag = Pinput − Psc − Piron (1)

Pconv = Pag − Prc (2)

Fig. 1. Power flow diagram of induction motor [15], [16], [17]

Total power loss of induction motor can be calculated as
follows:

Ploss = Psc + Prc + Piron + Pstray + Pmv (3)

The value of Pmv can be obtained depending on the
number of poles, as shown in Table I. In this work, a four-pole
induction motor is considered; therefore, the mechanical and
ventilation losses are 1.2% of the output power.

TABLE I. MECHANICAL AND VENTILATION LOSSES, Pmv [18]

No. of poles Pmv

2 0.03 × Pout

4 0.012 × Pout

6,8 0.08 × Pout

The stator copper losses, Psc due to resistance in the stator
winding can be calculated using stator current, Is and stator
resistance, R1 as expressed in (4). On the contrary, the rotor
copper losses, Prc due to resistance in the rotor winding can
be obtained from the rotor current, Ir and rotor resistance,
R2 using expression in (5). The values of R1 and R2 can be
derived from stator and rotor slot modeling subsections that
will be discussed in detail subsequently in the induction motor
modeling section.

Psc = 3(Is)
2R1 (4)

Prc = 3(Ir)
2R2 (5)

The iron losses, Piron are the summation of stator tooth
iron losses, Pst, stator yoke iron losses, Psy , and tooth flux
pulsation core losses, Ptp, as follows:

Piron = Pst + Psy + Ptp (6)

The stator tooth iron losses, Pst can be calculated as
follows:

Pst = KTP
′(f/50)1.3B1.7

TSWT (7)

where f refers to frequency, KT represents the core loss
augmentation due to mechanical machining, and P ′ is the
specific weight losses in W/kg at 1.0 T and 50 Hz. The value
of P ′ is normally between 2 and 3 W/kg as used by the
manufacturer [11]. BTS is the stator tooth flux density, and
WT is the weight of the stator tooth. In this model, BTS and
WT are set to 1.55 T and 4 kg, respectively.

The stator yoke iron losses, Psy can be determined using
the following formula:

Psy = KY P
′(f/50)1.3B1.7

C WY (8)

where KY stands for the mechanical machining factor of
the stator yoke that normally takes the value in the range
between 1.6 and 1.9. BC and WY represent yoke flux density
of stator and weight of the stator, respectively.

The tooth pulsation core losses, Ptp are neglected because
the value is remarkably smaller than the iron losses related
with stator tooth and stator yoke.

The stray losses, Pstray include the core losses associated
with rotor surface and space harmonic cage losses. In most
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applications, the stray losses are considered by the manufac-
turers as 1% of the expected output power of the motor [19]
and can be expressed as follows:

Pstray = 0.01× Pout (9)

The efficiency of induction motor, η can be obtained from
the total power losses, Ploss and output power, Pout using the
following expression:

η =
Pout

(Pout + Ploss)
(10)

III. MODELING OF INDUCTION MOTOR

Fig. 2 shows an equivalent circuit of the induction motor
as referred to the stator side using the concept of transformer
modeling. The stator winding resistance, R1 represents copper
losses in the stator, and the stator winding reactance, X1 repre-
sents leakage flux of the stator. The magnetization reactance,
Xm represents magnetization effect of the induction motor.
R2 and X2 are rotor resistance and rotor leakage reactance,
respectively.

Fig. 2. Equivalent circuit of induction motor

An induction motor can be modelled using equations
derived from the per phase equivalent circuit in Fig. 2. In this
work, a 5.5 kW, 460 V, and 60 Hz squirrel cage induction
motor is considered; its specifications are tabulated in Table
II. Single-cage type slots are used for rotor and stator slots.

TABLE II. MOTOR SPECIFICATIONS

Parameters Values
Output power(kW) 5.5
Frequency(Hz) 60
Rated voltage (V) 460
Power factor 0.83
No. phase 3
No. poles 4

Fig. 3 shows a quarter section of an induction motor model
where all the parameters should be obtained to fulfill the design
requirement. Parameter settings of the induction motor are
presented in Table III. The parameter stack length refers to
the total length of lamination stack, which provides rigidity to
the stator. Stack length excludes the end ring length.

A. Stator Slot Design

Fig. 4 illustrates a shape of stator slot and its geometry pa-
rameters that can be used to calculate the stator resistance (R1)
and stator leakage reactance (X1). This work provides focus
on the rotor slot parameters; thus, all stator slot dimensions

Fig. 3. Quarter section of an induction motor

TABLE III. INDUCTION MOTOR PARAMETER SETTINGS

Parameters Dimension
Stator outer radius (Ros) 90 mm
Stator inner radius (Ris) 56 mm
Rotor outer radius (Rro) 55.65 mm
Rotor shaft radius (Rshaft) 17.5 mm
Airgap length (g) 0.35 mm
Stack length 132 mm
No. stator slots (Ns) 36
No. rotor slots (Nr) 28

are fixed as shown in Table IV. R1 and X1 can be calculated
using the following expressions:

R1 =
LcW

Acoa1
×Rco (11)

X1 =
2µoωLcW

2

pq(λs + λds + λes)
(12)

where Lc is the stator coil length, W is the number of
turns in stator windings, Aco is the area of a conductor, a1 is
the number of parallel current paths, Rco is the resistivity of
the copper, p is the number of poles, and q is the number of
stator slot per pole per phase; λs, λds and λes are the stator
slot, differential and end ring coefficients, respectively.

The stator slot coefficient (λs) can be calculated as follow:

λs =

[
2Hs

3 (Bs1 +Bs2)
+

2Hw

(Bos +Bs1)
+

Hos

Bos

]
×(

1 + 3β

4

)
(13)

β is known as chording factor, which takes the values in
range as follows:

2

3
≤ β ≤ 1 (14)

The stator differential coefficient (λds) is calculated using
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the following expression:

λds =
0.9τsq

2Kw
2 (0.18 sinϕ+ 1.24)

1.21g(1 +Kst)
×[

1− 0.033
Bos

2

gτs

]
(15)

ϕ = π (6β − 5.5) (16)

where τs is the slot pitch of the stator, Kw accounts for
winding factor, and Kst is the saturation factor. The stator end
ring coefficient (λes) can be obtained from the following:

λes = 0.34
q

L
(Les − 0.64 βτ) (17)

where L is the stack length, Les is the stator end ring
length, and τ is the pole pitch. R1 and X1 are calculated using
the values given in the Table IV, and they take the values 0.94
and 2.16 Ω, respectively.

Fig. 4. Design of stator slot

TABLE IV. STATOR SLOT PARAMETER SETTINGS

Parameters Length(mm)
Bos 2.5
Bs1 5.4
Bs2 9.2
Hos 2
Hw 1.5
Hs 20.4

B. Rotor Slot Design

The geometry parameters for rotor bar design are shown
in Fig. 5. Resistance and reactance of the rotor can be derived
from the rotor bar design parameters. The rotor bar design
parameters are rotor slot opening height (Hor), rotor slot
height (Hr), rotor slot tooth width (Btr), rotor slot opening
width (Bor), rotor slot lower width (Br1), and rotor slot upper
width (Br2). In this study, Bor is fixed to a constant value at
1.5 mm because the number of rotor slot remains the same

throughout the work, causing constant magnetization effect
[11]. In addition, Br1 and Br2 depend on the Hor, Hr and
Btr as expressed in (18) and (19).

Fig. 5. Design of rotor slot

Br1 =
π(Bor − 2Hor)−NrBtr

π +Nr
(18)

Br2 = Br1 + 2Hr tan(
π

Nr
) (19)

Then, rotor resistance (R2) and rotor leakage reactance
(X2) can be calculated using the following expressions:

R2 =
4m(WKw)

2Rco

Nr

[
LKR

Ab
+

Ler

2Aersin (
πp
Nr

)
2

]
(20)

X2 =
4m(WKw)

2ωµoL

Nr(λrKx + λdr + λer)
(21)

where m is the number of phases, Kw is the winding factor,
KR is skin effect coefficient for resistance, Ab is the area of
rotor slot, Ler is the rotor end ring length, Aer is the area of
rotor end ring, and Kx is the skin effect coefficient for rotor
reactance. λr, λdr and λer are the permeance values of the
rotor slot, differential and end ring coefficients, respectively.

The end ring and skin effects on the resistance and reac-
tance of the rotor are also considered in the rotor resistance and
reactance calculation. Equation (20) represents total resistance
of the rotor including end ring part resistance and resistance
due to the rotor slot [20].

IV. RESULTS AND DISCUSSION

This work focuses on the design of rotor slot, where Bor
is fixed. Table V shows the dimension constraints of rotor slot
to ensure that it does not violate the considered size of the
induction motor as given in Table III. As a reference, the initial
values of Hor, Btr and Hr are set to 0.5 mm, 4.25 mm and
14 mm, respectively the same as that in [11]. Fig. 6 depicts the
variation of efficiency over increasing motor speed. It clearly
shows that the motor synchronous speed is 1800 rpm at 60 Hz
frequency. On the contrary, the efficiency at the rated speed
(1757 rpm) is observed at 89.7%. The effect of changing the
rotor slot parameters (Hor, Hr and Btr) on motor efficiency
will be discussed in detail in the following subsections:
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Fig. 6. Performance of the induction motor at initial settings

TABLE V. ROTOR SLOT GEOMETRY PARAMETER SETTINGS

Parameters Length(mm)
Min Max

Hor 0.5 5
Btr 2 5.5
Hr 1 22

A. Effect of Changing Rotor Slot Height

In this case study, the rotor slot height, Hr is varying
within the limits as given in Table V, whereas the other
parameters are maintained in the initial condition. Fig. 7 shows
the variations of efficiency when changing Hr between 1 and
22 mm. Evidently, the efficiency increases with increasing Hr
value from the initial point at 14 mm. A significant improve-
ment in the effective area of the rotor slot can be obtained at
higher value of Hr which reduces the rotor resistance. Copper
losses related to the rotor slot also decreased due to the lower
resistance, resulting in higher efficiency. When reducing Hr
below 14 mm, the efficiency decreases up to 89.63% at Hr = 5
mm, and then rebounds. In this case, the effect of increasing
the rotor resistance continues when decreasing Hr. However,
the lower value of Hr causes the depth of the rotor slot to
reduce, leading to the flux lines coupled with the stator lines.
As a result, the leakage reactance of the rotor is reduced;
therefore, the efficiency is improved. At a certain point, the
leakage reactance becomes more dominant than the effect of
increment on the rotor resistance (might be due to less effect
on the effective area of the rotor slot). As can be seen from the
figure, the highest value of efficiency (89.79%) can be obtained
when Hr is at the upper bound, at 22 mm. At this setting, the
efficiency can be improved by 0.09% as compared with the
initial condition.

B. Effect of Changing Rotor Slot Opening Height

Fig. 8 shows the variations of efficiency when the rotor
slot opening height, Hor varies between 0.5 and 5 mm. In
this case study, Hr and Btr are maintained at the initial

Fig. 7. Individual variation of efficiency when changing Hr

condition at 14 and 4.25 mm, respectively. As shown in the
figure, efficiency slightly decreases until Hor = 2.5 mm, and
then, it steeply increases to the highest value at 89.715% when
Hor = 5 mm. The efficiency can be improved up to 0.015%
compared with the initial condition for individual Hor settings.
It is important to notice that Hor provides less impact on the
efficiency than Hr. This finding is mainly because the Hor
is located very close to the stator surface area in which the
flux lines through the Hor are almost coupled with the stator
flux lines. Therefore, significant improvement in efficiency is
difficult to obtain when changing Hor.

Fig. 8. Individual variation of efficiency when changing Hor

C. Effect of Changing Rotor Slot Tooth Width

Fig. 9 depicts the variation of efficiency when varying the
rotor slot tooth width, Btr. In this case study, Btr is varied
between 2 and 5.5 mm, whereas Hr and Hor are maintained
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at the initial condition at 14 and 0.5 mm, respectively. The
range of Btr is based on the number of rotor slot in Table III.
The figure shows that variations of efficiency have completely
different pattern from the previous results, where the efficiency
drastically drops in the middle because reactance and resis-
tance become dominant at this value. The highest efficiency
at 89.78% can be achieved when Btr is set to 3.75 mm. The
efficiency can be improved by 0.08% as compared with the
initial condition.

Fig. 9. Individual variation of efficiency when changing Btr

D. Effect of Changing All Selected Parameters

In previous subsections, the effect of individual parameters
on efficiency have been discussed, but they could not explain
the overall effect of changing Hr, Hor, and Btr simultane-
ously. Therefore, a 4D plot is used in this subsection to explain
the effect of changing all selected rotor slot parameters. Fig.
10 shows a 4D scatter plot of efficiency when changing all the
three parameters. The figure shows that the efficiency reaches
maximum value at 89.8% when Hr, Hor and Btr at the
maximum settings or more specifically at 22, 5, and 5-5.5 mm,
respectively as highlighted by red circle. When all parameters
are at maximum settings, the overall area covered by the
rotor slot is increased and leads to a significant reduction in
rotor resistance. Therefore, copper losses can be reduced, and
the efficiency is improved. Among the three parameters, Hr
provides the highest influence to the efficiency improvement,
followed by Btr as shown by arrows in the figure.

V. CONCLUSION

This paper presents an analytical approach to investigate
the influence of rotor slot geometry parameters on motor
efficiency. An analytical model of three-phase squirrel cage
induction motor was developed within a MATLAB environ-
ment for the investigation purposes. Several case studies were
carried out and they can be categorized into individual and
amalgamated changing of rotor slot parameters. In the individ-
ual case studies, the effects of changing each individual rotor
slot geometry parameters namely, rotor slot height (Hr), rotor

Fig. 10. 4D Scatter Plot of Efficiency when Changing All Parameters

slot opening height (Hor) and rotor slot tooth width (Btr)
were analyzed. The results show that the maximum efficiency
can be obtained up to 89.79%, 89.715%, and 89.78% (0.09%,
0.015%, and 0.08% improvement from the initial condition)
when changing the individual parameter of Hr, Hor and Btr,
respectively. However, the results cannot sufficiently explain
how much the improvement can be achieved when considering
all parameters. Therefore, the three parameters were changed
and analyzed together in the amalgamated case study. In this
case, the efficiency can be increased up to 0.1% compared with
the initial condition or achieve the maximum value at 89.8%. It
clearly shows that the performance of a squirrel cage induction
motor can be improved substantially when the selected rotor
slot geometry parameters are set appropriately. However, this
approach is limited to only three parameters as presented in
this paper. Thus, an optimization approach can be used in the
future to solve the problem when considering more parameters.
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Abstract—Software vulnerability detection is one of the key
tasks in the field of software security. Detecting vulnerability
in the source code in advance can effectively prevent malicious
attacks. Traditional vulnerability detection methods are often
ineffective and inefficient when dealing with large amounts of
source code. In this paper, we present the BBVD approach,
which treats high-level programming languages as another nat-
ural language and uses BERT-based models in the natural
language processing domain to automate vulnerability detection.
Our experimental results on both SARD and Big-Vul datasets
demonstrate the good performance of the proposed BBVD in
detecting software vulnerability.

Keywords—Vulnerability detection; BERT; software security

I. INTRODUCTION

Software vulnerability is security flaw that exists in soft-
ware [1]. When developers develop software, security issues
such as logic error, buffer overflow, array out-of-bound access
and other errors can easily occur in the source code. Vul-
nerability can be exploited for privilege escalation, leakage
of secret data, denial of service and many other types of
attacks [2], which put the integrity and availability of the
software and the computer system at risk. The size and
complexity of modern software are increasing dramatically,
which also diversifies the types and causes of vulnerability.
Thus, the traditional vulnerability detection methods are facing
new challenges.

Traditional source code vulnerability detection depends
on manual code auditing [3], relying on the expertise of
the security personnel to review the software source code.
However, in the face of the massive amount of code in complex
software, the workload of manual audit vulnerability is large
and the effectiveness of detection relies strongly on the amount
of a priori knowledge of security personnel. It is unrealistic
to rely entirely on manual audits to discover existing types
and possible variants of vulnerability types. Now, automated
vulnerability detection is becoming an important supplement
to manual audits.

There are many similarities between high-level program-
ming languages and natural language [4], [5]. High-level
programming languages such as C/C++ that inherit the syntax
of natural language have a defined syntax and semantics. Long
sentences in natural language consist of words and phrases. A
programming language also consists of a series of instructions.
If these instructions are treated as words in a natural language,
different combinations of instructions produce more complex

*Corresponding authors.

operations, which correspond to long sentences in natural
language. The choice of different words, the difference in
word placement and the contextual connection all affect the
semantics of sentences in natural language. In the case of
programming language, the placement and combination of
instructions also affect the logic of the programming language.
Therefore, considering these similarities, we can use language
models in NLP for software vulnerability detection.

The BERT-based model allows for parallelized computa-
tion in the model. Also, multiple experimental results show
that BERT-based models [6]–[9] have outperformed existing
models in natural language processing, including recurrent
neural network (RNN) architectures. Therefore, BERT-based
language models are more effective than RNNs and we choose
to use BERT-based models to detect software vulnerability. Our
contributions in this paper are as follows:

• We propose a method called BBVD for detecting vul-
nerability in C/C++ source code by using BERT-based
models.

• We verify that the BERT-based language models used in
the BBVD approach can be migrated to areas outside
of the natural processing domain such as vulnerability
detection.

• Our experimental results on both SARD [10] and Big-
Vul [11] datasets show that BBVD outperforms the state-
of-the-art method such as SySeVR [12].

The rest of the paper is organized as follows: Section
I presents the related works on BERT-based models and
software vulnerability detection methods. Section III describes
the proposed BBVD method and the flow for the software
vulnerability detection. Section IV describes the experimental
setup of datasets and BERT-based models used in our work.
Section V reports the experimental results and performance of
the BERT-based models. Section VI concludes our paper.

II. BACKGROUND AND RELATED WORK

A. BERT beyond NLP

In recent years, some classical methods have yielded good
performance using model optimization strategies to process
data containing noise and outliers, such as graph-based [13],
[14] and information- and cue-based [15], [16] strategies.
Furthermore, neural networks can be more efficient by fusing
attention mechanisms when processing large amounts of input
information. These networks using attentional mechanisms
have been used in a wide range of tasks such as image text
matching [17], visual sentiment analysis [18], video question
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answering [19], generative adversarial task [20], multi-task
travel route planning [21], etc.

Attention mechanisms are also used in BERT to focus each
element in the input sequence on other elements. The paper [6]
demonstrates that BERT pre-training facilitates almost all types
of NLP tasks (except generative models). The question-and-
answer (QA) domain is an important area of NLP. BERT in
the field of QA is more effective than the previous meth-
ods, and the experimental results of some papers [22]–[25]
in question retrieval and answer determination show that a
significant improvement can be achieved by using BERT or
attention mechanisms. The application of BERT to the reading
comprehension task also had a huge impact on the various
original techniques [26]. The effectiveness of works [27] using
BERT in document retrieval tasks similarly demonstrates the
usefulness of BERT in the field of information retrieval. In
addition to these domains, BERT has also shown significant
enhancements in areas such as text summarization [28], text
classification [29], [30] etc.

The BERT can also be migrated to domains other than
natural language processing. Inspired by pre-training models
in the BERT model, Kanade et al. [31] proposed the CuBERT
(CodeUnderstandingBERT) model designed with two pre-
training tasks of predicting masked tokens and whether two
logical lines of code are related to each other in a contextual
sentence. The CodeBERT model proposed by Feng et al. [4]
used bimodal data of natural and programming languages.
They pre-trained CodeBERT in six programming languages
and showed optimal performance on the NL-PL downstream
task. The above two code pre-training models only consider
codes as token sequences, ignoring the structural information
in the codes. Guo et al. [32] proposed the GraphCode-BERT
model using the data flow information of codes in the pre-
training process, which significantly improved the performance
of four downstream tasks, including code search, code clone
detection, code translation and code summarization.

There have been studies using the BERT model to detect
software vulnerability. Ziems et al. [33] fine-tuned the 100,000
C/C++ source code files on a pre-trained model known as
BERT base and tested the fine-tuned model with over 100 types
of vulnerability. Their work shows the feasibility of BERT
for vulnerability detection. Although our approach is also
based on BERT related model, there are several differences
compared to their approach: (i) Their input is source code
files without comments. Ours is the code slice that can better
represent the syntax and semantic information of the program;
(ii) They use pre-trained model which based on an English
Wikipedia dataset containing 2.5 billion words, we use the
C/C++ code slice to pre-train and then generate a pre-trained
model; (iii) They consider only BERT, we have experimented
on other BERT-based models; (iv) They only experimented on
the synthetic dataset SARD, we do experiments on both the
synthetic dataset SARD and the real dataset Big-Vul.

B. Vulnerability Detection Methods

Source code vulnerability detection methods can be divided
into two categories: static and dynamic methods. Static meth-
ods do not require the execution of source code and can detect
vulnerability by combining information from source code files,

control flow graph [37], program dependency graph [42],
LLVM IR [38], etc. Dynamic methods obtain the execution
path and data flow of program crashes by executing the code
file to obtain the heap, stack, registers and other information
of the actual running program. Typical dynamic methods are
fuzz testing and taint analysis, these methods applied to large
project source code files have problems such as low path cov-
erage and path explosion, which require a lot of computational
resources. Therefore, we focus on static methods.

Static detection methods can be divided into two cate-
gories: traditional methods and machine learning based meth-
ods. Traditional detection methods are mainly based on code
similarity and pattern match. Code similarity-based detection
is suitable for vulnerability caused by code clone. It has
a high false negative when the cloned code itself is not
vulnerable but other code fragments are flawed. There are four
types of code similarity-based detection methods: text-based,
lexicon-based [34]–[36], syntax-based [39]–[41] and semantic-
based [42]–[45]. Text-based and lexicon-based methods are
simple to implement and can detect the source code of almost
all programming languages. However, recognizing only textual
information or lexical information will lose the syntactic and
semantic information of the source code, which leads to a low
accuracy rate. Syntax-based and semantic-based methods can
identify syntactic and semantic information of programs with
high detection accuracy. But as program size increases, the
subtree matching algorithm for detecting abstract syntax tree
similarity and the subgraph matching algorithm for detecting
program dependency graph similarity grow dramatically in
time and space complexity.

In contrast, pattern-based approaches require a large num-
ber of experts to define rules for matching vulnerability
manually. The subjectivity of experts may lead to high false
positives and high false negatives. For a specific vulnerability,
the corresponding vulnerability patterns can be extracted. The
pattern matching method describes these vulnerability patterns
in a specific syntax. Then the source code is compared and
detected after a series of processing. Methods that use pat-
tern matching to detect vulnerability include PMD, Coverity
Prevent [46], etc.

Researchers have started applying machine learning to
detect software vulnerability due to increased computer com-
puting power. Yamamoto et al. [47] applied machine learning
algorithms such as naive bayes model to the vulnerability de-
scriptions of the National Vulnerability Database (NVD) [48]
for vulnerability detection. Their proposed method shows good
prediction performance on a dataset containing more than
6000 vulnerable source codes. Toloudis et al. [49] combine
techniques related to text analysis and principal component
analysis to process the vulnerability descriptions of the NVD
and perform experiments on a large dataset containing 70,678
vulnerable source code. Spanos et al. [50] use classical ma-
chine learning methods on the same dataset to predict software
vulnerability, the experimental results achieved an accuracy of
about 80%.

As the number of public vulnerabilities grow, it becomes
possible to use deep learning models to extract abstract feature
representations from vulnerability samples. Not all information
in the source code file is helpful for software vulnerability
detection. Too much irrelevant information may interfere with
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Fig. 1. Framework of BBVD

prediction. Program slicing techniques are widely used in
vulnerability detection tasks which can obtain code fragments
related to vulnerability. Li et al. [5] proposed the concept
of code gadgets to serve as an intermediate representation
of source code for obtaining semantic information related to
vulnerability. They predicted the existence of vulnerability
related to API and library function calls in programs based on
code gadgets and BiLSTM. Li et al. [12] proposed code slices
based on code gadgets combined with program dependency
graphs. The code slices can represent the vulnerability syntax
and semantic features of the program and fed into the BiGRU
model to obtain vulnerability detection results.

In addition to using models in NLP to detect software
vulnerability, some studies use graph neural networks to de-
tect vulnerability. The Devign model proposed by Zhou et
al. [51] uses an abstract syntax tree as a skeleton. The model
incorporates the control flow and data flow information to
generate a joint graph representation. A gated graph neural
network and a convolutional neural network model are used
for graph classification to detect vulnerable code. Chakraborty
et al. [52] proposed ReVeal using a combination of gated graph
neural networks and multilayer perceptrons. Their experiments
showed that adding multilayer perceptron modules to gated
graph neural networks helps in vulnerability detection.

III. DESIGN OF BBVD

In this section, we present a brief overview of the BBVD
method. Fig. 1 illustrates the detection pipeline which trains
from scratch. We divide the whole process into four phases:
training the tokenizer, pre-training phase, fine-tuning phase and
inference phase. In the first stage, we extract code slices from
the source code files and then train the tokenizer based on
the tokens in the code slices. The second stage converts the
code slices into ids using the tokenizer and pretrains on the
ids using a BERT-based model. The ids are token indices,
numerical representations of tokens building the sequences that
will be used as input by BERT-based models. The third stage
labels the code slices and defines the downstream task as the
classification for fine-tuning. The fourth stage uses datasets not
identified by the model for inference.

A. Train Tokenizer Phase

In the stage of training tokenizer, we need to extract code
slices from the source code files. Specifically, code slices are

syntax-based vulnerability candidates (SyVCs) and semantics-
based vulnerability candidates (SeVCs) which proposed by Li
et al. [12]. In order to get the code slices, we need to use
the open-source code analysis tool joern to parse the source
code files and obtain the corresponding control flow graph
and program dependency graph. Then, parsing out the call
graph of function based on the CFG and PDG to extract array-
related, pointer-related, api-related and arithmetic-related code
slices. Furthermore, keeping the original name of keywords
in the programming language and mapping the user-defined
variable and function names one-to-one to symbolic names
(e.g. “variable 0”, “variable 1”, “func 0”, “func 1”) to reduce
the interference of user-defined function names and variable
names. Fig. 2 shows different types of code slices extracted
from the same source file. Finally, a tokenizer is generated
based on these code slices.

B. Pretrain Phase

During the pre-training phase, the code slices of the pre-
training dataset are transformed into ids using the tokenizer
generated in the first phase. Fig. 3 shows an example of
converting code slices and ids to each other. The ids are filled
or truncated according to the max position embeddings in the
model network parameter config. That is, when the length of
ids is less than the max position embeddings, special token
ids (e.g. “⟨pad⟩” correspond id is 1) are used to fill in the
right side of ids. When the length of ids exceeds the max
position embeddings, the redundant part to the right of the ids
is truncated. The BERT-based model trained with unsupervised
learning to learn the context of code slices and their syntax and
semantics. We use language masking model approach to train
the BERT-based model. The language masking model masks
some of the input locations based on probabilities (the original
token is replaced with “⟨mask⟩”) and trains the model to
predict the masked parts using the remaining parts. Meanwhile,
the model is optimized based on the original masked tokens
and the predicted ones.

C. Finetune and Inference Phase

After pre-training is completed, we need to perform the
downstream task on the pre-trained model. Since vulnerability
detection can be regarded as a binary classification, we define
the downstream task as a classification task. Similarly, the code
slices extracted from the fine-tuned dataset are transformed
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Fig. 2. Code slices

Fig. 3. Interconversion between the ids and code slices

into ids using the trained tokenizer. In order to make the
classification task work properly, we need to add the appropri-
ate labels to the ids at this phase. Label 0 means the code
slice is a normal sample and label 1 means a vulnerable
sample. Then, the fine-tuning dataset is split into a training
set and an evaluation set. The pre-trained model is fine-tuned
on the training set and evaluated on the evaluation set. Finally,
generating the fine-tuned model. Using the fine-tuned model
can inference whether the source code file is vulnerable or not.
Repeat the steps of extracting code slices and transforming
them into ids. Input the ids into the fine-tuned model can get
the detection results.

IV. EXPERIMENT SETUP

We designed follow three Research Questions (RQs).

• RQ1: Do the BERT-based models work better than the
RNN-based models for vulnerability detection?

• RQ2: Do the use of irrelevant datasets in the pre-training
and fine-tuning phases interfere with the detection perfor-
mance of the model?

• RQ3: Do the different value of max embedding lengths
(e.g., the max lengths of ids) have an influence on the
detection effect of BERT-based models?

We implement BERT-based models by using the hug-
gingface [53] with PyTorch 1.8.0. The computer running the
experiment has an NVIDIA GeForce GTX 2080TI GPU and
16 Intel(R) Xeon(R) Gold 5117 CPUs running at 2.00 GHz.

A. Datasets

We experiment on two vulnerability datasets: SARD and
Big-Vul. SARD is a synthetic dataset in which most of the
testcases are written for academic and research purposes to
reproduce specific vulnerability. SARD contains a batch of
testcases composed of code in C/C++. These testcases are
classified into different CWEs (Common Weakness Enumer-
ation) according to the associated vulnerability types. They
are classified into good, bad, and mixed types according to
whether the code file is a vulnerability, among which mixed
means that the code file contains both the vulnerability and the
fix code. For the testcases of bad and mixed types containing
vulnerability, the additional information about the line number
where the vulnerability is located is also given. The entire sard
dataset consists of 10,682 cpp source code and 24,633 c source
code files.

Big-Vul dataset is a real dataset which collects testcases
from the commit records related to CVEs(Common vulnera-
bility and Exposures) that have appeared in the git repositories
of 310 well-known C/C++ open source projects between
2002 and 2019 including Linux, Chrome, etc. All the data
is provided in the form of CSV and each testcase containing
information, such as the project name, associated CVE number,
description, code content, and function differences before and
after the commit. All vulnerability are categorized into ten
types such as denial of service attacks, memory corruption,
and privilege escalation. Each testcase labeled as vulnerable is
one of the combinations of these types. To facilitate extracting
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code slices, the samples in Big-Vul need to be filtered. The
function differences in commit contain the corresponding code
lines which change after the patch. We select the data where
the number of code lines change by less than 100. The total
number of filtered data is 16,608, of which 16,436 are c source
code files and 172 are cpp source code files. Due to the
complexity of the vulnerability types in the Big-Vul dataset, we
called the memory corruption-related vulnerability data from
filtered Big-Vul dataset as Big-Vul-MemCorr and the entire
filtered Big-Vul dataset as Big-Vul-All.

B. Models

We conducted experiments on five models. Specifically, this
experiment contains two RNN-based models (BiGRU and BiL-
STM) and three BERT-based models (RoBERTa, DistilBERT
and MobileBERT). Table I shows some important network
structure-related related parameters of BERT-based models
used in this paper.

TABLE I. NETWORK STRUCTURE RELATED PARAMETERS

Model
Hidden

Size
Hidden
Layers

Attention
Heads

Intermediate
Size

Max
Position

Embeddings

RoBERTa 768 12 12 3072 514
DistilBERT 768 6 12 3072 512
MobileBERT 512 24 4 512 512

RoBERTa. This model mainly based on BERT with several
adjustments: longer training time with larger batch size and
more training data; longer training sequence; dynamic adjust-
ment of masking mechanism.

DistilBERT. It’s proposed for the most popular BERT
pre-training model with a 40% reduction in model size and
60% faster inference operations while retaining 97% of the
performance.

MobileBERT. It compresses the BERT model which re-
duces the model size by a factor of three to four and increases
the speed by a factor of four to five with little loss of effect,
allowing a variety of NLP applications to be easily deployed
on mobile.

C. Evaluation Metrics

The effectiveness of vulnerability detection can be evalu-
ated using the following metrics: accuracy (A), precision (P),
recall (R), F1-score (F1) and Mathews Correlation Coefficient
(MCC). True positive (TP) indicates the number of samples
with vulnerability detected. False Positive (FP) indicates the
number of samples without vulnerability but detected as such.
True Negative (TN) indicates the number of samples without
vulnerabilit detected. False Negative (FN) denotes the number
of samples with vulnerability but detected as not having vul-
nerability. The metric A = TP+TN

TP+FP+TN+FN is the number of
correctly predicted samples out of all the samples. The metric
P = TP

TP+FP represents all the samples that are declared to be
vulnerable but what percentage of them are actually vulnerable.
The metric R = TP

TP+FN represents all the samples that are
actually vulnerable but what percentage declared vulnerable.
The metric F1 = 2 ∗ P∗R

P+R is used to measure test accuracy,

which is a weighted average of the precision and recall. The
F1 score is 1 when it’s best and on 0 when it’s worst. The
MCC = TP×TN−FP×FN√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)
returns a

value between negative one and positive one. A coefficient
of positive one represents a perfect prediction, zero means no
better than random prediction and negative one indicates total
disagreement between prediction and actual label.

V. EXPERIMENTS AND RESULTS

In this section, we conduct experiments on SARD, Big-
Vul-All, Big-Vul-MemCorr datasets based on the design of
BBVD described in section III. Comparative experiments are
conducted using the models and evaluation metrics described
in section IV.

A. Preprocess

1) Code slices:: For the SARD, Big-Vul-All and Big-Vul-
MemCorr datasets, we extracted four types of code slices,
corresponding to the API function call, array usage, pointer
usage and arithmetic expression, respectively.

• The API function call related code slices: We extract
135,145 from SARD, 68,686 from Big-Vul-All and 6,381
from Big-Vul-MemCorr.

• Array usage related code slices: We extract 56,346 from
SARD, 11,566 from Big-Vul-All and 4,953 from Big-Vul-
MemCorr.

• Pointer usage related code slices: We extract 318,912
from SARD, 161,596 from Big-Vul-All and 4,525 from
Big-Vul-MemCorr.

• The arithmetic expression related code slices: We extract
7,810 from SARD, 16,842 from Big-Vul-All and 5,192
from Big-Vul-MemCorr.

Since there are still duplicates in the above extracted code
slices, we need to de-duplicate these data. For the SARD
dataset, the API function call related code slices are reduced
from 135,145 to 69,432; the array usage related code slices
are reduced from 56,346 to 24,680; the pointer related code
slices are reduced from 318,912 to 128,492; the arithmetic
related code slices are reduced from 7,810 to 6,956. The
total number of non-duplicate data in the SARD dataset is
229,560, of which 44,447 are vulnerable and 185,113 are non-
vulnerable. For the Big-Vul-All dataset, the API function call
related code slices are reduced from 68,686 to 29,865; the array
usage related code slices are reduced from 11,566 to 6,151;
the pointer related code slices are reduced from 161,596 to
101,804; the arithmetic related code slices are reduced from
16,842 to 15,476. The total number of non-duplicate data in the
Big-Vul-All dataset is 153,287, of which 19,908 are vulnerable
and 133,379 are non-vulnerable. Table II describes the number
of extracted code slices for the SARD, Big-Vul-All and Big-
Vul-MemCorr datasets.

2) Tokenizer:: Tokenization is an important step in natural
language processing which breaks long texts such as sentences,
paragraphs, and articles down into word-based data structures
for subsequent processing and analysis work. In order to
translate code slices into vectors that can be recognized by
the BERT-based models, we need a tokenizer to translate them
into vectors which can be recognized by BERT-based models.
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TABLE II. NUMBER OF CODE SLICES EXTRACTED FROM DATASETS

Datasets Slices Type Total
Slices

De-duplicated
Slices

Vul
Slices

Non-Vul
Slices

SARD API Related 135145 69432 12786 56646
SARD Array Related 56346 24680 7195 17485
SARD Pointer Related 318912 128492 11680 116812
SARD Arithmetic Related 7810 6956 12786 56646

Big-Vul-All API Related 68686 29865 4919 24946
Big-Vul-All Array Related 11566 6151 325 5826
Big-Vul-All Pointer Related 161596 101804 13406 88398
Big-Vul-All Arithmetic Related 16842 15476 1258 14191

Big-Vul-MemCorr API Related 6381 2064 538 1526
Big-Vul-MemCorr Array Related 4953 1067 204 863
Big-Vul-MemCorr Pointer Related 4525 3154 657 2587
Big-Vul-MemCorr Arithmetic Related 5192 2911 440 2471

Specifically, we used two tokenizers in experiments, one
based on byte-pair encoding and the other based on wordpiece.
DistilBERT and MobileBERT model use tokenizer based
wordpiece. RoBERTa use tokenizer based byte-pair encoding.

• Tokenizer based byte-pair encoding (BPE). BPE is an
algorithm for encoding based on byte pairs. The algorithm
is described as a cascading iterative process in which the
most frequent pair of characters in a string is replaced by
a character that does not appear in the string.

• Tokenizer based wordpiece. The wordpiece method is
very similar to BPE in general, except that when selecting
characters for merging, BPE uses the highest frequency,
while wordpiece uses the highest probability.

B. Experiments for RQ1

To answer RQ1, we use SySeVR to perform the vul-
nerability detection on the SARD and Big-Vul datasets, re-
spectively. We use the detection results as a benchmark. The
BERT-based models are then used to perform the detection
on the same datasets and the detection results are com-
pared with the benchmark. In detail, the BERT-based models
used in RQ1 is the same as that described in section IV.
All BERT-based models used in this paper are pretrained
for 10 epochs with learning rate=1e-04 and fine-tuned for
10 epochs with warmup steps=1000, learning rate=1e-05,
weight decay=0.1. The loss functions used for both pre-
training and fine-tuning phase are cross-entropy loss.

TABLE III. DETECTION RESULTS OF SARD (THE METRICS UNIT: %)

Model Dataset A P R F1 MCC

BGRU(SySeVR) SARD 95.16 89.63 86.36 87.97 84.96
BLSTM(SySeVR) SARD 95.06 88.65 86.99 87.81 84.72
RoBERTa SARD 95.42 85.25 93.90 89.37 86.63
DistilBERT SARD 95.39 88.01 89.73 88.86 85.97
MobileBERT SARD 95.02 84.56 92.56 88.38 85.36

Table III shows the detection results of 2 RNN-based
models and 3 BERT-based models on the SARD dataset. The
entire SARD dataset is divided into a training set and a test set
after randomly sorted, with four-fifths of the training set and
one-fifth of the test set. The RNN-based model is trained with
the training set and tested with the test set. The BERT-based
model is pre-trained with the entire SARD dataset, fine-tuned
with the training set, inferred with the test set, and the inference
results are compared with the benchmark.

In terms of F1, and the MCC metric, all the three BERT-
based models outperform RNN-based models. Among the
BERT-based models, RoBERTa has the best result. The cor-
responding F1 and the MCC metric is 93.90%, 89.37%, and
86.63%, respectively. All the BERT-based models outperform
RNN-based models in accuracy metrics except MobileBERT.
As for the precision metric, although the RNN-based model
exceeds the BERT-based models, the recall rate of BERT-based
models outperform RNN-based models. That is, the BERT-
based model has a lower miss detection rate. Also, considering
the metrics F1 and MCC, the overall detection effect of the
BERT-based model is better than that of the RNN-based model.

TABLE IV. DETECTION RESULTS OF BIG-VUL-ALL (THE METRICS
UNIT: %)

Model Dataset A P R F1 MCC

BGRU(SySeVR) Big-Vul-All 70.69 13.09 14.30 13.67 -3.94
BLSTM(SySeVR) Big-Vul-All 72.41 12.90 12.18 12.53 -3.82
RoBERTa Big-Vul-All 83.96 9.97 9.32 9.63 0.85
DistilBERT Big-Vul-All 84.23 11.16 10.32 10.72 2.09
MobileBERT Big-Vul-All 83.97 9.24 8.46 8.83 0.07

Table IV shows the detection results on the Big-Vul-All
dataset. Compared to the detection results on the synthetic
dataset SARD, the detection results show a huge drop. This
means that real vulnerabilities have complex syntax and se-
mantic infomations and it is impractical to experiment on Big-
Vul-All, which covers multiple vulnerabilities. Therefore, we
focus on one vulnerability type called memory corruption and
perform experiments on the Big-Vul-MemCorr dataset.

TABLE V. DETECTION RESULTS OF BIG-VUL-MEMCORR (METRICS
UNIT: %)

Model Dataset A P R F1 MCC

BGRU(SySeVR) Big-Vul-MemCorr 69.90 42.55 26.08 32.34 15.11
BLSTM(SySeVR) Big-Vul-MemCorr 70.50 44.73 29.56 35.60 18.12
RoBERTa Big-Vul-MemCorr 71.94 48.87 37.82 42.64 24.82
DistilBERT Big-Vul-MemCorr 66.78 39.46 38.26 38.85 16.06
MobileBERT Big-Vul-MemCorr 72.18 49.13 24.78 32.94 19.39

Table V shows the results of several models on Big-
Vul-MemCorr. Because the vulnerability types in Big-Vul-
MemCorr dataset all fall into one category, the detection results
are much better than those for Big-Vul-All. Of these five
models, the one works best is the RoBERTa model. Its accu-
racy reaches 71.94%, precision reaches 48.87%, recall reaches
37.82%, F1 reaches 42.64% and MCC reaches 24.82%. Such
results also illustrate that, despite the complexity of the real
vulnerability types, it is feasible to use the BERT-based model
for detection if only one vulnerability type is targeted.

C. Experiments for RQ2

To answer RQ2, we use different combinations of three
datasets (SARD, Big-Vul-All and Big-Vul-MemCorr) de-
scribed in section IV in the pre-training phase and fine-tuning
phase. Similarly, the BERT-based model is also shown in
sectionIV. The combination of datasets has the following five
combinations (COMBs).

• COMB1: Pre-training phase and fine-tuning phase using
SARD dataset.
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• COMB2: Pre-training phase using Big-Vul-MemCorr
dataset and fine-tuning phase using Big-Vul-MemCorr
dataset.

• COMB3: Pre-training phase using Big-Vul-All dataset
and fine-tuning phase using Big-Vul-MemCorr dataset.

• COMB4: Pre-training phase using SARD dataset and fine-
tuning phase using Big-Vul-MemCorr dataset.

• COMB5: Pre-training phase using Big-Vul-All dataset
and fine-tuning phase using SARD dataset.

TABLE VI. DETECTION RESULTS OF COMBS (THE METRICS UNIT: %)

Max Length COMBs Metrics RoBERTa DistilBERT MobileBERT

512 COMB1

A 95.42 95.39 95.02
P 85.25 88.01 84.56
R 93.90 89.73 82.56
F1 89.37 88.86 88.38

MCC 86.63 85.97 85.36

512 COMB2

A 71.94 66.78 72.18
P 48.87 39.46 49.13
R 37.82 38.26 24.78
F1 42.64 38.85 32.94

MCC 24.82 16.06 19.39

512 COMB3

A 69.42 67.38 69.18
P 43.16 39.60 42.19
R 34.34 34.78 31.73
F1 38.25 37.03 36.22

MCC 18.49 15.21 16.73

512 COMB4

A 70.02 64.14 62.82
P 42.64 35.44 32.75
R 25.21 36.52 33.04
F1 31.69 35.97 32.90

MCC 14.88 11.08 7.19

512 COMB5

A 95.34 95.09 95.16
P 94.11 92.62 90.54
R 82.41 82.59 85.29
F1 87.87 87.32 87.84

MCC 85.29 84.50 84.88

Table VI shows the results of using different combinations
of datasets in the pre-training and fine-tuning phases. For
the comparison of COMB1 and COMB5 or the comparison
of COMB2 and COMB4, we can see that using the same
dataset for the pre-training and fine-tuning phases is helpful
for the vulnerability detection. All three BERT-based models
have slightly higher F1 on COMB1 than on COMB5 and on
COMB2 than on COMB4. In the comparison between COMB2
and COMB3, the two COMBs use different datasets in the
pre-training phase. The COMB2 uses Big-Bul-MemCorr, while
COMB3 uses Big-Vul-All. Both the RoBERTa and DistilBERT
models have better F1 and MCC metrics on COMB2 than
COMB3. This illustrates that the dataset used in the pre-
training phase can affect the detection results. Big-Vul-All
covers multiple vulnerability types, while Big-Vul-MemCorr
covers only one vulnerability type. If the model learns too
many vulnerability features in the pre-training phase it may
affect the detection results of a single vulnerability.

D. Experiments for RQ3

To answer RQ3, we set the maximum sequence length for
the BERT-based model to two lengths: 512 and 1024.

Table VII shows the results of the model for vulnerability
detection using different maximum sequence lengths. For
SARD, the total number of tokens in code slices less than
or equal to 512 is 142,303 and less than or equal to 1024 is

TABLE VII. DETECTION RESULTS WITH DIFFENENT MAX LENGTHS OF
IDS (THE METRICS UNIT: %)

Max Length COMBs Metrics RoBERTa DistilBERT MobileBERT

512 COMB1

A 95.42 95.39 95.02
P 85.25 88.01 84.56
R 93.90 89.73 82.56
F1 89.37 88.86 88.38

MCC 86.63 85.97 85.36

1024 COMB1

A 95.40 95.57 95.25
P 93.33 95.34 93.72
R 83.52 82.41 82.35
F1 88.16 88.40 87.67

MCC 85.52 86.04 85.02

512 COMB2

A 71.94 66.78 72.18
P 48.87 39.46 49.13
R 37.82 38.26 24.78
F1 42.64 38.85 32.94

MCC 24.82 16.06 19.39

1024 COMB2

A 69.30 68.22 64.62
P 43.36 40.93 39.05
R 36.95 34.34 50.43
F1 39.90 37.35 44.02

MCC 19.58 16.39 19.10

144,526. For Big-Vul-MemCorr, the total number of tokens in
code slices less than or equal to 512 is 2,430 and less than
or equal to 1024 is 3,135. If the maximum sequence length is
set to 512, the code slice will be truncated when the number
of tokens in the code slice is greater than 512. As a result,
these code slices lose some of their syntactic and semantic
information. However, the results on COMB2 show that it is
not the case that the larger the maximum sequence length, the
better the detection. The model does not detect as well at a
maximum sequence length of 1024 as it does at a maximum
sequence length of 512. At a maximum sequence length of
1024, the F1 of the RoBERTa model on COMB2 is about 5
percent lower than at a maximum sequence length of 512.

VI. CONCLUSION

In this paper, we propose BBVD by studying BERT-
based models for software vulnerability detection. Specifically,
the proposed BBVD uses C/C++ code for pre-training, fine-
tuning, and inferencing to detect vulnerability. Our results
show that these BERT-based models outperform existing RNN-
based models such as BiGRU and BiLSTM for vulnerability
detection. There are still issues that can be investigated, such
as detection results on real datasets are not as good as on
synthetic datasets. Future work should use more real vulnera-
bility datasets to improve the effectiveness of the BERT-based
models in detecting vulnerability.
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Abstract—Deep Learning algorithms have become more popu-
lar in computer vision, especially in the image classification field.
This last has many applications such as moving object detection,
cancer detection, and the classification of satellite images, also
called images of land use-land cover (LULC), which are the scope
of this paper. It represents the most commonly used method
for decision making in the sustainable management of natural
resources at various geographical levels. However, methods of
satellite images analysis are expensive in the computational time
and did not show good performance. Therefore, this paper, on
the one hand, proposes a new CNN architecture called Modified
MobileNet V1 (MMN) based on the fusion of MobileNet V1 and
ResNet50. On the other hand, it presents a comparative study of
the proposed model and the most used models based on transfer
learning, i.e. MobileNet V1, VGG16, DenseNet201, and ResNet50.
The experiments were conducted on the dataset Eurosat, and they
show that ResNet50 results emulate the other models.

Keywords—Deep Learning; image classification; land use-land
cover; MobileNet; ResNet; satellite images

I. INTRODUCTION

Nowadays, the artificial intelligence domain is knowing an
important development, especially in image classification. It is
one of the most common challenges in computer vision [1].
Indeed, it refers to the categorization of images into one of
many predetermined classes. A single image can be classified
into a number of different categories. However, manually
inspecting and classifying images can be time-consuming,
especially when the images have a large size. Thus, automating
the process would be extremely beneficial [2].

Image classification is used in several domains [3], [4] e.g.
medicine, videos surveillance, economy, and agriculture espe-
cially for the classification and categorization of Land Use-
Land Cover (LULC) images. Moreover, at the local, regional,
and national levels, the LULC classification plays an important
role in program planning, management, and monitoring [5]. On
the one hand, The LULC information helps in understanding
the land occupation issues, and on the other hand, it is crucial
in the constitution of policies and programs that are necessary
for development planning. Furthermore, it is important to
track the LULC pattern’s evolution throughout time in order

to ensure long-term development. To accomplish sustainable
urban growth and to control the random expansion of cities,
urban development authorities need such planning models that
allow every available piece of land to be used in the most
reasonable and optimal way possible. It requires knowledge
of the area’s current and previous LULC. In addition, the
LULC maps can be used to track changes in our ecosystem
and environment [6], [7], [8].

Currently, image processing of LULC using deep learning
algorithms is gaining more attention [9], [10], [11]. Since, they
outperformed the classical approaches, even if the interpreta-
tion of LULC images requires good agricultural experience.

The main objective of this work is to study the efficiency
of deep convolutional neural network (CNN) architectures for
LULC image classification. Thus, our work aims to solve the
following research questions: (1) Is there any deep learning
technique that consistently outperforms the other ones? (2) Is
it possible to use deep learning to correctly categorize LULC
images and surpass previous methods? (3). What is the highest
level of accuracy that DL can attain with LULC images ?

The contributions of our paper are the following: we design
a comparison between different fine-tuned DL architectures
(VGG16, DenseNet201, ResNet50 and MobileNet V1) and a
Modified MobileNet V1 (MMN) architecture that combines
MobileNet V1 and ResNet50 on several levels namely: per-
formance, and amount of parameters etc. Since there is a lack
of LULC image datasets, the different models were evaluated
on the Eurosat dataset [4] of LULC images and on the same
dataset using data augmentation techniques. The rest of this
paper is organized as follows: The second section presents the
literature review, the section three provides the used methods
and materials. Section four exposes the experimental results.
Section five provides the discussion, and the paper is concluded
in the last section.

II. LITERATURE REVIEW

A. LULC Classification Datasets

There are several LULC classes, such as developed or
urban areas, farmland, and wooded areas, and so on. LULC

www.ijacsa.thesai.org 899 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

maps have many applications such as conservation of natural
resources, entry of GIS data, delineation of tax and property
boundaries, etc. Unfortunately, the existing and published
datasets are rarely labeled, which makes the classification
process very challenging. Thus, some datasets have been
proposed, but each of them has a disadvantage. For example,
the UC Merced dataset [12], [13], [14], [15], [16], which
has been suggested by [16], contains 21 land use land cover
classes with 100 images per class and is extracted from USGS
National Map Urban Area Imagery. However, this dataset is a
bad choice for a comparison based on deep learning models
because it has a very small number of images.

Although PatternNet [17] and NWPU-RESISC [18] have
high resolutions, they share the same issue of having 100
images per class. Additionally, SAT-6, which was developed by
[19], has six classes: barren land, trees, grassland, roads, build-
ings, and water, and has a resolution of 1 m/pixel and a size
of 28×28 and the images were produced using imagery from
the National Agriculture Imagery Program (NAIP). Moreover,
the AID Dataset, which was first presented by [15], includes
30 classes with 200-400 images each with a size of 600×600.

B. LULC Classification Methods

Several methods have been proposed in the field of LULC
classification. There are the traditional methods based on
color analysis, shape and texture, or a combination of all
this information [20], [21], but their effectiveness in the real
world is still constrained. To solve the limitations of the old
methods, numerous modeling tools, including dynamic, statis-
tical methodologies, have been employed to create accurate
simulations that consider economic, spatiotemporal and social
factors [22]. Remote sensing imaging classification, anomaly
detection, and prediction issues can be resolved using machine
learning modeling. Maximum likelihood classifiers, Markov
chain models, support vector machines, Markov chain models
and other machine learning algorithms have been historically
used to classify images [23], [7], [8], [11], [24]. But, in recent
years, with the advancement in the performance of computing
units, several approaches in the context of deep learning have
been used. In order to provide superior performance for the
treatment and classification of images (categorical image map-
ping and classification using convolutional neural networks
(CNN)), deep learning models outperform traditional models
in extracting spatial characteristics at various levels of remote
sensing images [25]. A method in [10] presents an architecture
called Joint Deep Learning (JDL), which integrates a multi-
layer perceptron (MLP) and a convolutional neural network
(CNN) and is implemented via a Markov process.

In [6], Scale Sequence Joint Deep Learning (SS-JDL) is
introduced as a new DL method for LULC classification. The
effectiveness of this SS-JDL method has been tested on the
digital aerial photography of three complex and heterogeneous
landscapes. Thus, In [26] a simple discriminative CNN (D-
CNN) method is proposed to improve the performance of
remote sensing image scene classification. Furthermore, the
spectral and spatial information content of remote sensing
images is captured and utilized in [27] and employing a
multi-attention method using a bidirectional long-term memory
network. To address the imbalance in LULC classes, a recent
work in [28] recommended the use of oversampling, while in

[29], the authors suggest using consensus-based collaborative
multi-label learning to balance labels. To explain the model
predictions in [30], the authors tested various interpretable
artificial intelligence methodologies while using the DenseNet
model [31]. The framework for learning deep representations
of spectral bands for the same purpose is finally proposed in
[32].

The deep CNNs utilized in this paper were improved using
a pre-trained network in the context of deep learning. The
ILSVRC-2012 image classification challenge dataset served as
the main source of pre-training data for the networks. Even
though these pre-trained networks were developed on images
from a completely unrelated field, the features generalized
effectively [33], [34]. As a result, it was discovered that the
pre-trained networks were appropriate for classifying remote
sensing images. Consequently, we use for comparison some
deep CNN models like VGG16 [35], ResNet50 [36], Mo-
bileNet V1 [37] and DenseNet201 [31] which represent the
state of the art for the classification of the introduced LULC
classes.

III. MATERIALS AND METHODS

Recent studies have proved that DL algorithms are very
efficient in image processing and computer vision [38].
They have been applied in various remote sensing imaging
modalities with high performance [39] in segmentation,
detection and classification. Although these technologies
have shown promising results in remote sensing, they
require a lot of data. Motivated by the success of DL and
remote sensing image processing, our work will present a
comparative study between a new CNN architecture that
combines the MobileNet V1 architecture with the concept
that characterizes the ResNet50 architecture and different
DL architectures (VGG16, ResNet50, MobileNet V1 and
DenseNet201) (application in the LULC domain).

Dataset Data Preprocessing
and Splitting

Image
Processing

Data
Augmentation

Training and
Classification

Deep Learning
Architectures.

Proposed CNN
Architecture

Results Identify
Class

Image Acquisition

Fig. 1. Process of LULC Classification

Fig. 1 illustrates the used processes to compare the
various models. The first step is image acquisition. Then,
the preprocessing and splitting of data. Finally, training, and
classification.

A. LULC classification

LULC data indicates the extent of an area covered by
forests, wetlands, impervious surfaces, agriculture, and other
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land and water types [40]. It refers to the categorizing or clas-
sification of human activities and natural landscape elements
over a period of time using scientific methodologies.

With this information, it is possible to better understand the
effects of natural phenomena and human use of the landscape
[40]. Maps can be also used to assess urban growth, model
water quality issues, predict flood and storm surge impacts,
track wetland loss and potential sea level rise impacts, priori-
tize conservation efforts, and compare land-cover changes with
environmental effects or linkages in socioeconomic changes
like population growth [23].

In the literature, there exist several approaches of features
extraction from remote sensing images. In this context, CNNs
are a sort of neural network [16], that is considered as the
state of the art of image classification approaches [4] due to
its good results.

B. Data Preprocessing

Even if some DL architectures can handle 13 bands of
images as an input, they can not use the TIFF files. Therefore,
all the images should be converted to RGB format. In order
to avoid over-fitting, data augmentation was applied after the
preprocessing and only to the training data. Additionally, some
geometrical transformations were included i.e. rescaling, rota-
tions, shifts, shears, zooms, and flips. We also used multiple
augmentation approaches to build a new image from each input
image.

C. Training and Classification

1) Convolutional neural network: CNN is not merely a
deep neural network with many hidden layers. It is a deep
network that analyses and recognizes images based on the
brain’s visual cortex. This is how CNN differs from previous
neural networks in terms of idea and function [41]. It also
gets its name from an operation called convolution, a linear
mathematical action involving matrices. CNN has several
layers, including a convolutional layer, a non-linearity layer,
a pooling layer, and a fully-connected layer [1].

The pooling and non-linearity layers do not contain any
parameters, while the convolutional and fully-connected layers
do. In terms of machine learning issues, CNN performs excep-
tionally well. Specifically, in applications dealing with high
resolution images [42]. CNN collects features from images
automatically by constructing many convolution layers [43]
resulting in a feature hierarchy. The shallower front convolu-
tion layer employs a smaller perceptual domain, allowing it
to learn some features of the local image, whereas the deeper
back convolution layer employs a broader perceptual domain,
allowing it to learn more features [1].

2) Deep learning architectures:

a) VGG16: Simonyan and Zisserman proposed the Vi-
sual Geometry Group (VGG) CNN architecture in 2014, and
it won the ILSVR competition. VGG16 enhances the decision
function by replacing the huge filters with numerous 3 × 3
filters one after the other and 2×2 for max pooling, resulting
in a more discriminative decision function (decrease in the
number of parameters). VGG16 is easy to understand and
utilize because it only has two layers: convolution and pooling

[35], [44]. There are a total of 16 weighted layers, as indicated
by the number 16.

b) ResNet50: ResNet50 is a deep residual network
created by K. He, X. Zhang, S. Ren, and J. Sun in 2015, and it
won the ILSVRC 2015. It’s a model that tackles the problem
of disappearing gradients (gradient tends to zero quickly) by
using a novel notion called skip connection (stacking convo-
lution layers and adding the original input to the convolution
block’s output). ResNet50 is made up of five stages, each with
a convolution and identity block and three convolution layers.
ResNet50 uses images with a resolution of 224× 224 pixels
and has 50 residual networks [45], [36].

c) MobileNet V1: MobileNet V1 is a 28-layer archi-
tecture that accepts input images that are 224×224×3 pixels
in size. It introduced the notion of Depthwise Separable
Convolution, in which two 1D convolutions with two kernels
are used instead of a single 2D convolution to minimize
the model’s size (fewer parameters) and complexity (fewer
multiplications and additions). MobileNet V1 also adds two
new global hyperparameters (width multiplier and resolution
multiplier) that allow model developers to trade latency or
accuracy for speed and compact size based on their needs [37],
[46].

d) DenseNet201: The dense convolutional network
(DenseNet201) is a CNN with 201 depth layers that takes a
224×224 input image. DenseNet201 is a ResNet improvement
that incorporates dense layer connections. Each layer receives
more inputs from the all preceding layers and delivers its own
feature maps to the layers below it. Concatenation is used by
each layer to obtain ”collective knowledge” from all previous
layers. DenseNet outperforms ordinary networks by reducing
processing requirements, reducing the number of parameters,
encouraging feature reuse, and improving feature propagation
[31], [47].

D. Proposed Architecture Modified MobileNet V1 (MMN)

The input layer, convolutional layers, pooling layers, fully
connected layers, and the output layer are the five layers that
make up a CNN model. Furthermore, a CNN model can be
trained from end to end to enable feature selection, extraction
and prediction or classification. It’s difficult to figure out how a
network understands and analyzes an image. However, features
extracted by layers of a network have been demonstrated to
outperform human-built features [48].

Our model is a combination of the MobileNet V1 and
ResNet50 architectures. We took the same architecture of the
MobileNet V1 which uses the notion of depthwise separable
convolution, and we optimized it by adding the notion of
skip connection, which characterizes the ResNet50 model. It
means that we add the output of a layer to the next one. This
is to try to improve the results of MobileNet V1 by providing
an alternate gradient path, and it has been experimentally
proven that these additional paths are frequently beneficial for
model convergence.
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Fig. 2. Architecture of proposed CNN MMN

The proposed CNN MMN has the following architecture
(Fig. 2):

• Input layer: the inputs are images with dimension
(244×244).

• Convolutional layers: a convolution is a linear process
that involves the input and a set of weights. It’s made
for two-dimensional inputs, with multiplication taking
place between a two-dimensional array of weights
(filters) and an array of input data. We have three sorts
of layers in the proposed architecture MMN : one with
a 3× 3 size filter and the same padding, one with a
1× 1 size filter and the same padding, and one with
a 1×1 filter and valid padding.

• Depthwise separable convolution : This layer was
employed in our architecture with the same padding
and a 3×3 filter.

• Pooling layers: a technique for subsampling feature
maps by aggregating the presence of features across
feature map patches. Average pooling and maximal
pooling are two different types of pooling algorithms.
To calculate the average value in each patch for each
feature map in the proposed design, we used avg-
pooling.

• BatchNormalization: This method involves refocusing
and rescaling layer inputs to normalize them and
makes artificial neural networks faster and more sta-
ble.

• After each BatchNormalization, we employed Recti-
fied Linear Unit Layers (ReLU).

• Fully connected layers: they treat input data as a single
vector and produce a single vector as output.

IV. RESULTS

A. The Used Dataset

Fig. 3. Dataset classes [4]

TABLE I. EUROSAT DATA DISTRIBUTION

Class name Number of images

Annual Crop 3000
Forest 3000

Herbaceous Vegetation 3000
Highway 2500
Industrial 2500
Pasture 2000

Permanent Crop 2500
Residential Buildings 3000

River 2500
Sea and Lake 3000

In this study, We used the EuroSAT database of Sentinel-
2 images of differents European cities. It contains 27000 of
64× 64 images. It covers several classes [4] i.e., Industrial
Buildings, Residential Buildings, Sea and Lake, Herbaceous
Vegetation, Annual Crop, Permanent Crop, River, Highway,
Pasture, Forest (Fig. 3, Table I).

TABLE II. SENTINEL-2 BANDS, WAVELENGTH, AND RESOLUTION [4]

Sentinel-2 Bands Central Wavelength (µm) Resolution (m)

Band 1 – Coastal aerosol 0.443 60
Band 2 – Blue 0.490 10

Band 3 – Green 0.560 10
Band 4 – Red 0.665 10

Band 5 – Vegetation Red Edge 0.705 20
Band 6 – Vegetation Red Edge 0.740 20
Band 7 – Vegetation Red Edge 0.783 20

Band 8 – NIR 0.842 10
Band 8A – Vegetation Red

Edge
0.865 20

Band 9 – Water vapour 0.945 60
Band 10 – SWIR – Cirrus 1.375 60

Band 11 – SWIR 1.610 20
Band 12 – SWIR 2.190 20

Sentinel-2 data is multispectral, with 13 bands covering
the visible, near-infrared, and shortwave infrared spectrum
(Table II). Since these bands are available in various spatial
resolutions ranging from 10 m to 60 m, the images can be
classified as high-medium resolution. Although data from other
satellites with higher resolution (1 m to 0.5 cm) is available.
Sentinel-2 data is free and has a long revisit duration (5 days),
making it a good choice for LULC monitoring.

www.ijacsa.thesai.org 902 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

B. Evaluation Metrics

After training the various architectures, the final step is to
evaluate the performance of the used architectures. Among the
various classification performance properties, our research uses
the following benchmark metrics: Accuracy (ACC), Precision
(PRE), Recall, F1-score (F1) [49].

– Accuracy :
Accuracy is the proportion of true results among the total
number of cases examined.

ACC =
(T P + T N)

(T P+ FP+ FN + T N)
(1)

– Precision:
Precision is the proportion of predicted positives that are
actually positive.

PRE =
(T P)

(T P+ FP)
(2)

– Recall:
Recall is the proportion of actual positives that are correctly
classified.

PRE =
(T P)

(T P+ FN)
(3)

– F1-score:
The F1-score is a number between 0 and 1 and is the harmonic
mean of precision and recall.

PRE = 2× (precision× recall)
(precision+ recall)

(4)

Where: TP stands for: True Positive. FP: False Positive.TN:
True Negative, and FN: False Negative.

C. Results without Data Augmentation

Our research was conducted on a publicly available image
dataset of LULC images (Eurosat Dataset [4]) and on the
same dataset using data augmentation. During the experimental
study, 80% of images were used for training and 20% for
testing and validation, and this operation was repeated 20 times
randomly, the average of the results was retained. This using
the following experimental parameters for classification: All
images in the dataset were 64×64 pixels, with the exception
of the proposed model image, which was scaled to 224×224
pixels. Thus for the data augmentation techniques, we trained
the different models with an image size of 224 × 224. We
used a batch size of 32 and a total of 20 epochs to train
the models. For optimization, Adam is used with β1 = 0.9,
β2 = 0.999, and the learning rate is set to 0.0001. As a
result, a ReduceLROnPlateau with a min lr of 1e-20 and
val accuracy as the monitor is employed. We utilized the
ReLU to train a fully connected layer, and we changed the last
dense layer in all models to yield 10 classes corresponding
to the distinct classes in the Eurosat database [4], rather
than the 1000 classes used by ImageNet. The results of the
Eurosat image classification with the following architectures
(Proposed Architecture, Fine–tuning the top layers of VGG16,
ResNet50, DenseNet201, and MobileNet V1) are shown in
this section. Several experiments were carried out to evaluate
the performance and resilience of each given model, based on
the cited metrics in Section IV-B and the confusion matrix.

TABLE III. DIFFERENT METRICS OF THE PROPOSED ARCHITECTURE
MMN

Metrics Training Testing

Accuracy 99.09% 94.01%
F1-Score 99.08% 94.02%

Recall 98.96% 93.9%
Precision 99.2% 94.8%

Loss 0.03 0.18

1) Proposed Architecture Modified MobileNet V1 (MMN):
According to Table III, we observe that the accuracy of the
training data is remarkably high compared to testing, with
values of 99.09% and 94.01% respectively, and this is the case
for all the other metrics (F1-score, Recall, Precision). However,
the loss metric has been significantly increased from training
to testing with values of 0.03 and 0.18, respectively.

Fig. 4. Confusion matrix of proposed architecture MMN

From the confusion matrix (Fig. 4), we note that the most
recognized class is “Residential” with 607 images. Therefore,
for “Pasture” the model was able to identify just 373 images.

TABLE IV. DIFFERENT METRICS OF VGG16

Metrics Training Testing

Accuracy 100% 96.9%
F1-Score 100% 96.87%

Recall 100% 96.84%
Precision 100% 96.89%

Loss 2.8e-05 0.18

2) VGG16: Table IV shows the Accuracy, F1-score,
Recall, Precision, and loss of VGG16. Indeed, the accuracy
decreased from training to testing with a différence of -3.1%.
The same was noticed in the other metrics except for the loss
which increased from the value of 2.8e-05 for training to 0.18
for testing.
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Fig. 5. Confusion matrix of VGG16

Fig. 5 shows the confusion matrix of the VGG16 model,
which illustrates that 609 images were correctly labeled as the
“Residential” class, but only 378 images for “Forest” were
classified by the model.

TABLE V. DIFFERENT METRICS OF RESNET50

Metrics Training Testing

Accuracy 100% 96.31%
F1-Score 100% 96.34%

Recall 100% 96.28%
Precision 100% 96.4%

Loss 1.55e-05 0.17

3) ResNet50: Table V presents the obtained results with
the Resnet50 classifier. We observe an increase in the accuracy
of the training compared to the testing where its values are
equal to 100%, 96.31% respectively, and it is the same for the
other metrics. The value of F1-score for the training is equal
to 100%, while for the testing it is 96.34%. We also observe
that the recall and the precision have increased from the
training (100%, 100%, respectively) in comparison with the
testing (96.28%, 96.4%, respectively). For the loss function,
its value is equal to 1.55 e-05 for training and 0.17 for testing.

Fig. 6. Confusion matrix of ResNet50

As shown in Fig. 6, the most identifiable class is “Resi-
dential”, whereas the model was capable to predict only 377
images as “Pasture”.

TABLE VI. DIFFERENT METRICS OF MOBILENET V1

Metrics Training Testing

Accuracy 99.91% 76.31%
F1-Score 99.89% 76.37%

Recall 99.87% 74.96%
Precision 99.91% 77.88%

Loss 0.01 0.9

4) MobileNet V1: Table VI illustrates the obtained results
of MobileNet V1. The table shows a remarkable difference
between the results of the different metrics for the training data
compared to the testing data with values of 99.91%, 99.89%,
99.87%, 99.91% and 0.01 (Accuracy, F1-score, Recall, Pre-
cision, and Loss, respectively) for the training and for the
testing (76.31%, 76.37%, 74.96%, 77.88% and 0.9). According
to these results we can distinguish that the model overfit.

Fig. 7. Confusion matrix of MobileNet V1
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Fig. 8. Confusion matrix of DenseNet201

TABLE VIII. THE RESULTS OF THE PROPOSED CNN ARCHITECTURE
MMN WITH DATA AUGMENTATION

Metrics Training Testing

Accuracy 91.89% 90.79%
F1-Score 91.89% 90.79%

Recall 90.52% 89.75%
Precision 93.34% 91.91%

Loss 0.23 0.27

The confusion matrix (Fig. 7) indicates that the model can
correctly predict 550 images of the “SeaLake” class and just
255 images of the “Pasture” class.

TABLE VII. DIFFERENT METRICS OF DENSENET201

Metrics Training Testing

Accuracy 100% 94.07%
F1-Score 100% 94.11%

Recall 100% 93.98%
Precision 100% 94.24%

Loss 8.72e-05 0.25

5) DenseNet201: As shown in Table VII, we can observe
that accuracy, F1-score, recall and precision have remarkably
high values for training (100%, 100%, 100%, 100%) compared
to testing (94.07%, 94.11%, 93.98%, 94.24%), as well as for
loss which has decreased from testing (0.25) to training (8.72e-
05).

Concerning the confusion matrix (Fig. 8), the model was
able to correctly identify 609 images of the class “Residential”,
however only 364 images were correctly labeled as “Pasture”.

D. Results with Data Augmentation
In this section, we present the different results of the trained

models, but this time using data augmentation techniques on
the same dataset.

1) Proposed Architecture Modified MobileNet V1 (MMN):
According to Table VIII, we can see that the different metrics
do not vary remarkably from training to testing. There is a

Fig. 9. Confusion matrix of proposed CNN MMN

TABLE IX. DIFFERENT METRICS OF VGG16

Metrics Training Testing

Accuracy 96.87% 96.01%
F1-Score 96.87% 96.09%

Recall 96.49% 95.71%
Precision 97.26% 96.5%

Loss 0.09 0.12

TABLE X. DIFFERENT METRICS OF RESNET50

Metrics Training Testing

Accuracy 99.97% 97.59%
F1-Score 99.97% 97.61%

Recall 99.97% 97.59%
Precision 99.97% 97.63%

Loss 0.001 0.17

small decrease in the accuracy, the F1-score, the recall, and
the precision. However, the loss function was increased from
0.23 in training to 0.27 in testing.

From the confusion matrix (Fig. 9), we note that the model
correctly recognizes 595 images of the class “River”,the model
was also able to identify only 366 images of “Forest” and
“Pasture”.

2) VGG16: Table IX shows the accuracy, f1-score, recall,
precision and loss of the VGG16 model on the training data
and on the testing data. We notice that for all the metrics, there
is an insignificant difference between training and testing.

Concerning the confusion matrix (Fig. 10), the model was
able to classify 600 images of “Residential” as well as 367
images of the “Forest” class.

3) ResNet50: As shown in Table X, the different evalua-
tion metrics decreased from training to testing, with values of
more than 97% for testing and more than 99% for training.
The loss function showed a remarkable increase between the
two cases with 0.001 for training data and 0.17 for testing data.

For the confusion matrix (Fig. 11), the most recognized
class by ResNet50 is the “SeaLake” class with 599 images,
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Fig. 10. Confusion matrix of VGG16

Fig. 11. Confusion matrix of ResNet50

TABLE XI. DIFFERENT METRICS OF MOBILENET V1

Metrics Training Testing

Accuracy 97.18% 96.59%
F1-Score 97.17% 96.64%

Recall 97.03% 96.56%
Precision 97.32% 96.73%

Loss 0.08 0.12

therefore the least classified class is the “Forest” with just 392
images.

4) MobileNet V1: Table XI represents the evaluation
result of MobileNet V1 architecture. It shows that there is
a small difference between training and testing i.e. accuracy,
f1-score, recall, precision and loss.

As shown in Fig. 12, the model was able to recognize
correctly 596 images of the class “River” and only 375 for the
class “Forest”.

Fig. 12. Confusion matrix of Mobilenet V1

TABLE XII. DIFFERENT METRICS OF DENSENET201

Metrics Training Testing

Accuracy 98.77% 97.24%
F1-Score 98.74% 97.27%

Recall 98.62% 97.18%
Precision 98.87% 97.36%

Loss 0.03 0.09

Fig. 13. Confusion matrix of DenseNet201

5) DenseNet201: All metrics have a minimal variation
between training and testing, as shown in Table XII, with the
exception of loss, which has a small increase between training
and testing.

Fig. 13 shows that 593 images were correctly marked as
“SeaLake” and “River”, but the model was able to identify just
389 images of “Forest”.
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E. Results on Real Images

The satellite image was acquired in the surroundings of
Berrechid, Morocco, in May 2022, we took two patches from
it to test several classifiers.

Fig. 14. The results of the different models

The Fig. 14 shows the results of the different models
on two real images. We notice that for the proposed archi-
tecture MMN, the model gave as classification for the first
image “Herbaceous Vegetation” and for the second image
“Residential”. For VGG16 and ResNet50, we got “Highway”
for the first image which is clearly wrong classification, and
“Industrial” for the second, while MobileNet V1 has classified
the first and second image as “AnnualCrop”, which can not
be possible for the second one. Finally, for DenseNet201,
the model gave an erroneous classification for the first image
(SeaLake) and classified the second as “Industrial”.

Fig. 15. The results of the different models with data augmentation

The obtained results with data augmentation are shown
in the Fig. 15. We can observe that the proposed method
identified the first image as “Herbaceous Vegetation” and
the second as “Industrial”, while VGG16 classified the 2
images as “Industrial” which can’t be true for the first image.
For ResNet50 and MobileNet V1, they recognized the first
image as “Permanent Crop” and the second as “Industrial”.
DenseNet201 identified the first and second image as “Resi-
dential”, it gave wrong classification for the first image.

V. DISCUSSION

In this study, we addressed the multiclass classification
of the LULC domain, based on the Eurosat dataset [4]. The
training was applied using transfer learning, in order to identify
the best architecture. The experimental study proved that the
neural networks architectures are very useful for LULC image
classification since they have shown high performance.

TABLE XIII. EVALUATIONS METRICS OF DIFFERENT ARCHITECTURES

Models Accuracy F1-Score Recall Precision Loss parameters
number

MMN 94.01% 94.02% 93.9% 94.8% 0.18 6402506

VGG16 96.9% 96.87% 96.84% 96.89% 0.18 15768906

ResNet50 96.31% 96.34% 96.28% 96.4% 0.17 27787658

MobileNet-
V1

76.31% 76.37% 74.96% 77.88% 0.9 3239114

DenseNet-
201

94.07% 94.11% 93.98% 94.24% 0.25 22259786

Table XIII compares the performance of each architec-
ture based on the mentioned metrics in Section IV-B, and
the number of parameters. From the results, it can be seen
that accuracy, F1-score, recall and precision when using the
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MobileNet V1 model are remarkably lower than the other
models, with values of 76.31%, 76.37%, 74.96% and 77.88%,
respectively, and this is due to the minimum number of
parameters (3.2 M). Furthermore, the DenseNet201 and the
proposed model showed the same performance except for
the loss function, which has a value of 0.18 for the pro-
posed architecture and 0.25 for DenseNet201. This with a
too small number of parameters (6.4 M) in comparison with
DenseNet201 (18.35 M), It is due to the fact that the extracted
features from the previous layer have been added to the next
layer. The main advantage of our architecture is that it needs
a small number of parameters.

Both the VGG16 and ResNet50 architectures perform well,
with 96% accuracy, F1-score, recall, and precision, which is
expected considering ResNet50’s depth and VGG16’s usage
of small filters. It can be seen that the MMN architecture is
almost as accurate compared to the other architectures while
being smaller in terms of parameters.

TABLE XIV. EVALUATIONS METRICS OF DIFFERENT ARCHITECTURES
WITH DATA AUGMENTATION

Models Accuracy F1-Score Recall Precision Loss parameters
number

MMN 90.79% 90.79% 89.75% 91.91% 0.27 6402506

VGG16 96.01% 96.09% 95.71% 96.5% 0.12 15768906

ResNet50 97.59% 97.61% 97.59% 97.63% 0.17 27787658

MobileNet-
V1

96.59% 96.64% 96.56% 96.73% 0.12 3239114

DenseNet-
201

97.24% 97.27% 97.18% 97.36% 0.09 22259786

Table XIV shows the obtained results of the different
architectures with the use of data augmentation. Based on the
presented results, ResNet50 and DenseNet201 showed good
performance with an accuracy of more than 97%. Thus, we
notice that data augmentation has improved the results for both
architectures. Then we have the MobileNet V1 and VGG16
with an accuracy of more than 96%. We also have for the loss
function, 0.09 for the DenseNet201 model, 0.12 for VGG16
and MobileNet V1, and an increase for ResNet50 with 0.17.
Therefore, we can see that MobileNet V1 with a lower number
of parameters was able to achieve such remarkable results
compared to the other models. Generally, this is expected since
data augmentation is one of the best techniques for reducing
overfitting. Table XIV shows that the MMN architecture was
able to achieve an accuracy of 90.79% which is a reduced value
compared to other architectures. This is most likely due to the
model’s limited capacity, which prevents it from learning all
of the patterns in the data, or because some architectures are
very sensitive to data augmentation.

VI. CONCLUSION AND PERSPECTIVES

In this work, we evaluated the performance of the auto-
mated methods used to classify LULC images into 10 classes
on the Eurosat dataset using four DL architectures (VGG16,
ResNet50, MobileNet V1 and DenseNet201) and a proposed
CNN architecture MMN based on a combination of the two
methods MobileNet V1 and ResNet50. Comparing the results,
we found that our architecture proved good performance but

performs poorly using data augmentation compared to the
other architectures. Therefore, our model needs to be adjusted
to get better performance on the dataset with data augmenta-
tion. We also found that the performance of the DenseNet201
model and the proposed architecture is equivalent but the
proposed model involves fewer parameters, which means it
requires less memory consumption. In the experiment, we
found that with and without the use of data augmentation, the
VGG16 and ResNet50 models perform well (accuracy greater
than 96%) compared to the other architectures. Moreover,
we noticed that MobileNet V1 can efficiently classify LULC
images in the case of data augmentation, but with the original
dataset its results were poor.

The proposed model will be improved by applying pa-
rameter tuning and studying the loss function. In addition,
the used dataset in the training phase has a high impact on
the efficiency of the model, thus it is very important to test
the model with another dataset. Since each model has its
own method to extract features, which highly influences the
classification accuracy, we aim to study deeply the layers of
feature extraction in order to improve the proposed model
efficiency.
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APPENDIX A. TERMS AND THEIR ABBREVIATIONS
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Abstract—With the emergence of digital newspapers and
social media, one can easily suffer from information overload.
The enormous amount of data they provide has created several
new challenges for computational and data mining, especially in
the natural language processing field. Many pieces of research
focusing on the information extraction process, such as named
entity recognition, entity linking, and text analysis methodologies,
are available. However, there is a lack of development for a system
to unify all these advanced techniques. The current state-of-the-
art systems are either semi-automatic or can only handle short-
text documents. Most of them are not real-time or have a long lag.
Some of them are domain restricted. Many of them only focus on
a single source: Twitter. In this work, we proposed a system that
can automatically collect, extract, and analyze information from
public source text documents, like news and tweets. The system
can be used in different domains, such as scientific research,
marketing, and security-related domains.

Keywords—named entity recognition; entity linking; text anal-
ysis system; data mining; natural language processing

I. INTRODUCTION

We live in an age of information overload. The explosive
growth of digital newspapers and online social networks cre-
ates enormous amounts of text data daily. This situation creates
new challenges for computational and natural language pro-
cessing (NLP) [1], [2], [3], [4], [5], [6]. While many pieces of
research in the information extraction process and text analysis
methodologies are available, there is a lack of development
for a system to unify all these. This work proposed a system
that can automatically collect, extract, analyze, and monitor
information from text documents, such as named entities. The
system takes in unstructured text from open public sources,
like digital newspapers and Twitter, employs some information
extraction processes, and records the information analysis
results. It is fully automatic and has a real-time monitoring
feature.

The system is not limited to any data domain. It can be
applied in the news report system to automatically support
reporters in detecting popular keywords. The proposed system
can detect trending topics from scientific papers for research
purposes. Trends are also crucial for analysts, marketing
professionals, and retailers who want to monitor their and
competitors’ online products. Also, some government-run or-
ganizations can benefit from the proposed system by having
security information about hot events related to entities from
digital news or social media.

Many existing systems have applications comparable to
ours, but they still have a few limitations. Some do the text
analysis task on a single Twitter data stream [7], [8], [9],

[10], while others only serve on their specific domains [11],
[12], [13]. Also, many systems are not real-time as Trend
Miner, [10], or not fully automatic as LRA Crisis Tracker, [12].
In addition, several studies analyze documents using various
entity recognition methods to extract entities [9], [14], [15].
Still, they do not mention how to address the issue of many
different entities co-referring to the same real-world object.
To overcome these drawbacks, we propose a system with the
below contributions:

• It can automatically collect data from Twitter and
digital newspapers.

• It can process both long and short text.

• It employs an extra Entity Linking after the Named
Entity Recognition module to map the extracted enti-
ties to their unique identities.

• It is capable of real-time processing.

The proposed system comprises six modules deployed as
micro-services. First, the Data Stream collects raw documents
from Twitter and multiple news sources. Next, named entities
are extracted from the text by the Named Entity Recognition
module. Once entities have been mapped with their identity by
Entity Linking, they are fed into the Entity Tracking module
to count the frequency within a time step. The Trend Detection
module will take the calculated frequency and perform a trend-
ing test computation. Finally, The Entity Monitoring module
will keep track of all the entities’ occurrence frequencies and
notify users if abnormal rising trends are detected.

A more detailed description of the system is included in
Section III. Section II presents a brief overview of some current
state-of-the-art event monitoring systems. Experiment results
and evaluation are shown in Section IV. The summary and
future works are discussed in Section V.

II. RELATED WORKS

There are a significant number of systems that analyze
document streams. The majority of previous works focus on
social media, such as Twitter. These include TwitterStand
[16], TwitterMonitor [17], and Jasmine [18], which focus on
detecting trending keywords that correspond to global or local
events.

LRA Crisis Tracker1 is a system that tracks armed group
activities and conflict-related incidents in the remote border
region encompassing the northeastern Democratic Republic

1https://crisistracker.org/
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of Congo and the eastern Central African Republic. It uses
data from crowd-sourcing. Domain experts must re-examine
the data before feeding it to the system. In contrast to the
Crisis Tracker system, the proposed system is fully automatic.

Redites [7] is a system that monitors events based on
Twitter’s tweets. The system will decide if a new tweet
contains a new event whenever it is streamed. The event is
then classified. Only events in security categories are analyzed
and monitored. Redites is fully automatic. However, it can
only handle short text documents like tweets from Twitter.
The proposed system can handle both long- and short-text
documents.

Social Sensor2 tracks and monitors predefined events on
social media [19]. The proposed system automatically extracts
the events from news and tweets. Moreover, Social Sensor can
only handle short text documents like tweets.

Trend Miner3 is similar to our proposed system; however,
it does not focus on real-time aspects and can only handle
short-text documents [20].

Cheng et al. [10] proposed an early warning system to
detect COVID-19 outbreaks based on Twitter’s data. The
system has a 6-27 days lag and is only applicable for short-text
analysis.

Epitweetr [11] is a system that detects outbreaks and
public health threats using Twitter’s data. The system is fully
automatic and provides additional support for public health
experts in detecting and identifying the geo-location of an
outbreak. However, compared to the proposal, the system
is restricted by data domain and can only handle short-text
documents.

Goh et al. [12] proposed an approach using structured data
and unstructured clinical notes to predict and diagnose sepsis.
This approach is, however, restricted by the data domain and
is not a fully automatic system.

A real-time system [9] was built to ingest the stream of
all tweets and identify clusters of event-related entities on
a minute-by-minute basis. The system first extracts named
entities, hashtags and internal knowledge graph entities from
each tweet. It keeps only trending entities detected by its
internal Trend Detection system known as Twitter Trends.
Then, a weighted graph is naturally constructed with the
entities as nodes and their cosine similarities as edge weights.
Community detection algorithms have been used to detect the
sub-graphs (clusters) based on their links to others. To solve the
Event Evolution problem, they add a layer of Cluster Linking
to form cluster chains. Finally, clusters are ranked based on the
aggregate popularity of their entities and persisted in internal
stores for future use.

EveSense [8] is an Event Detection application that detects
real-life events and related trending topics from the Twitter
stream and allows users to find interesting events that have
recently occurred.

News Monitor [15] is a scalable real-time framework for
analyzing and exploring news articles. The system collects

2http://socialsensor.iti.gr/
3http://www.trendminer-project.eu/

Fig. 1. System diagram

news from many RSS news sources and automatically extracts
the main content and other metadata. News Monitor is analo-
gous to our approach compared to many news services, such
as Event Registry [21]. However, it cannot handle the entity
ambiguity problem when data diversity increases.

Our system can handle both long texts like news and
short texts like tweets. It is also capable of analyzing these
data sources simultaneously. The design, thus, can explore the
potential relationship between the information flows to produce
more consistent, accurate, and valuable information. Moreover,
the system has an Entity Linking module to assign a unique
identity to entities mentioned in the text, which helps robust
join and union operations that can integrate information about
entities [22].

III. MAIN COMPONENTS

The system is engineered in modules and is extensible.
Each module is a separate service that can be modified or
removed without affecting the whole system. A new module
can also be added easily. Fig. 1 presents an overview of the
system.

A. Data Stream

The Data Stream module handles the task of streaming
posts from social media (such as tweets from Twitter) and
news from digital newspapers. The module uses Scrapy4 and
Automation Browser5 for its streaming process. This module
is updated accordingly to the newspapers and social media
structures.

B. Named Entity Recognition

The Named Entity Recognition (NER) [23], [24] module
handles the task of extracting and classifying named entities in

4https://scrapy.org/
5https://axiom.ai/
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Fig. 2. Named entity recognition process

Fig. 3. Entity linking process

unstructured text into predefined categories. Two deep learn-
ing approaches, namely Bidirectional Encoder Representations
from Transformers (BERT) [25], [26] and Bidirectional Long
Short-Term Memory (BiLSTM) [27], [28], [29], were used in
this module. Each sentence from an unstructured text document
will be tokenized and vectorized using the BERT model. The
result vectors are fed to the BiLSTM model for detecting and
classifying the named entities and their categories, as shown
in Fig. 2.

C. Entity Linking

The Entity Linking (EL)[30] module links the named
entities extracted from the NER module to their corresponding
predefined unique identity. For example, the entities “US”,
“USA”, and “United States” have the same identity as “United
States of America”. Whereas “New York” is the name for both
a city and a state in the United States of America, they have
two separate identities. Fig. 3 shows how the entity linking
process works in this module. The core of this module is BERT
deep learning approach [31], [32].

D. Entity Tracking

The Entity Tracking module handles the task of tracing and
tracking the named entities from each unstructured document.
The module computes and keeps a record of the occurrence
frequency of each named entity in a defined time step. The
entities are then ranked by their occurrence frequencies. Top-
ranked entities are fed to a trend detection module to examine
if there is an abnormal increasing trend. This work is a real-
time process. Data is streamed and processed simultaneously.

E. Trend Detection

The Trend Detection module uses the Mann-Kendall ap-
proach [33], [34], [35], [36] to detect an abnormal increasing
trend in the occurrence frequency of an entity. The Entity
Monitoring module will notify the users if a rising trend is
seen.

F. Entity Monitoring

The Entity Monitoring module controls both the Entity
Tracking module and the Trend Detection module. It handles
the task of monitoring the entities and notifying users if there
is an anomaly, as shown in Fig. 4.

Fig. 4. Entity monitoring process

IV. EXPERIMENTS AND EVALUATION

We have implemented and tested our system. We manually
labelled 927 text documents with 20000 sentences and 14
different entity categories to train and evaluate the NER
module. After training, we used a set consisting of 1500
sentences for testing the trained module. The final f1-score
of the module is 91.41%. The EL module is trained and
tested on a dataset consisting of 4475 entities, 1244 of which
were manually labelled. The recall rate of the EL module is
97.2%. The system is capable of monitoring up to 3000 entities
simultaneously.

Currently, the system can automatically collect and process
news from 63 newspapers and public tweets in English from
Twitter. We tested the system on a dataset of news articles and
tweets collected from mentioned sources from July 15, 2022 to
October 20, 2022. We chose July 21, 2022 as a virtual ”current
date” and let the system simulate the process of extracting and
analyzing data. The results of the analysis are visualized as
graphs.

The systems will automatically monitor the top-ranked en-
tities when nothing is specified, as mentioned in Section III-D.
Fig. 5 and Fig. 6 show the example graphical presentations of
the tracking and the monitoring processes over multi entities,
respectively. As a default, the system will monitor the top 100
entities; however, we chose to showcase only five of them in
the figures for readability. Each subgraph in Fig. 5 presents
the time series of the occurrence frequency of an entity, i.e.,
the number of news articles and tweets mentioning the entity
during some predefined time step. Each subgraph in Fig. 6
presents the monitoring process of an entity. The blue line
presents the occurrence frequency of an entity, the yellow
line shows the plot of the normalized Mann-Kendall values
of that entity, and the vertical red lines indicate the time when
abnormal rising trends are detected.

The system also allows users to choose the monitored
entities and sources freely. Fig. 7 shows an example graphical
presentation of the monitoring process of one specific entity.
The upper graph presents the time series of the occurrence
frequency of the entity. In the lower graph, the yellow line
shows the plot of the computed normalized Mann-Kendall
values of the entity, and the vertical red lines indicate the
time when abnormal rising trends are detected. Each red line
presents an anomaly. Fig. 8 shows a monitoring process of
three entities of interest on Twitter, and Fig. 9 shows the same
process on digital newspapers.

Moreover, the system can detect if two (or more) entities
simultaneously have an abnormal rising trend. The upper graph
of Fig. 10 shows the plots of two occurrence frequency time
series of the two entities in comparison. The lower graph’s
orange and blue lines present the computed normalized Mann-
Kendall values of the two entities. At the same time, the
vertical red lines indicate the time when both entities have
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Fig. 5. Example of multi-entities tracking

Fig. 6. Example of multi-entities monitoring
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Fig. 7. Example of an entity monitoring process

Fig. 8. Example of selected entities monitoring on twitter
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Fig. 9. Example of selected entities monitoring on news

Fig. 10. Example of trend comparison between two entities
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abnormal rising trends.

In all graphs, the y-axis presents values, and the x-axis is
time.

V. CONCLUSIONS

We presented a system capable of automatically collecting,
extracting, and analyzing information from open sources such
as digital newspapers and Twitter. The system provides signif-
icant help for online exploratory analysis. Since the system is
flexible, it can be used in different domains, such as scientific
research, marketing, and security-related domains. As stated,
the system is extensible. Possible future works may include
but are not limited to (i) an event extraction module that
detects and classifies possible events in which entities are
involved, (ii) a sentiment analysis module that determines
emotion about events, (iii) a language detection module that
handles multi-lingual data, (iv) machine translator module that
translates documents into a specific language, (v) a graphical
user interface that is friendly for users in different domains, and
(vi) a visualization improvement for the data and the outcome
analysis.
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Abstract—Cerebral palsy is a group of developmental disor-
ders that affects a certain percentage of population motivating
the development of several types of therapies ranging from
conventional where physical therapies are included to some
alternative therapies such as the dolphin-assisted therapies (DAT),
in order to improve the quality of life of patients suffering these
disorders. To find scientific evidence of the DAT effectiveness, in
this work is developed a four-stage first-order cybernetic model:
i) Signal Acquisition, ii) EEG Processing, iii) EEG Exploring
and iv) Healthcare Informatics System (HIS-DAT), in order
to explore the electroencephalographic signals behavior from a
patient with Infantile Spastic Cerebral Palsy undergone DAT,
as well as bioacoustic signals emitted by a female bottlenose
dolphin via specialized transducers or passive sensors for aquatic
environments, by using nonlinear mathematical tools. We found
that the Power Spectrum of signals from EEG and Hydrophone
yield similar densities along all DAT and the child’s brain activity
increases 3-fold higher-frequency when the therapist-dolphin pair
interacts with the patient. These findings are supported by the
Self-Affine Analysis outcomes, pointing out the emergence of
negative correlations from the patient’s brain activity during the
whole session of DAT but the greatest changes occurred During
DAT.

Keywords—Brain–computer interfaces; healthcare system; non-
linear dynamics; assisted therapies; infantile spastic cerebral palsy;
analysis of EEG signals; power spectrum; self-affine analysis

I. INTRODUCTION

Artificial intelligence (AI) generally is entitled with the
development of techniques and devices to perform tasks that
involve human interpretation and decision-making. Recently
has raised many advances in medical AI applications owing the
substantially enhanced computing power of modern computers
and the vast amount of digital data available for collection
and utilization. AI technologies can ingest, analyze, and report
large volumes of data across different modalities to detect
disease and guide clinical decisions for health services man-
agement and patient care treatments [1]. For instance, in [2]
processed electroencephalography (EEG) signals to detecting
emotional states tested the effects of meditation music therapy
to stabilize mental states in groups of three to anger, calmness,
happiness and sadness. They collected 120 emotion signals
by using an Emotive 14-channel EEG headset. Therefore,
tools developed in AI can be applied to measure and evaluate
the effectiveness of therapies carried out to improve the life-
quality of patients suffering one or several developmental

disorders, based on EEG signals collected from the patients’
brain activity undergone assisted therapies.

Cerebral palsy is a group of developmental disorders di-
agnosed by their disturbance of the subject’s movement and
posture, caused by early nonprogressive lesions of the central
nervous system [3]. In 1862, William Little connected this
disorder to a lack of oxygen during birth and described it as a
disorder that appeared to strike children in the first year of life,
affected developmental skill progression, and did not improve
over time. In 1897, Sigmund Freud suggested that cerebral
palsy might be rooted in the brain’s development in the womb
and related aberrant development to factors influencing the
developing fetus. Birth asphyxia alone was thought to be
the cause of cerebral palsy until the 1980s, when biomedical
research found this etiology to be less likely and only one of
many with potential to result in cerebral palsy [4].

Cerebral palsy can be defined according to the anatomical
site of the brain lesion (cerebral cortex, pyramidal tract,
extrapyramidal system, or cerebellum); clinical symptoms and
signs (spasticity, dyskinesia [dystonic and choreo-athetotic
forms], or ataxia); topographical involvement of extremities
(diplegia, quadriplegia, or hemiplegia); timing of presumed
insult (prepartum, intrapartum, or postneonatal); and classi-
fication of degree of muscle tone (isotonic, hypotonic, or
hypertonic) [5], [6].

The main symptoms of cerebral palsy are disorders of
movement and posture, but more recently other symptoms
have been included in the definition: disturbances of sensation
and perception, global or specific cognitive difficulties, com-
munication disorders, behavioral disorders, and seizures [3],
[7]. There is no cure for this lifetime condition, but therapy,
education, and technology can maximize each child’s potential
by improving functional abilities and quality of life.

The diagnosis of cerebral palsy is made largely through
clinical observations, whose major signs collectively can iden-
tify delayed motor milestones, abnormal neurologic examina-
tion, persistence of primitive reflexes, and abnormal postural
reactions [4]. The Gross Motor Functional Classification Sys-
tem was developed by Rosenbaum and collaborators in 2002 to
help professionals anticipate gross motor abilities and severity
of cerebral palsy, according to five levels: Level I: able to walk
without restrictions; Level II: able to walk without devices;
Level III: able to walk with mobility devices; Level IV: self-

www.ijacsa.thesai.org 918 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

mobility with limitations; and Level V: self-mobility severely
limited [4], [8].

More than 50% of children with cerebral palsy and mental
retardation suffer from epilepsy, mostly revealed in the first
4–5 years of life. Epilepsy usually occurred in children with
accompanying vision and hearing disorders, and the inabil-
ity to walk [9]. Besides, children with cerebral palsy often
have the following disorders: irregular sleep patterns, lower
urinary tract dysfunction, gastrointestinal disorders, drooling,
aspiration, swallowing, osteoporosis, malnutrition, inadequate
growth, gastroesophageal reflux, impaired language skills or
cognitive limitations, among others [10].

Spasticity refers some degree of loss of motor control,
abnormal tone, and weakness, which commonly can lead to
contractures, scoliosis, and hip subluxation or dislocation. The
child with cerebral palsy needs frequent position changes and
needs to be out of his or her bed and/or wheelchair frequently
at home and at school. Scoliosis may not only progress
more rapidly but may continue after skeletal maturity occurs.
Progressive hip adduction and flexion is also common, leading
to femoral anteversion, subluxation, deformities of the femoral
head, and hip dislocation, which can progress to degeneration,
sometimes with pain [10].

Treatment of spasticity involves systematic rehabilitation,
if necessary, assisted by pharmacotherapy, physiotherapy or
surgical interventions, offering benefit, at least in the short
term. Most physical therapies are based on the principles of
neuroplasticity, patterning, postural balance, muscle strength-
ening, or stretching [9].

The total degree of overflow brain damage from the initial
insult, may not be realized until the preschool or school age
period. One of the most limiting comorbidities of cerebral
palsy is mental retardation. Children with cerebral palsy that
suffer mental retardation can have self-abusive behavior such
as biting, head banging, or scratching. These behaviors may
stem from anxiety that results from being unable to com-
municate needs such as hunger or pain. However, children
with cerebral palsy who have normal intelligence may have
some degree of coexisting visual perceptual abnormalities and
learning disabilities that can affect overall development and
learning. The assessment of intellectual functioning is often
challenging in children with motor impairment because the
majority of tests used require verbal and motor responses [10].

Confirming the diagnosis allows the family to plan for
long-term treatments and management options that may be
needed by the child. Having a diagnosis of cerebral palsy may
qualify the child for increased insurance benefits, admission
into handicapped preschool or school programs, and assistance
in the form of federal assistance. The prediction of the future
deficits or abilities at the time of diagnosis often is a wait and
see situation [4].

Moreover, we want to highlight the importance of trying to
improve the functional abilities and quality of life of children
with cerebral palsy in developing countries owing. For instead,
in [5] it argued that people with Cerebral palsy has a high
risk for discrimination, neglect, and abuse, particularly those in
rural settings owing low school attendance and lack to access to
professional assistive. Indeed, individuals with cerebral palsy

have a right not only to inclusion but also to full participation
in society and pursuit of their hopes and aspirations.

There are several alternative therapies used by families
to complement systematic rehabilitation (assisted by pharma-
cotherapy, physiotherapy or surgical interventions), in order
to try to improve their children’s quality of life. Although
there is a little scientific evidence about the effectiveness of
these therapies, for some parents it is essential to explore each
and every possible intervention that may be available for their
children. Regardless their effect, these alternative therapies
may offer the parent a feeling of participation or control,
but unfortunately they usually cost large sums of money.
Some examples of these alternative therapies are the following:
massage therapy, horse riding, hyperbaric oxygen, conductive
education, patterning, transcutaneous electrical stimulation,
chiropractic manipulation, or dolphin-assisted therapy [10].

Since 1971, the alternative therapies called dolphin-
assisted therapies (DAT) have been proposed to try to im-
prove the quality of life of patients suffering psychological
and neurological disorders such as cerebral palsy [11], [12],
including Infantile Spastic Cerebral Palsy. In these patients
are manifested early nonprogressive lesions of their central
nervous system produced during pregnancy, as well as a severe
motor delay in the early stages of their development owing
their brain undergoes changes in its structure and organization.
Hence, these patients have difficulty making more precise
movements such as taking a spoon or making a clamp with
their fingers and they also lack muscle coordination in some
movements.

DAT are based on interaction between live captive dolphins
and patients who suffer from various conditions, and this kind
of interaction is supervised for both the dolphin trainer and
the child therapist. However, an important differentiator that
highlights this sort of alternative therapies is the intelligence
of these animals, described and being recognized since the
development of the Minoan civilization in Greece (3000 BC
and 200 BC), and being studied over the years by various
researchers [13], [14]. Like in humans, the dolphins’ brain
is very big regarding their body, therefore communication
between both species can be possible [15], [16], [17].

There is evidence [18], [19], [20] about the abilities of
dolphins to learn simple tasks with greater efficiency than some
primates, allowing to observe the dolphins’ ability to transmit
the acquired knowledge and complex behaviors learned to
other members of their species even for generations [21], [22],
[23]. Besides, dolphins have been able to modify their behavior
to do the tasks in a more efficient way, showing their interest
to be part of the assisted therapies [15], [24]. In part, these
dolphin’s capabilities make it a better candidate to be part of
assisted therapies.

In summary, cerebral palsy affects a certain percentage of
the population motivating the development of several types of
therapies ranging from conventional wherein physical therapies
are included to some alternative therapies assisted by animals
such as DAT, in order to improve the quality of life of patients
with these developmental disorders. To find scientific evidence
of the effectiveness of DAT, in this work, based on information
technologies, has been developed a Healthcare Informatics
System (HIS-DAT), as the last stage of a four-stage first-
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order cybernetic model, to explore biosignals or biomarkers for
measuring mainly quality of patient’s medical care. Our HIS-
DAT explores the behavior of electroencephalographic (EEG)
signals in addition with bioacoustic signals by using nonlinear
mathematical tools.

To look for scientific evidence from exploring EEG signals
in a patient with Spastic Cerebral Palsy undergone DAT by
means of our HIS-DAT, we make use of several tools from
both computer science, in particular with parallel computa-
tional systems, and non-parametric or non-linear mathematical
algorithms for the EEG-signal processing, in order to find
emerging patterns at different time scales in the brain activity
of a child with spastic cerebral palsy.

Therefore, this article is organized as follows. Section II
describes our method designed to collect and process EEG
signals. Section III presents the main results obtained after
processing both bioacoustic and EEG biosignals. Section IV
discusses the results obtained from both the Power Spectral
Density and Self-Affine analysis in terms of changes detected
in patient’s brain Before, During and After DAT. Finally,
Section V provides the authors’ main thoughts.

II. METHOD

A. Case Study

During Dolphin-Assisted Therapies (DAT), the fundamen-
tal participants are therapist, dolphin’s trainer, patient with
Infantile Spastic Cerebral Palsy (ISCP) and female bottlenose
dolphin. In this work, the cerebral activity of the patient with
ISCP and dolphin are measured and explored to determine
with scientific evidence the cause-effect correlation between
them during DAT. It is worth emphasizing that only one child
with ISCP was used as a case study, which we will refer to
hereinafter as Patient. Characteristics to be taken into account
for this research are following:

• Patient with ISCP: Analysis of the cerebral electric
fields resulting from interaction between neurons dur-
ing process of DAT.

• Female bottlenose dolphin: Bioacoustic signal emitted
for communication between frequencies of 200 Hz and
150 kHz. Added to these the clicks emitted for its
echolocation ranging 20 kHz to 150 kHz.

B. Signal Acquisition Tools

Electroencephalography measures the spontaneous electri-
cal activity of the cerebral cortex, i.e. the surface layer of the
brain. This phenomenon is not due to the simple addition of
the action potentials of the 1× 1011 neurons that make up the
brain. The rhythmic variations in the observed waves owed
a large population of neurons oscillating coherently. In other
words, they all generate a signal of the same frequency. The
presence of these rhythms indicates brain activity at the level
of millions of neurons acting together synchronously. The form
of the EEG signals depends on the age and alertness of patient,
changing markedly during childhood. In a healthy brain, this
activity is very similar in the different regions of the brain, so
there will be no appreciable differences between the different
areas of the cortex, called lobes. The real-time recording of
brain electrical activity lacks a reproducible pattern, which

resembles a chaotic signal of very small amplitude, around 10-
100 µV so it is not difficult to confuse it with a random noise.
For this reason, normally studies of the EEG signals focus on
its power spectrum via an analysis in frequency bands, but we
also introduce a fractal characterization [25] to find emerging
patterns from a quantitative nonlinear point of view.

EEG signals are measured as a voltage difference between
two electrodes. In order to be able to measure such a small
signal, the contact between electrode and skin must be correct.
Often the skin receives a preparatory treatment, namely oily
skin and dead cells are removed from the surface to arrange a
conductive gel or paste to improve contact, in order to measure
the impedance between the electrode and the skin. To achieve
correct results, the impedance should not be much above 5 kΩ.

Usually there are two configurations for the placement of
the electrodes: i) in a referential way and ii) in a bipolar
way. The first one is also called monopolar configuration, the
reference is the same for all electrodes, i.e. when two EEG
signals are recorded with a 2-channel EEG module, two active
and one reference electrodes would be needed in addition to
the ground electrode. Whereas for a bipolar configuration
each channel has its own reference, so that to record two
signals, i.e. four electrodes are necessary in addition to the
ground electrode. The ground electrode that is added in both
configurations is intended to reduce the common mode, e.g.
the annoying interference of the electrical network [26].

Generally an EEG signal is characterized by means of its
power spectrum. Traditionally the spectrum of an EEG signal
is divided into four frequency bands. Besides, an EEG signal is
going to be made up of components from all bands to a greater
or lesser extent, but under certain conditions one or the other
prevails. An EEG signal can be described as follows:

1) δ Band (0.5-3.5 Hz): Low frequency and high in-
tensity waves (a few hundred µV). They occur in
young children and adults only in a state of deep
sleep, unconsciousness or situations that increase
intercranial pressure such as brain tumors.

2) θ Band (3.5-7.5 Hz): These waves of amplitude less
than 20 µV occur during the maturation process in
the entire cerebral cortex, although it predominates
in the occipital and temporal region and is faster in
the frontal area. There are prevailed in children 5-
7 aged and are associated in adults and adolescents
with creative thoughts, stress or psychic disorders.

3) α Band (7.5-12.5 Hz): These waves of amplitude
less than 20 µV are known as alpha rhythm and are
referred to bursts of 20-100 µV of amplitude and
great periodicity at those frequencies predominant
over the occipital region but appearing throughout
brain cortex. Average frequency of the alpha rhythm
in an adult population is about 10.2 Hz. These
waves are also associated with states of relaxation,
inactivity and are very evident in the absence of visual
stimuli[27].

4) β Band (12.5-30 Hz): These small amplitude signals,
below 20 µV, are quite common and predominate
during adulthood. There are usually divided into
low beta, medium beta and high beta. The low
beta rhythm is usually localized in the frontal and
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occipital lobes and the other two are less localized.
There are more irregular than the alpha rhythm and
are associated with psychophysical activity, states of
agitation, alertness or mental activity when solving
problems.

To record the patient’s brain activity or Human-Computer
Interaction (HCI) in bands δ, θ, α and β, we use the ThinkGear
ASIC Module v1.0 (TGAM1) passive sensor developed by
the NeuroSky company (see Fig. 1), measuring the frequency
bands of brain waves and generating raw time series, i.e. raw
sound signals [28], [29]. These sound signals were recorded
from the patient with ISCP by the first frontopolar electrode
(FP1) of 10-20 System of Electrode Placement [30].

Fig. 1. Signal acquisition tools: Sensor ThinkGear ASIC module v1.0
(TGAM1)

Fig. 2. Signal acquisition tools: Hydrophone 8103 of Brüel & Kjaer

This sensor enables to construct fractal time series to be
compared with spectrogram obtained from power analysis of
bioacoustic signals, in order to insight relevant information
about the dynamics pertaining to the behavior of the patient’s
brain Before, During and After DAT.

To collect dolphin’s bioacoustic signals, a Brüel & Kjaer
8103 Hydrophone and its coupling attachments are used to
sound card that allows communication with computer equip-
ment. This small and highly sensitive transducer is used to
perform absolute sound measurements in frequency ranging
from 0.1 Hz to 180 kHz with a reception sensitivity of -211 dB
referred to 1V/µPa. It has high sensitivity relative to its size

and good overall characteristics, making it generally applicable
for both industrial and educational use. The high-frequency
response of Type 8103 is especially valuable when conducting
acoustic investigations of marine animals and in measurement
of pressure distribution patterns by ultrasound. It is also useful
for cavitation measurements. Fig. 2 shows the main external
characteristics of the type 8103 hydrophone.

The applied Signal Acquisition Tools are described in detail
in [31], while the mathematical tools used in this work are
explained in [32].

C. Stimuli

Sonar of dolphins in conjunction with the resonance char-
acteristics of humans are contributing factors to the current
interest of this type of alternative therapies by researchers and
foundations devoted to the treatment of neurological ailments,
mainly in children [15], [16] with developmental disorders .

In [18] is argued that a dolphin orients its sonar by itself
to the cranial area of the patient during DAT.

Hence, there is an increment of the Power Spectral Density
when dolphin is closer to the patient, and thus a certain
resonance frequency is yielded in specific parts of the patient’s
body (see Table I).

TABLE I. RESONANCE FREQUENCY RANGE OF THE PATIENT’S BODY

Human body parts Range of Resonance Frequency (Hz)
Arms and shoulders [2,8]

Chest [2,12]
Hips [2,8]

Lower back [6,12]
Abdomen [2,14]

Head [8,27]

Therefore, the main issue is that dolphin’s sonar produces
resonance of different parts of the human body, yielding
effects on the nervous system of the patient via psychological
changes [33]. This process is attributed to the generation
of endorphin in the brain, bringing about the activation of
collagen molecules throughout the body.

Positive effects of DAT have been observed since 1978
in [34], [35], who proposed an experimental model of assisted-
therapy to be a starting point for complementing the systematic
rehabilitation, highlighting relevant factors in the effectiveness
of these alternative therapies such as the type of patient
condition, the water temperature, and the time required in
a day. Each DAT is different, according to the condition to
be treated as well as the patient specific needs [15], [16].
The conclusion of these works is that patient improvement
depending only on testimonials explained by parents of the
patient to therapists and trainers.

For this reason, some authors in [36] refer to DAT such
as a scientific Heresy owing there had not a study where the
brain activity of patients were measured and explored during
DAT from computational and mathematical points of view.

D. Methodology

1) Model: The Healthcare Informatics System developed
in this works relies on information technology, allowing to
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Fig. 3. Four-stage first-order cybernetic model of the healthcare informatics
system or HIS-DAT

organize and analyze health (EEG signals) records to measure
and evaluate healthcare (effectiveness) outcomes.

Our Healthcare Informatics System is included in a model
designed for measuring and assessing the effectiveness of
DAT in a patient with ISCP. This model can be summarized
in a four-stage first-order cybernetic model (see Fig. 3): i)
Signal Acquisition, ii) EEG Processing, iii) EEG Exploring
and iv) Healthcare Informatics System (HIS-DAT). The input
of this system is the Signal Acquisition stage wherein acoustic
activity of the dolphin’s sonar stimulates the patient’s brain
activity, considered the Child-Dolphin Interaction. In the EEG
Processing stage, biosignals acquired in parallel in the previous
stage are digitized and transformed into the frequency space.
Subsequently, an EEG Exploring stage is performed as the
output of the system, summarizing the behavior of biosignals
by means of both a Power Spectral Density and a Self-Affine
Fractal Analysis. Finally, in the fourth stage the Child-Dolphin
Interaction is contrasted with non-parametric mathematical
methods applied, in order to assess how effective the assisted
therapies were for the patient, i.e. HIS-DAT focuses on making
sense of the feedback or Input / Output interaction of the entire
DAT-system.

2) Procedure: DAT can be carried out both in a tank and
in open sea, contributing to the effectiveness of this kind of
alternative therapies. There is no a standardized procedure for
this type of assisted-therapies, since they vary to adapt to
both patient and location conditions. Hence, depending on the
sort of facility, DAT are performed differently, but there are
prevailing factors [37], [38].

It is noteworthy mentioning that National Polytechnic
Institute of Mexico by means of its Ethics Committee in
document number D/1477/2020 approved this methodology for
sampling and treating not only patients with ISCP but also
female bottlenose dolphin.

In Delfiniti-Ixtapa facilities everything starts with an inter-
view to the parents in order to learn more on their children,
including the infants’ diagnosis and behavior. This is vitally
important in children whose communication skills are limited,
and helps adjust therapies to the needs of each patient [39],
[40].

Already in the water two specialists are present during the
process: i) dolphin trainer and ii) therapist. Dolphin trainer su-
pervises the behavior of dolphin while therapist places dolphin
in certain parts of the patient body, especially those points that
are located on the patient skull. Since a patient is introduced
into the water, his/her motor exercises begin to stimulate the
movement of the joints and effort in the muscles for carrying
out a treatment focused on diseases that attack the central
nervous system, regardless of the type of therapies [41], [42],
[43]. Moreover, these exercises are performed as a warm-up
before DAT and generate trust between patient and therapist,
a crucial element during therapies. For patients with motor
severity, water provides support in the body enabling them to
perform more postures. Besides, water helps exercise muscles
and joints, activating blood circulation to induce the desired
state of relaxation.

The introduction of dolphin into the procedure is at dis-
cretion of the human specialist, taking place until the patient’s
confidence enables it. In [16] describes how many times in
a day dolphin accepted the presence and the interaction of
patient, before and after being trained for that purpose. After
training dolphin, patient displayed feelings of joy, acceptance
and a state-reflective positive [44].

The Delfiniti-Ixtapa personnel have developed their own
Intervention Methodology for performing DAT (IM4pDAT).
Thus, in the interaction with the dolphin, the patient is guided
to caress it with complete movements that stimulate orienta-
tion and movement in three dimensions: length, height and
depth [44]. To perform effectively DAT, the cooperation of
both parties is stimulated by rewards, which is known as con-
ditioned behavior (see Fig. 5). If IM4pDAT are done correctly,
patient is rewarded by caresses, games and activities with
dolphin, while dolphin cooperation is rewarded by attention
and food as prizes.

Fig. 4 shows a Therapist who indicates to trainer where to
orient the dolphin’s nose to specific points on the patient’s body
until a light-touch is performed. Starting with the upper part of
the chest where the thymus is located, a gland that develops
T lymphocytes and responsible for the cellular immunity of
the human body [45]. The dolphin’s sonar emission can be
perceived by therapist, either by waves in the water or by a
sensation in the area where the body is in contact.

Next points to be in touch with dolphin are the frontal
lobe located on the patient’s forehead, and later in nape of
the neck where the medulla oblongata is located, this latter
communicates the peripheral nervous system and the spinal
cord with the brain. Subsequently, therapist orients dolphin to
the middle of head, in order to locate it in pituitary gland, a
gland that is part of endocrine system responsible for produc-
ing hormones that carry instructions and information among
several cell groups. Dolphin is oriented towards occipital and
parietal of patient in an upright position, where it is usual
that certain discomfort occurs when dolphin is approached to
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left hemisphere of patient’s brain. In [46] it is established left
hemisphere is dominant for mathematical comprehension and
language. In Delfiniti-Ixtapa a therapies last from 15 to 30
minutes, according the patient’s needs [44].

Fig. 4. Dolphin-assisted therapies in mexico: development

Fig. 5. Dolphin-assisted therapies in mexico: dolphin feeding

As mentioned before, DAT are alternative therapies increas-
ingly recommended by foundations to support children with
neurological disorders and rehabilitation centers, in addition
to being recommended by the Family Integral Development
System (DIF, in Spanish) in Mexico [16], [47].

Nonetheless, there are bad practices when DAT are per-
formed, as in all human activity, since it is still a business goal
that increases in popularity over the years. Hence, DAT have
been seen as a procedure focused mainly on animal rights and
without any scientific evidence on its effectiveness. However,
in [16], [48], [15] it as also encouraged the emergence of
new research to improve techniques to be carried out, in order
to assess the effectiveness of this method in the treatment of
several disorders, diseases and ailments.

To understand the origin of benefits of DAT and try to
offer scientific evidence about its effect in children with ISCP,
a Human-Computer Interaction model is developed for the
frequency-analysis in sessions lasting 8 minutes, proposing two
sub-types of experiments. On the one hand, one session at a
pool without a dolphin for 6 minutes measuring patient’s brain
activity in four exercises:

1) Before therapy in the water (1 min).

2) During therapy in the water without a therapist (2
min).

3) During therapy in the water with the therapist (2 min).
4) After a water therapy (1 min).

On the other hand, one session at the dolphin’s tank with
salt water, previously informing the completion of DAT and
measuring patient’s brain activity in five exercises:

1) Before DAT (1 min).
2) During DAT without therapist and without dolphin (2

min).
3) During DAT without therapist and with dolphin (2

min).
4) During DAT with therapist and with dolphin (2 min).
5) After DAT (1 min).

The above mentioned experiments are designed to indepen-
dently compare the effect in DAT under different factors such
as water, wind or dolphins [49]. To verify the expected out-
comes for the experimentation, the raw-results were acquired
using IM4pDAT.

E. Data Acquisition and Analysis

The correlation analysis between bioacoustic signals emit-
ted by dolphin and an EGG signal from patient with ISCP
is performed from a software developed in the programming-
language MATLAB because of being a programming language
oriented to design scripts, i.e. an interpreted language made-
up a set of predesigned functions for execution of programs in
mathematical language. To perform only the program’s final
stage, i.e. analysis of collected data, minimum requirements of
MATLAB R2016b release are demanded.

Data-acquisition process during DAT requires the following
devices:

• Sensor ThinkGear ASIC Module v1.0 (TGAM1).

• 2 Web with Standard or SD Resolution, although it
supports high-definition or HD.

• USB-DAQ 8/2-ch production analysis card.

• Charging to Delta Tron converter with integrated
TEDS.

• BNC (male) to 10-32 UNF (female) adapter.

• Brüel Miniature hydrophone & Kjær Model 8103 with
10-32 UNF cable (male).

Besides the analysis of biosignals performed in this re-
search, a system programmed in Matlab R2022a is also de-
veloped in order to create folders on local disk of computer
equipment used for this analysis. These folders store sam-
ples collected in each analysis step. Integrated development
environments or IDE’s are designed for each part of the
process to be managed intuitively by users, so that the program
execution is divided into modules to provide the user graphical
access to system control. Likewise, each module is divided
into functions with specific goals for successfully running
of the program by dividing the process into sub-sequential
processes. Each function is executed by indirect calls, allowing
sequential execution of same, as well as transfer of data among
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them. Fig. 6 and 7 show both IDE Configuration for signal
acquisition and the one for storing Basic patient information,
respectively.

Fig. 6. Data analysis: configuration for signal acquisition

Fig. 7. Data analysis: basic patient information

For the statistical analysis of time series, in this work
an Self-Affine (or Fractal) Analysis was performed. A fractal
object is scale-invariant or self-affine when it remains invariant
under an anisotropic transformation scale (different scales in
all directions). Despite their differences, on a transformation
scale, directions are not completely independent. If, when
zooming in, one of coordinate axes is transformed into a factor
b, x → bx, the rest of coordinate axes must be rescaled into
a factor b xi → baixi, in order to preserve the invariant
set. Exponent ai is called the Hurst exponent (or dynamic
scaling exponent) and tell us what the degree of anisotropy or
correlation of the set is [50].

Biosignals, specifically EEG signals, representing a fractal
system having self-affinity at a macro level and at a micro
level. Small changes create a huge variety of patterns at both
micro and macro levels. Fractal analysis makes it possible to
determine fractional dimension and detect properties of self-
affinity in objects or time series subject to investigation and
possessing complex characteristics [51], [52].

In this work, we apply Self-Affine Analysis as theoretical
basis for evaluating dynamics of EEG signals of patient with
ISCP owing this mathematical tool gives us a notion of the
behavior of cerebral signals. From EEG time series it is

possible to explore the behavior of many biological complex
systems at different time-scales. Expected relationship between
values of EEG at time t and at time t + τ is a correlation
relationship in brain activity. Otherwise, a stationary time
series has correlation when it depends only on time interval
between two observations and falls to zero fast enough while
increasing, reflecting the fact that influence of past values
decreases with considered delay [50], [53], [51], [52].

Thus, evaluation of Hurst exponent is a first step in
recognition and characterization of complex dynamics in EEG
time series. This analysis makes it possible to distinguish a
random behavior from a non-random one.

Likewise, a EEG time series with some level of pre-
visibility will show positive self-correlation. Contrarily, a EEG
time series with negative self-correlation has no level of pre-
visibility. A Hurst exponent ranging 0.5 < H ≤ 1 corresponds
to EEG time series showing a period of growth followed by
another analog. This means that one increase is more likely
to be followed by a similar one; this is known as positive
self-correlation [53].

While values located at 0 < H < 0.5 correspond to
a behavior of one period of growth followed by another of
decrease, or vice versa, there is more probability that next
period is below average; it has a negative correlation. In
addition, H = 0.5 corresponds to a random movement; an
increase can be followed by a decrease or by a similar one.
Finally, the movements do not display any memory, it has
auto-correlation equal to zero, namely H = 0. All this will
give us information about the behavior of patient with ISCP
when his/her brain is excited or not by a bioacoustic signal
emitted by the dolphin [53].

III. RESULTS

This section is divided into three main parts. The first
describes how the performance or test operation of biosignal
acquisition equipment is validated. The second explains the
Power Spectrum Density results. Finally, the third shows the
Self-Affine Analysis results.

A. Performance Validation

A data capture was realized using all the sensors for testing
the system operation. This test lasted 5 minutes with the
dolphin presence to capture the bioacoustic signal by using
the 8103 hydrophone. Additionally, a control subject without
any diagnosed condition was positioned on the side of the tank
to perform the EEG analysis on it.

Once data acquisition process was completed, Analyzing
IDE option corresponding to FFT option was selected in order
to verify whether the use of the hydrophone is part of the saved
settings. Hence, an indirect call is made to a function to graph
the raw-data, both from the hydrophone and from the EEG.
Firstly it is set-up the following: i) the hydrophone’s sensitivity,
ii) the total sample, iii) the analysis time (in this case, 5
minutes), and iv) the folder for the patient as the destination
path for the outcomes. Besides the raw-data collected are
plotted to yield the time series corresponding to the Volts
referred to Pascals (V/Pa) captured by the hydrophone in each
1 /fs seconds (see Fig. 8). Images generated by webcams are
saved as image-files in the patient’s folder.
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A DAT session was studied from the average frequencies
obtained for the histogram of this Experiment, both from
the EEG and the hydrophone 8103. These frequencies were
estimated in an expected range for a patient in a relaxed state
and a dolphin with little activity, respectively.

0 20 40 60 80 100 120

Time Line (Seconds)

10

15

 (
V

/P
a
)

Fig. 8. Time series of the hydrophone resulting from the test

B. Power Spectrum Density

The power density was estimated via an indirect call to a
function by adjusting both the minimum frequency to which
the hydrophone is sensitive (fmin = 0.1 Hz) and the sampling
frequency (fs = 96000 samples per second). The pwelch
function is applied inside the MATLAB Signal Processing
Toolbox to obtain the Welch transform using a kaiser window
of size (2/fmin)xfs. In Fig. 9 is shown the graph resulting from
the estimation of the power density expressed in decibels (dB)
and referred to Hertz, for each of the frequencies captured by
the hydrophone 8103 during the experimentation.

Fig. 9. Periodogram of the hydrophone resulting from the test

Then, the spectrogram function is applied inside the MAT-
LAB Signal Processing Toolbox with a kaiser window of
size (2/0.1)xfs to calculate the Fourier transform in short-
time of the frequencies captured every 1 /fs seconds. This
is required to define a normalized-vector to the maximum
frequency estimated by the hydrophone. As a result, the
spectrogram of Fig. 10 is constructed, depicting a heat-map
where each column contains the estimate of the power density
of frequencies captured while running the experiment. Fig. 10

and 11 show a spectrogram of biosignals from patient’s brain
activity and dolphin’s echolocation, respectively. These graphs
are stored with the patient’s name as image files.jpg in the
selected folder as the Patient Data.

Fig. 10. Spectrogram resulting from the test from EEG

Fig. 11. Spectrogram resulting from the test from hydrophone

Likewise, Fig. 10 and 11 show three-dimensional graphs
where not only whole power given by a frequency is observed,
but also the moment when a sample manifested certain fre-
quency. Lighter areas point out higher power of a frequency
at a certain moment and, on the contrary, dark areas indicate
lower power. Thus, after analyzing these two-spectrograms it
is found (in red) a clear activation of the brain of patient with
ISCP in β = 12 Hz frequency band, which are related to a
state of alert and conscious attention, at the same time when
dolphin emits at approximately 12 KHz. This means an indirect
activation of the child’s brain caused by dolphin’s echolocation
during DAT.

Fig. 12 shows the resulting histogram from the average of
the power of frequencies captured during the experimentation,
in intervals of two octaves. Although the hydrophone 8103
is sensitive until 180 KHz, its maximum frequency can be
represented as nineteen octaves. For this experimentation only
the first-twelve octaves were considered, ranging from 0 to
4096 Hz due to a greater occurrence of the highest powers
from seven to ten octaves.

For the data generated from the EEG signals, we also apply
the same functions for graphing and analyzing the hydrophone,
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Fig. 12. Histogram of the hydrophone resulting from the test

and performing a similar analysis to the hydrophone without
plotting in octaves but plotting in frequency bands of brain
activity, such as δ (0.5-4.0 Hz), θ (4.0-8.0 Hz), α (8.0-12.0 Hz),
beta β (12.0-30.0 Hz)[54].

Once data processing is finished, a new IDE is opened
(see Fig. 13(a)) to choose between viewing the outcomes
of the sensor EEG (see Fig. 13(b)) or the Hydrophone (see
Fig. 13(c)). If it is wanted to return to the Analysis IDE, it
must be pressed the return button. The high-quality versions
are located in the same folder selected as the Patient Data.

Fig. 13. Results of ISCP patient. (a) window of the Integrated Development
Environment (IDE), (b) fast fourier transform for EEG signal, and (c) fast

fourier transform for hydrophone biosignal

A frequency analysis during DAT is carried out from the
signals captured in this cetacean via the 8103 hydrophone and
the EEG signal corresponding to a DAT performed on a patient
with ISCP (see Fig. 14 [55]).

In Table II is shown the recorded outcomes corresponding
to the average of frequencies obtained from the EEG signals.
High-frequencies (α+ β bands) refer to an attention state and
low-frequencies (δ+ θ bands) correspond to a relaxation state
in a human. In the case of water therapy without a dolphin, it
is observed a decrease at the end of therapy of 72.77% in the
power of the patient’s brain activity for low-frequencies and
85.33% for high-frequencies. Contrarily, in the case of DAT
was found an increase of 9.73% and 6.85%, respectively, at
the end of therapy. In both sub-types of experimentation, the

Fig. 14. DAT given to a patient with spastic cerebral palsy in
Delfiniti-Ixtapa, Mexico

greatest power is recorded when the main factor of change
is introduced in each therapy, being the therapist in the case
of therapy in the pool and the dolphin in the case of assisted
therapy. Thereby, during DAT the greatest power is recorded
between both sub-types of experiments. The increase observed
is 160.3% in low-frequencies and 143.84% in high-frequencies
regarding the frequencies recorded Before DAT.

C. Self-Affine Analysis

Fig. 15 and 16 show the main outcomes for RAW-EEG
brain activity. Fig. 15 shows the cerebral activity of patient
with ISCP undergo DAT with dolphin and therapist. Fig. 16
presents the results in terms of voltage fluctuations regarding
brain activity, estimated by a Self-Affine Analysis. The three-
curves depict the voltage fluctuation behavior at different time-
scales: i) in red color the sample taken Before DAT, ii) in blue
color the sample taken During DAT, and iii) in green color
the sample taken After DAT. The resulting values of the Hurst
exponent are: i) Before DAT H = 0.4133, ii) During DAT
H = 0.3898, iii) and After DAT H = 0.4462; in all cases the
behavior of patient’s brain activity is antipersistent or displayed
negative correlations (0 < H < 0.5)., i. e. there is a constant
change in the patient’s brain activity

Fig. 15. Main results for RAW EEG brain activity of the child with ISCP: i)
in red color Before DAT, ii) in blue color During DAT, and iii) in green

color After DAT
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TABLE II. RESULTS FROM PATIENT WITH ISCP, EXPERIMENT CARRIED OUT ON JANUARY 25, 2020. THE BOLD BARS INDICATE THE BEST
THERAPEUTIC EFFICIENCY IN TERMS OF POWER DENSITY

Therapy Bands Before During After δ + θ + α + β
Before During After

Pool δ + θ 423.65 256.56 115.36 1097.75 563.28 214.28
without therapist α + β 674.1 306.72 98.92
Pool δ + θ 423.65 365.08 115.36 1097.75 771.99 214.28
with therapist α + β 674.1 406.91 98.92
DAT δ + θ 262.48 222.89 288.02 596.98 649.42 645.43
without dolphin and therapist α + β 334.5 426.53 357.41
DAT δ + θ 262.48 217.5 288.02 596.98 477.77 645.43
without dolphin and with therapist α + β 334.5 260.27 357.41
DAT δ + θ 262.48 683.26 288.02 596.98 1498.9 645.43
with dolphin and therapist α + β 334.5 815.64 357.41

Fig. 16. Results form self-affine analysis describing the voltage fluctuation
behavior at different time-scales: i) in red color before DAT, ii) in blue color

during DAT, and iii) in green color After DAT

IV. DISCUSSION

From Table II, it can be observed that the greatest power
occurs both at low-frequencies (0.5 − 8.0 Hz → δ + θ) and
at high-frequencies (8.0− 30 Hz → α+ β) when performing
DAT with a therapist working on the patient. In addition, when
frequencies ranging from 0.5 to 30.0 Hz (δ+ θ+α+β), DAT
gets the greatest power during therapy. Moreover, a simulated
DAT in a pool is working as a relaxant since it has a tendency
to reduce the power of brain activity. While tendency of DAT
is to enter with a certain power, it increases almost 3-fold the
power and produces a greater effect than initial therapy, as well
as it keeps high-frequencies responsible for concentration.

In [56] and in [57] have been pointed out that a com-
plete conventional therapy should increase the brain’s highest-
frequencies in conditions, e.g. Attention Deficit Hyperactivity
Disorder since it makes patient’s concentration be kept, an
effect that does occur in DAT.

Concerning to outcomes resulting from the Self-Affine
Analysis, it is observed: i) Before DAT H = 0.4133, ii)
During DAT H = 0.3898, and iii) After DAT H = 0.4462.
Thus, in the full-session of DAT the patient’s brain activity
displays only negative correlations at different time-scales, i.e.
the patient’s brain activity increases and decreases all time
long, but the greatest changes occurred During DAT due to it
yields the lowest Hurst exponent (H = 0.3898), i.e. the most
negative correlation displayed.

Finally, it is worth mentioning that it is not possible to

compare the results obtained in this article with those yielded
by other related articles on the topic owing non-parametric
and non-linear mathematical methods such as this work are
not used and are only limited in many cases in the opinions
of parents or simply basic descriptive statistics such as the
mean or standard deviation. Besides, this work contains just a
single case study, which gives a first approximation of what
happened with the brain activity of a patient with cerebral
palsy during DAT, but it is the basis for future research, which
should have at least both control and intervention subjects in
order to strength our findings.

V. CONCLUSIONS

Family members of patients with Infantile Spastic Cerebral
Palsy (ISCP) appeal to both conventional and alternative thera-
pies such as dolphin-assisted therapies (DAT). This work trials
to find scientific evidence about the effect of DAT in a child
with ISCP for improving his functional abilities and quality of
life. Therefore, we develop a four-stage first-order cybernetic
model: i) Signal Acquisition, ii) EEG Processing, iii) EEG
Exploring and iv) Healthcare Informatics System (HIS-DAT)
to measured the brain activity of this patient by collecting
and exploring two passive-sensor types of biosignals: i) Elec-
troencephalographic and ii) Sonar echolocation of a female
bottle-nose dolphin.

We found that the Power Spectrum of signals from EEG
and Hydrophone signals yield similar densities along all DAT
and increases 3-fold higher-frequency brain activity when the
therapist-dolphin pair interacts with the patient. Increments
in higher-frequencies, ranging from 12 to 30 Hz (α + β),
corresponding to concentration activities can help not only in
patients with ISCP but also in other disorders such as Attention
Deficit Hyperactivity Disorder. These findings are supported by
the Self-Affine Analysis outcomes, pointing out the emergence
of negative correlations from the patient’s brain activity during
the whole session of DAT but the greatest changes occurred
During DAT. Usage of a single child as a case study shows
first results of how this patient’s brain activity behaves when
this brain has neuronal disability and it is auto-stimulated by
dolphin’s sonar.

The proposed HIS-DAT model stores and retrieves all ap-
plicable information regarding patients undergone DAT. HIS-
DAT also allows doctors, therapists, dolphins’ trainers, and
parents to have quick, easy, and efficient access to changes in
patients’ brain activity Before, During and After DAT in order
to evaluate its effectiveness.
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Abstract—The manufacture of plastic parts requires a rigor-
ous visual examination of its production to avoid the shipment of
some that would be defective to its customers. In an attempt to
ease the detection of scratches on plastic parts, the prototype of
a computer-assisted visual inspection system was developed. The
aim of this paper is to introduce how we explored ways to design a
semi-automatic system comprising of a lamp whose orientations
and intensities help in revealing irregularities on subjects that
would have been missed with a unique light configuration. This
process was qualified as “hardware data augmentation”. The
pictures collected by our system were then used to train several
convolutional neural networks (YOLOv4 algorithm/architecture).
Finally, the performances of their models were confronted to
evaluate the effects of the different light settings, and deduce
which parameters are favourable to capture datasets leading to
robust defect detection systems.

Keywords—Augmentation technique; deep neural network; im-
age processing; light emission; object detection

I. INTRODUCTION

The appearance of a product is the first and foremost
characteristic that will attract, or repel, a customer. One of
the key factors for an “appealing aspect” is the lack of flaws
in the final product. Indeed, if defects are visible on an item,
it will be considered poorly made. Therefore, it is essential
for a manufacturer to carefully design its processes so that
irregularities become as rare as possible.

Companies have been striving to produce quality products
by implementing verification procedures in crucial stages of
their production. In the plastic industry, for example, it is
frequent for operators to be tasked with observing the surfaces
of plastic parts under some light and comparing them with
typical flawless pieces as validation standards. These pieces
are moved to different positions, so the incident light may
expose defects that would otherwise have remained invisible.
However, visually inspecting parts is a fairly laborious and
time-consuming burden for a human and the accuracy of its
outcome may be unreliable. Among the few factors that can
alter the judgment of an operator, their lack of experience or
assiduity may certainly be the most common [1].

With the advent of artificial intelligence (AI), mostly deep
learning techniques, applied to the detection of elements in
pictures or video streams, industries have been trying to
develop systems that would automatically notify the presence
of defective items in their production lines. Nowadays, the
popular method to implement such an AI is via the usage
of Convolutional Neural Network (CNN) models [2], [3], [4],
whose algorithms and architectures enable them to extract

features from pictures (or videos) and classify their content
through pattern matching.

Although current CNNs are quite efficient in detecting
familiar categories of objects within pictures, they are still
perfectible when used for specific tasks in specialized fields.
For example, when integrated as monitoring tools on pro-
duction lines of plastic or metallic parts, the scarcity of
defective training data may lead to poor model performances.
A substantial and diverse dataset is often required for a deep
learning algorithm, such as CNNs, to produce an efficient
model [5]. Moreover, another problem comes from the fact
that an operator has to move and orientate the pieces in
different positions to reveal flaws that would not be noticeable
with a unique point of view and light incidence, since these
movements are hardly ever performed automatically by an
inspection system.

It is not rare for studies to explore ways that would expand
limited datasets or boost the efficiency of deep learning mod-
els, but these researches generally involve software solutions
revolving around image processing [6], [7]. In our case, we
looked into a hardware method to enhance the quality of
artificial networks’ trainings through the acquisition of datasets
whose elements have undergone physical data augmentations,
as opposed to artificial data augmentations. These physical
“data augmentations” come as fluctuations of both the bright-
ness and the orientation of a light exposing a target (i.e. the
object to be represented in the sets). This concept also aims to
be useful to help models in detecting defects, as the visibility
of the details of an item may vary with the intensity and the
angle of incidence of its illuminating lamp. These multiple
lighting conditions act as the movements an operator performs
during their inspection: moving items into different positions
and adjusting the brightness to facilitate their judgment, but
unlike these manual inspections, our concept aims to perform
these operations automatically.

II. RELATED WORK

Researchers have investigated numerous means of perform-
ing data augmentations for both the expansion of insufficient
assortments of pictures and for the creation of robust models.
Our study investigates yet another novel approach to collecting
and exploiting data targeting computer-assisted visual inspec-
tion of surfaces.

In deep learning, the size and diversity of a dataset are
critical to creating a decent model [5], in case of a restricted
set of training samples circumventing these limitations may
be required. Therefore, resorting to data augmentation is a
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common preprocessing step in deep learning [6], [7] (geo-
metric transformation, noise addition, mix of images, etc.).
Granted that the affinity of the new samples estimates them
close to the originals, this artificial inflation of a dataset’s
population permits reducing the risks of a model overfit while
improving its feature extraction capabilities, thus enhancing its
adaptability to new data [8].

Data augmentation involving synthetic manipulations of
the illumination of a picture is not unusual, whether it be
by modifying their ”general” brightness [9], or by adding a
“synthetic” light source and shifting its position [10]. How-
ever, the majority of previous works revolve around software
augmentation to generate their data, which often results in
unnatural representations that may not be relevant to the
models.

Moreover, some softwares and appliances aiding in the
inspection of plastic parts already exist, such as the SavvyIn-
spector™ [11] from Savvy Optics Corp., but they often do not
include automatic image processing technologies nor consider
different lighting configurations. Several studies also aimed at
facilitating the examination of surfaces, but their experiments
often did not take the orientation of the light into consideration
[12], [13], [14].

Our study focused on the creation of a simple system
that made possible the acquisition of data that are physically
“augmented” through the different light settings used during
their capture. This method is useful to generate specimens
that are representative of occurrences a model will face in a
live setting. Pictures of defective plastic parts were collected
to train models, and the performances of these models on
common test samples have subsequently been compared.

III. IMAGE CAPTURING SYSTEM

In current industrial environments, visual inspections ne-
cessitating rigorous examinations are still predominantly per-
formed manually. So as to expose as many potential defects as
possible on products, the common procedure is to scrutinise
them under multiple lighting configurations. Operators are
required to adjust the positions of the objects’ surfaces, such
as in Fig. 1, so the angles of incidence of the rays emitted by
the light source can reveal deficiencies [15]. They may also
modify the brightness of the source, since it has an obvious
influence on the global visibility of the subjects they observe.
Nevertheless, an equilibrium is to be found: while a dim light
makes it difficult to distinguish details -if anything-, a bright
light can also alter vision by flooding a defective area, covering
its flaws with interfering glares.

In order to observe the effects distinct illumination settings
of samples have on the efficiency of a CNN model’s training,
we have developed a semi-automatic device equipped with a
light that automatically rotates around a subject while taking
pictures as it reaches a designated set of positions. Its diagram
is illustrated in Fig. 2 and its prototype is shown in Fig. 3.
However, the current system version still needs the user to
change the intensity of the light manually.

This system enables the capture of pictures with subjects
illuminated from multiple angles and with different lighting
brightness. The current prototype allows 256 levels of lumi-
nosity and has an amplitude of about 270°, since the support

Fig. 1. Diagram of a manual inspection

Fig. 2. Diagram of our automatic inspection setup

Fig. 3. View of the actual prototype
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of the camera makes a full revolution impossible (as it gets
in the way of the arm holding the bar light as it rotates).
Because the target observed persists over a given set of light
configurations, we qualified the process by which the variety
of images was captured using our system as ”hardware data
augmentations”, as opposed to a regular collection of pictures
that would have been taken in a unique light setting. The
augmentations thus engendered by our system took various
forms: appearances/disappearances of scratches, variations of
their shapes as well as shifts of their colors (or that of
their supports). Several images were thereby collected to train
multiple models on data having different light exposures. Their
incorporations into datasets are detailed further in a subsequent
section.

A. Hardware Components

Our device measures 50 by 50 by 50cm. Its constituting
elements, visible on the photograph in Fig. 3, are the following:

• A camera that collects shots of plastic pieces. Created
by Logitech, the C920 is a 1080p webcam that permits
a stream of 30 frames per second.

• An electrical motor that orientates the light. The
KM-1U is manufactured by Keigan Motor. It can be
controlled programmatically and has a step resolution
of about 0.05°.

• A light that illuminates the subjects that are observed.
This light bar, model TLB245x25-22WD-4, is made
by Aitec System. It can accept up to 24V and 0.3A,
which results in a maximum power of 7.2W.

• An adjustable power supply that regulates the light
intensity. The TPDP1B-2450NCW is made by Aitec
System. It has 256 (16*16) gradations and it can
output up to 24V±0.5V and 1.85A.

Thanks to its 256 gradations, the power supply made it
possible to fine-tune the luminosity level of the light. Since
the latter can accept up to 7.2W, each gradation of the power
supply represents a fluctuation of 0.028125W (7.2W / 256).

Finally, to run the software that operates our prototype and
to carry the CNN trainings, we used a laptop whose operating
system was Windows 10 and which included an Intel i7-8750H
@2.20GHz CPU, an NVIDIA GTX 1060 GPU and 16GB of
RAM.

B. Operating Software

A custom software had to be developed to enable a user
to control the acquisition device we created. Considering that
the operating system of our working station was Windows,
we thought that designing a program in C# on Visual Studio
was the most practical. The User Interface (UI) of the current
version is shown in Fig. 4. This UI is divided into three main
sections:

• Configuration: in this column are listed the elements
related to the establishment of connections with the
external peripherals (motor and camera) and the cre-
ation of the base file structure where captures will be
stored.

Fig. 4. Interface of our image acquisition software

• Parameters and controls: this column contains the
components that enable the user to parameterize the
motor, select how the captures are to be taken (auto-
matically or manually) and control the motor manually
(if desired).

• Data visualisation: data coming from the system
(motor and camera) are shown within this space, so
the user can monitor the acquisition process.

This program allowed us to capture a lot of pictures
with ease and speed. Indeed, within the Parameters and
controls division, it is possible to specify the angular spacing
appropriate between two successive captures and to define the
movement of the camera as “automatic”. However, as stated
previously, the current prototype necessitates the intensity
of the light to be set manually. Despite its resulting semi-
automatic nature, the device still fulfils the incommodious task
of rotating the light on its own, only leaving a simple punctual
intensity tuning to the operator, which makes for a prompt
acquisition process.

IV. EXPERIMENTS

In this section, we will specify the content of the datasets
that were gathered thanks to our system and how they were
used for experimental purposes. The objective of the tests
was to assess the performances of CNN models when the
parameters of physical light sources varied during the acquisi-
tion of the population of their training/validation sets. From
here onward, since each couple of training and validation
collections contain similar data, to facilitate the reading, they
will be referred to as a single entity: “training datasets”.

A. Experimental Conditions

The variables of our experiments were as follows:

• Independent variables: The effects of different illu-
mination settings, such as their brightness and their
orientation, were observed.

www.ijacsa.thesai.org 932 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

Fig. 5. Samples of training and testing pieces with their lines distributions

• Dependent variables: The detection abilities of the
different models were measured thanks to the number
of True Positives (TP), False Negatives (FN) and False
Positives (FP) they output when handling testing data.
We also evaluated them through their precision and
recall, which are metrics derived from TP, FN and FP.

• Control variables: Throughout our experiments, the
sizes of the training and validation datasets have been
kept at respectively 40 and 5 images. Every model has
been trained for 3000 iterations in Darknet, a neural
network framework used to train YOLO [16] models.
Furthermore, every model has been tested on the same
set of 24 pictures to ensure a consistent and reliable
baseline to confront the results.

B. Dataset Compositions

We formed 5 datasets based on photographs of six different
plastic parts created by cutting sheets of acrylic resin into 100
by 100mm squares. Lines have been etched onto the surfaces
of these pieces with a laser engraver, so that they mimic
scratches that can usually be found on items on a production
line, for example. Every piece comes with its own pattern of
lines, carved with determined sets of laser parameters (power,
speed and repetition), repeated in four different areas but with
decreasing lengths. The lines within the training pieces were
20mm, 15mm, 10mm and 5mm long, while that of the testing
pieces were 7mm, 5.25mm, 3.50mm and 1.75mm long. The
aim was to obtain synthetic flaws that had different aspects.
A visual explanation of the line distributions can be found in
Fig. 5, in which features highlighted with a common color
were traced with the same laser configurations.

The pictures have all been collected by our semi-automatic
visual inspection system. In order to minimize the risks of
getting biased datasets, the pictures have been taken at night
time when no external source could interfere with the light
exposure of the pieces intended by the system.

1) Training data’s characteristics: Four pieces comprising
16 scratches each, listed in Fig. 6, were used to take 784
photographs. This amount of data is due to the number of
combinations possible with:

• 4 pieces whose scratches are tilted: 0°, 45°, 90°, 135°

• 7 light intensities: 0.45W, 0.9W, 1.35W, 1.8W, 2.25W,
2.7W, 3.15W

• 28 light positions: 0°, 10°, 30°, ..., 250°, 260°, 270°

Fig. 6. Base pieces used for training, with the tilt value of their scratches

Fig. 7. Training pieces with different light intensities

Fig. 7 presents one of the plastic parts under different
illuminations, while Fig. 8 shows the same sample brightened
from distinct angles.

Before being incorporated into any training datasets, these
data had to be annotated. Since some of them had scratches
difficult to see clearly, especially those taken in low brightness,
it was decided to create an algorithm that created copies of
the images and turned their pixel black if their respective
luminance values were below a given threshold, and white
otherwise. This way, we were able to use the black and
white pictures to consistently classify what scratch should be
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Fig. 8. Training pieces with different light orientations

Fig. 9. Scratch annotation based on their luminance value

annotated (white pixels) or which one should be considered
“invisible” (black pixels), as shown in Fig. 9. In our case, a
value of 30 for the luminance was chosen, as it was below this
point a scratch became hardly perceptible to the naked eye.

2) Test data’s characteristics: Two pieces comprising 96
scratches each, listed in Fig. 10, were used to take 24
photographs. This amount of data is due to the number of
combinations possible with:

• 2 pieces: test A, test B

• 4 light intensities (in watts): 0.45, 1.322, 2.25, 3.122

• 3 light positions (in degrees): 0, 100, 200

3) Overview of the datasets: Four training datasets were
assembled, whose structures are summarised in Table I. The
formations of those batches aimed at getting models trained
on images captured in specific light conditions, so as to try
to perceive which setting may be the most efficient, when
opposing their results. In addition, 1 testing dataset of 24

Fig. 10. Testing pieces

TABLE I. OVERVIEW OF THE TRAINING DATASETS’ CONTENTS

Dataset name Light intensities
(in watts)

Light orientation
(in degrees)

Size

TRAIN intLow oriQuad 0.45 / 0.9 / 1.35 0 / 90 / 180 / 270 Train: 40
Valid: 5

TRAIN intHigh oriQuad 2.25 / 2.7 / 3.15 0 / 90 / 180 / 270 Train: 40
Valid: 5

TRAIN intMix oriQuad 0.45 / 0.9 / 1.35 0 / 90 / 180 / 270 Train: 40
1.8 Valid: 5
2.25 / 2.7 / 3.15

TRAIN intMix oriMix 0.45 / 0.9 / 1.35 0... Train: 40
1.8 (increments of

10°)
Valid: 5

2.25 / 2.7 / 3.15 ..270

TABLE II. OVERVIEW OF THE TESTING SUB-DATASETS, ORGANISED BY
LIGHT INTENSITY

Dataset name Light intensities
(in watts)

Light orientation
(in degrees)

Size

TEST intVeryLow 0.45 0 / 100 / 200 6
TEST intLow ∼1.322 0 / 100 / 200 6
TEST intHigh 2.25 0 / 100 / 200 6
TEST intVeryHigh ∼3.122 0 / 100 / 200 6

distinct pictures was gathered to assess the performances of the
models. During the computation of the metrics, to emphasise
the hypothetical discrepancies between the models (especially
the brightness represented in their training images), it has been
considered as 7 sub-datasets: 4 organised by light intensity,
outlined in Table II, and 3 organised by light orientation,
depicted in Table III. The performances of the models are
confronted and reviewed in the next section.

C. CNN Trainings

Finally, once the data was collected, annotated and put
together, they were used to train models. For our project, the
neural network framework named Darknet, and most especially
its algorithm/network architecture YOLOv4 [16], has been
chosen to assist in the generation of models. This end-to-
end learning algorithm is well-known in the field of image
processing, its speed and accuracy held it as a reference among
CNNs. Every one of the 4 datasets was fed into the algorithm
to output its corresponding model, so experiments could be
conducted to analyze their respective abilities to find defects
within pictures. The training phases were not started from
scratch, yolov4.conv.137 pre-trained weights were chosen as
a base. Since the evolution of the average training loss curves
indicated that the models had converged by 3000 iterations, a
training session stopped when this count was reached.

TABLE III. OVERVIEW OF THE TESTING SUB-DATASETS, ORGANISED BY
LIGHT ORIENTATION

Dataset name Light intensities
(in watts)

Light orientation
(in degrees)

Size

TEST ori0 0.45 / ∼1.322 /
2.25 / ∼3.122

0 8

TEST ori100 0.45 / ∼1.322 /
2.25 / ∼3.122

100 8

TEST ori200 0.45 / ∼1.322 /
2.25 / ∼3.122

200 8
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TABLE IV. METRICS RESULTING FROM THE TESTS CONDUCTED ON
EACH MODEL, ON THE ENTIRE TESTING DATASET (24 PICTURES)

Model TP FN FP Precision Recall
TRAIN intLow oriQuad 597 1707 2 0,997 0,259
TRAIN intMix oriQuad 447 1857 9 0,98 0,194
TRAIN intHigh oriQuad 502 1802 6 0,988 0,218
TRAIN intMix oriMix 644 1660 3 0,995 0,28

V. INTERPRETATION OF THE RESULTS

As a first step to confront the ability of the models to
spot irregularities, we had trained TRAIN intLow oriQuad,
TRAIN intMix oriQuad and TRAIN intHigh oriQuad so tests
could be conducted with the brightness as an independent
variable, as their pictures were taken with similar light orien-
tations. Based on the 24 photographs of test plastic pieces, the
total number of True Positives (defects found), False Negatives
(defects unexposed) and False Positives (regular areas inferred
as abnormal) were counted. Then, the precisions and recalls
were derived from these TPs, FNs and FPs.

The precision, whose formula is shown in (1), describes
the proportion of “positive identifications” that were actually
correct.

Precision =
TP

TP + FP
(1)

The recall, whose formula is shown in (2), describes
the proportion of correct “positive identifications” that were
successfully identified.

Recall =
TP

TP + FN
(2)

The values of the various metrics are transcribed in the
Table IV. If the header of this table is coloured green, it
translates a positive metric for classification of a model, while
a red-coloured header is for a negative one. When a metric’s
value is written in green, it means that this value is the best of
those recorded; if it is red, it is the worst (it takes into account
the positive/negative nature of the metric).

When analysing the measures, it has been noticed that the
outcomes of the models were relatively close to one another,
nonetheless, TRAIN intLow oriQuad was the most efficient
and TRAIN intMix oriQuad was the less effective. In order
to examine the impact of light orientation, it was attempted
to increase the diversity of the less reliable dataset: instead of
only including images of pieces that were enlightened from a
source positioned at either 0°, 90°, 180° or 270°, we decided
to pick from 28 angles. In this way, TRAIN intMix oriMix
has been constituted, as TRAIN intMix oriQuad was the most
lacking. The TPs, FNs, FPs, precision and recall obtained are
also reported in Table IV. From this new array of values, it has
been noted that TRAIN intMix oriMix not only outperformed
TRAIN intMix oriQuad, it also seemed to slightly surpass the
results of the other models.

Though there were differences between the models, they
were rather limited and based on a single set of data, which
did not reflect their effectiveness at handling data according to
their attributes. It was conjectured that it would be pertinent to
underline the capabilities of the models at processing images

Fig. 11. Comparisons of the average number of TPs on the test subsets
arranged by brigthness, grouped by light intensities within their training data

Fig. 12. Comparisons of the average numbers of TPs on the test subsets
arranged by brigthness, grouped by light orientations within their training

data

taken in specific light conditions. Thus, the former test dataset
was split into several subgroups consisting of images sorted
either by intensity (Table II) or by orientation (Table III).
For these new comparisons, it was decided to restrict the
metrics to the average of True Positives: within the scope
of our experiments, the significance of this measure makes
it sufficient to gain a decent appreciation of the quality of a
neural network’s training.

The new arrangements of data corroborated the previ-
ous experience. Indeed, for the sets containing photographs
classified by their luminosity, TRAIN intLow oriQuad was
more efficient than TRAIN intHigh oriQuad and even
more than TRAIN intMix oriQuad, as shown in Fig. 11.
TRAIN intMix oriMix obtained more satisfactory results than
its counterpart trained with four different light orientations,
yet again, as visible in Fig. 12. The reason why the models
struggled to detect scratches in the case of very low light
intensities is that even though most of them were barely
discernible, they were annotated as ground truths within the
test data, which led to a lot of False Negatives (and, conversely,
hardly any True Positives) during the tests that included them.
The purpose of these data was to challenge the models on
confounding specimens.

Furthermore, similar observations were made for the sets
containing photographs classified by the angular positions of
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Fig. 13. Comparisons of the average number of TPs on the test subsets
arranged by orientation, grouped by light intensities within their training data

Fig. 14. Comparisons of the average numbers of TPs on the test subsets
arranged by orientation, grouped by light orientations within their training

data

their light source, as shown in Fig. 13 and Fig. 14.

A few examples of images with their correspond-
ing inferences, output by TRAIN intMix oriQuad and
TRAIN intMix oriMix, are displayed in Fig. 15.

VI. CONCLUSION

Our study involved the conception of an automatic system
that facilitates the acquisition of pictures intended for train-
ing/testing datasets, while adding physical data augmentation
in the form of variations of light brightness and orientation.

This device was used to gather our own images, which
were assembled into datasets that were fed to CNNs. These
neural networks generated multiple models, each trained on
photographs taken under specific lighting conditions. These
models were then opposed to one another to observe if the
parameters of their illumination had some effects on their
ability to handle new data.

It has been noted that both the independent variables (light
intensity/light position) that were experimented on influenced
the outcome of the training processes. For instance, a model
based on data whose illumination varied, but was limited to
four positions, obtained worse results than another model based
on data whose illumination also fluctuated, but had a broader
array of angular positions.

Fig. 15. A few inferences produced by intMix oriQuad and intMix oriMix

Since the pieces involved in this research have been created
to suit a specific scenario: scratches detection on plastic parts,
our “hardware data augmentation” technique might only be
relevant to this test case. For that reason, future work reiterat-
ing the experiments, with larger and more intricate datasets, is
expected to confirm (or disprove) the conclusions drawn from
the current study. Additionally, the implementation of an auto-
matic light intensity controller, along with the incorporation of
YOLO into our software, are objectives envisaged to make our
system a fully independent computer-assisted visual inspector.
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Abstract—Mobile Edge Computing (MEC) is a new method to
overcome the resource limitations of mobile devices by enabling
Computation Offloading (CO) with low latency. This paper
proposes a multi-user multi-task effective system to offload com-
putations for MEC that guarantees in terms of energy, latency for
MEC. To begin, radio and computation resources are integrated
to ensure the efficient utilization of shared resources when there
are multiple users. The energy consumed is positively correlated
with the power of transmission and the local CPU frequency.
The values can be adjusted to accommodate multi-tasking in
order to minimize the amount of energy consumed. The current
methods for offloading aren’t appropriate when multiple tasks
and multiple users have high computing density. Additionally,
this paper proposes a multi-user system that includes multiple
tasks and high-density computing that is efficient. Simulations
have confirmed the Multi-User Multi-Task Offloading Algorithm
(MUMTOD). The results in terms of execution time and energy
consumption are extremely positive. This improves the effective-
ness of offloading as well as reducing energy consumption.

Keywords—Time execution; energy consumption; computation
offloading; mobile edge computing

I. INTRODUCTION

Mobile devices such as tablets and smart phones are
becoming more and more popular. This has led to increas-
ing the number of mobile apps, such as augmented Reality,
natural language processing and interactive online gaming [1].
These kinds of mobile apps are typically resource-hungry and
latency-sensitive, which means they require greater computing
capacity and use more energy, but they have serious time
constraints. Mobile devices are constrained in size and are
limited in resources, such as CPU-cycle frequency and energy
consumption, memory. Computing offloading is a viable solu-
tion. Mobile users are now able to perform their computing
tasks to devices with the right computing resources or a
computing server by using the computation offloading.

A new paradigm of computing called MEC was suggested
to solve this issue. It is created to relieve mobile devices of
massive computing workloads [2]. MEC offers CC capabilities
at the edge of the cellular network, near mobile devices. MEC
permits mobile apps to run directly on the device or on the
MEC servers [3]. The MEC model offers high bandwidth,
low latency and high computing speed when compared to
traditional MCC. This is because of the smaller distance
between mobile devices and the edge servers [4]. Recent MEC
paradigm developments [5] shift computation-intensive tasks
away from mobile devices and toward nearby MEC servers.
Among these advancements is single-user computation. The
majority of these technologies have a common objective which

is to reduce energy use, allocate radios and increase com-
putational resources, decrease costs and/or meet the delays
required by mobile IoT networks. MEC is a rapidly developing
computing model, extends cloud and the services, it provides
to the edges of the network for applications that are resource-
intensive and require the highest level of performance, MEC
network computation offloading is a viable method to allow
mobile apps that are resource-intensive. The SMD is a lim-
ited source of energy to execute tasks and this is a major
issue. Additionally when offloading is utilized specific parts
of applications that require computational power are divided
into multiple, mutually exclusive offloadable tasks [6]. We
believe that mobile users from multiple locations are able to
offload computation tasks that they have duplicated to network
edge servers and then share the results between them. Edge
computing is the process of transferring processing and storage
toward the edges of connected devices. Edge computing isn’t
located in devices.

Edge computing relies on the offloading of computation. It
is first utilized in cloud computing and later in edge computing.
To transfer computation tasks to servers devices may use
computing offloading. In certain situations, all computation
tasks are not able to transfer to servers because of limitations
on network connectivity restrictions on network connectivity
[7]. It is crucial to swiftly determine how many tasks need
to be transferred to servers and which ones should remain
local. Only when computation tasks are properly offloaded can
achieve the QoS and enhance the QoE.

In this paper, we will discuss the allocation of resources,
computation offloading to enhance the efficiency of multi-
user multi-task offloading computation for MEC. This is the
reason behind our research: The most significant factors that
impact the effectiveness of multi-user MEC systems are the
computational resources on the edge, wireless channel radio
resources, and the offloading of computation of mobile device
user’s tasks. Then, it is essential to develop an approach to
these problems. MEC system lets users transfer their appli-
cation data to the MEC server through the wireless channel.
This paper describes an integrated model for resource alloca-
tion. The model is based on multi-user, multi-task computing
environment that permits MEC within mobile IoT networks.
The goal is to decrease the consumption of energy within the
computational latency constraints.

This paper is focused on the following aspects: A model
that incorporates resource allocation can be described as an
optimization issue to reduce the energy consumed under the
constraints of computation latency in multi-user, multiple-
task MEC systems that are used in mobile IoT networks.
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The MUMTOD algorithm is developed to take the most
efficient offloading choice for the tasks of computation of
every mobile device user in the MEC system. The remainder of
the paper is based on these steps: Section II discusses related
research regarding computation offloading. Our system model
multi-user multitask offloading of computations and problem
formulation in section III. Our proposed solution in Section IV.
Section V includes simulations to demonstrate our model for
computation offloading. The paper concludes in Section VI.

II. RELATED WORK

Task offloading is a crucial method to overcome the lim-
itations of storage for edge computing as well as computing
power within the IoT network. Edge devices can outsource
some or all of its computing functions to an edge computing
server. This can increase the speed of processing, conserve
energy, and decrease the time to respond. The research contin-
ues to find the most efficient optimization strategy for various
situations. MEC is a crucial element of devices. The MEC
offers a wide range of storage and computation capabilities
to mobile devices. The majority of these research address the
problem of offloading computations to a single user such as
[8]. Others address offloading of computation in multi-user
environments[9].

The researchers [10] looked at three different types of
offloading decisions including partial offloading, complete of-
floading, as well as local execution. The goal of this study is to
optimize computational resources and decrease the amount of
time needed to complete an independent task within the MEC
system. A dynamic offline strategy for single-user computa-
tion offloading has been suggested using both deterministic
and random methods[11]. This method takes into account
offloading computation and resource scheduling to establish
the most efficient schedule offloading policy. This method
aims to decrease energy consumption while also satisfying the
requirements for delay. A scenario where users receive the
list of computation tasks to be offloaded. Each task must be
handled by the MEC server within a fixed time frame[12]. The
proposed optimization problems aim at the reduction of energy
usage, the total processing delays as well as the insatiable
processing workload.

The authors of [13] investigated multi-user edge computing
scenarios that are based on orthogonal frequency division
multiple access (OFDMA) and time division multiple access
(TDMA). The limitation of computing delay implies that the
optimal resource allocation algorithm should be convex. This
resolves the issue by minimizing the weighting and power
consumption of mobile devices. To simplify the process, a
less efficient resource allocation algorithm is recommended
for cloud systems with small capacity. The issue of offloading
in multi-user situations was investigated by [14]. The authors
proposed a simple search algorithm that consists of two
segments to determine an optimal conditional time. A method
of coordinate descent was designed to improve mode selection.

While the work [15] focused on one server system that
fixed local computational resources, as well as the transmission
capabilities, this is the first time investigating the real MEC
system where some users are subscribers with the highest
priority for services that offload computation. This research is

an important expansion of the research [15]. Task offloading
serves two primary objectives: to decrease the time required
to execute applications that run on user equipment and to save
energy . Efficiency of task offloading is a multi-fold issue.
MEC servers might not be as efficient as cloud servers, there-
fore it is crucial to assign the tasks. Transferring offloading
of user equipment to the MEC servers should be carried out
in this way the MEC servers make use of their resources in a
responsible manner.

The MEC Servers hosting on different Base station might
not share the identical set of drivers Services, as well as the
computational load on MEC servers could also be affected
Variable as the passage of time. The optimal allocation of
resources to relieve load Tasks, fair and steady load distribution
among the MEC servers. The seamless coordination between
edge and cloud is just one of the aspects that make up
seamless integration. The issue is the difficulty in using of
the MEC of the MEC services efficiently [16]. Another aspect
The size of the defined remains a problem which is the
Tasks that need to be delegated. The QoE requirements will
determine the tasks that need to be delegated. The process
of running applications can be difficult. It is also possible
that the tasks be a matter of distinct priority, the impact of
computing overhead, progress and other dependencies[17]. The
scheduling, selection, location and the management of work
are all a part of the process. A myriad of issues could arise
from the task of offloading. This is why the key to optimal
task delegation is to select the best correct task to offload
to the correct MEC server at the correct time to allow for
meeting. The most efficient performance of an app running
when using the MEC utilizes resources efficiently. It is clearly
an optimization that is multi-objective problem is considered to
be NP hard [18]. In the context of this debate, task offloading
could be defined Uploading the entire module to an application
that contains the Calculation, data required and other libraries
that are dependent on it can be delivered to remote locations
server, and then receiving the result of the computation from
the remote server. It is crucial to talk about the process of
offloading, scheduling is crucial to offload tasks, which is a
method for executing a list of tasks for a specific number of
computer resources that can be utilized to achieve a goal [19].

In [20] an energy-saving, dynamic scheduling strategy and
offloading method developed to cut down on energy use and
speed up the completion of applications. The problem could
be turned into a problem of energy efficiency by reducing task
dependence and the time limit for completion. It is broken
down into three sub-tasks: controlling the frequency of the
clock, transmission power allocation, and calculation offload
selection. Wang and coworkers addressed the MEC offloading
problem. Wang et al. suggested a new framework for offloading
based on deep reinforcement that can be used to automatically
identify the most efficient way to load for different scenarios
based on the specifics of each offloading job. This reduces
the total delay in service [21], and the others concentrated on
management of resources in a multi-user MEC system. The
research did not offer any insights into the effect of channel-
specific information on the devices’ consumption of energy. To
address these issues we will focus on task offloading process
within multi-user MEC systems and provide an energy efficient
stochastic framework. The optimization issue is solved with an
effective algorithm that doesn’t require prior knowledge of the
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time of task completion or any statistics about the channel
state.

The authors of [22] looked at the possibility that the
wireless energy transfer was the main driver of MCC ,
and developed an energy-efficient framework to increase the
probability of computing while balancing the limitations of
delay and energy. A majority of these researches relied on the
assumption or prediction of the task’s timing or channel status.
The load-shedding of traffic from IoT devices and the quality
of wireless channels are complex and are difficult to predict.

The work [23] focused on a partial computation offload-
ing method, it optimizes computational and communication
resources employing the dynamic voltage scaling, an algorithm
design is included in the description of this method. The main
goal of the method is to reduce energy consumption and delay
in execution. This can be accomplished by taking into account
computational time, transmission power and the offloading
ratio.

An Markov chain theory-based search algorithm that is
one-dimensional is described in [24]. The algorithm is pre-
sented in [24]. It determines the best strategy for offloading
stochastic computations in a single-user MEC system. The
perspective of scheduling flow shops is further developed by
the work of [23] that has created an optimization issue for
task-offloading scheduling and the allocation of power for
transmission in an MEC system, which an energy harvesting
technique is employed to cut down on the power consumption
and energy consumption for data transmissions to enable
offloading computation. It uses a simple algorithm to determine
the best offloading option for every time slot [24].

III. SYSTEM MODEL AND PROBLEM FORMULATION

This research aims to decrease the use of energy in
multi-user edge computing devices that are multi-tasking by
deploying the concept of offloading computation. This section
is dedicated to a system model adopted during our research.

This paper investigates the concept of a multi-user as well
as a multi-tasking system as illustrated in Fig. 1.

Fig. 1. System model and problem formulation

Take U = {1, 2, .., L} as a set of mobile devices. Each
mobile is assigned T = {1, 2, .., N} which is a set of tasks that
must be accomplished, which are linked with a base station.
Let’s start with the introduction of communication in a MEC,
Our environment includes L users. Each user has to complete

computation tasks. Let xi,j ∈ {0, 1} represents the number
of integers that are used to compute offloading decisions for
the task j of the user of a mobile device i. Particularly if
(xi,j = 0), the task j of the user of a mobile device i will be
performed locally. in contrast, (xi,j = 1) the task j of the user
of mobile devices i is transferred to the MEC server through
the wireless channel.

This is why we have chosen X = {x1,1, x1,2, .., xL,N},
as the offloading profile to handle the computing tasks of
all users of mobile devices. Frequency Division Multiple
Access is (FDMA) is a multi-access technique with higher
performance. Every user will be provided with just a portion
of the bandwidth that the system provides. This is , the data
uplink rate of every mobile user i is as follows:

ri(pi) = Blog(1 + pi
h2

ω0
) (1)

which B is the bandwidth of the channel. pi represents the
mobile’s i transmission power, h is the channel’s gain, and ω
the channel’s noise power. If all mobile IoT devices decide to
delegate their computing tasks to the wireless access channel
at once in a computation offloading time, there is the limit on
data rate R.

L∑
i=1

N∑
j=1

xi,jri ≤ R (2)

Every smartphone user i is equipped with N computing
tasks. The tasks can be completed local on the device, or
remotely on the MEC server through wireless communication.
We further define ui,j as the user of the mobile device i who
is requesting the task of computation j to be executed.

Every computation task j is identified by (Ci,j , Di,j) in
which Ci,j refers to the number of CPU cycles needed to
complete the task of computation j and Di,j is the total size of
data that is able to be offloaded. The time required to transfer
the result from the MEC server to the mobile device users is
not taken into account in this study. This is because the result
is usually smaller than input data [25]. All computations are
performed locally using a mobile device for local execution.
the total time of the task i that is executed locally can be
expressed as:

T loc
i,j =

Ci,j

F loc
i

(3)

where F loc
i represents the computing capacity of mobile

i. Different mobile devices may have varying computational
capabilities. The energy required to perform the task locally is
determined as follows:

Eloc
i,j = yiCi,j (4)

yi is the value of the energy consumed by CPU cycles. It
is determined by [24]. In MEC Server: A user of a mobile
device i chooses to transmit computation task j to an edge
server through the wireless channel. The time required for
task execution when offloading is determined by time of
transmission which is the amount of time required for users
of mobile devices to offload the task of computation and also
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the amount of time needed for the computation task to run in
the MEC servers which is task execution.

Furthermore, the energy usage for the offloading process
is only measured by the cost of communication for offloading
the task information to the MEC server. The total amount of
offloading time which is the sum of the transmission time
and execution time and energy used in the transmission are
calculated using (1).

Tup+exec
i,j =

Di,j

ri
+

Ci,j

F s
i

(5)

Eup
i,j = pi

Di,j

ri
(6)

F s
i represents the computing power, measured in the form

of CPU cycles per (s) of the edge server which was assigned
to the user i. We suppose that all users of mobile devices are
part of the edge computing server’s computation resources.

This section presents also an optimization problem to
achieve efficacy in computation offloading in a multi-user
multi-task MEC system. Every user of a mobile device is
accountable for the execution time as well as the energy
consumed. In addition, the allocation of available compute and
radio resources on the edge server is also managed. The prob-
lem of offloading is described as a constrained optimization
problem:

(P1) minx
∑L

i=1

∑N
j=1(E

loc
i,j + Eup

i,j )

s.t

(C1)
∑L

i=1

∑N
j=1 xi,j .ri,j ≤ R ∀i, j

(C2)
∑L

i=1

∑N
j=1 xi,j .F

s
i < F ∀i, j

(C3) xi,j ∈ {0, 1} ∀i, j

(C4)
∑L

i=1

∑N
j=1(E

loc
i,j + Eup

i,j ) < Emax

The goal of the optimization problem is to reduce the
amount of energy consumed by mobile device users by using
task offloading. The capacity for data rates is the constraint
C1. The top limit of the CPU’s frequency is shown by the
constraint C2. Constraint C3 indicates that task-offloading
decision variables are binary variables. Constraint (C4) means
that both the Edge server and mobile device use less energy
than the maximum energy consumption Emax.

IV. PROPOSED SOLUTION

This section will introduce our solution (MUMTOD), a
multi-user multi-task offloading decision algorithm. It ad-
dresses the optimization issue.

This section explains the multi-user multitask offloading
decision algorithm. It provides the specifics of the procedure to
get the most optimal MEC algorithm for computing offloading.
Each computation task is initiated by using xi,j = 0 that
indicates local execution.

Every mobile device transmits the specifications of every
computation task, including {Ci,j , Di,j , yi, pi} along with the
computational capability F loc

i to the MEC server. The MEC
server then determines the mobile device’s uplink data rate

Algorithm 1 Multi-User Multi-Task Offloading Decision Al-
gorithm

1: Initialization: Each mobile device user i initializes the
offloading decision for each computation task with xi,j =
0

2: for all each mobile user i (i ∈ U ) do
3: for all each computation task j (j ∈ T ) do
4: Transmit the computational capability of each mo-

bile user F loc
i and the requirements of computation

task {Ci,j , Di,j , yi, pi} to the edge server
5: end for
6: end for
7: Based on equation (1): Calculate the uplink data rate ri,

for every device.
8: Utilize Equation (2) to determine the most efficient com-

putation offloading decision value xi,j for all computation
tasks. This will reduce energy consumption overall.
Send the decision value xi,j to each device

TABLE I. SIMULATION PARAMETERS

Parameter Value
Number of mobile device users 100

The background noise 10−9

Task generation rate (seconds) 10
Computational load (millions of CPU cycles) 200

Number of computation tasks 100
Data entry size (MB) 10

using the equation (1). MEC server then determines the most
optimal solution for the offloading of computations decision by
using the constraint (C2). In the end, MEC server sends the
decision to each mobile device , which reducing the energy
used in the entire system .The algorithm 1 describes the
procedure of offloading multitask multiuser computation the
decision.

To demonstrate and assess the model, a simulation of two
various scenarios was conducted. They are:

Computation Offloading (CO): The CO policy permits all
mobile device users to perform their computations locally on
the device or via a MEC server. It is based on the model of
optimization described in [26].

The Proposed Solution (PS): considers computation, com-
munication, and the impact on the consumption of energy.

V. SIMULATION RESULTS AND DISCUSSION

In this section in this section, we’ll first outline the out-
comes of the algorithm we propose and verify its effectiveness.
Then, we’ll demonstrate the results obtained by the parameters
of the system.

The algorithm MUMTOD was implemented within Eclipse
IDE version 2022- 03 (4.23.0) and written in the Java program-
ming language. One application was identified as [27] for the
experiment as shown in Table I.

The simulation parameters are described as follows, we
are considering N=100 mobile devices and 100 independent
computation tasks which can be run locally or remotely via
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Fig. 2. Execution time for different mobile devices L=100

Fig. 3. Energy consumption for different mobile users L=100

the edge server. The following sections provide a summary of
the results. The time of simulation was measured in (s) and
the scenarios were constructed using a predetermined number
100 tasks.

In Fig. 2, computation tasks are measured in relation to
the number of users on the mobile devices. The total time to
execute for both scenarios is displayed in the figure in two
curves. the execution of our model is nearly as fast or quicker
than the time required by the computation offloading scenarios
in the case of 24 mobile devices owners. Although as the
number of mobile users is growing and our model is more
efficient than the scenario that uses computation offloading.
This is because the communication channels shared by all users
are overloaded. The time required to improve communication
speeds due to the growing number of mobile devices has also
increased.

Fig. 3 illustrates the amount of energy used to complete
the computation tasks in two scenarios. This is then compared
to the number of users. It is observed from Fig. 3 that energy
consumption significantly increases when the number of users
of mobile devices increases the model proposed uses less
energy than the alternatives. As the number of mobile devices
grows the gap gets bigger. Our model can also help reduce the
energy usage.

Offloading scenarios consume more energy than other
model. Every mobile device user and information transmitted
are competing for the limited resources of communication.

VI. CONCLUSION

This paper proposes a multi-user multi-task offloading
algorithm to support MEC in the mobile user. A problem of
optimization was designed to determine near-optimal offload-
ing choices for every mobile user. This is done in order to
reduce the energy consumed by mobile users of devices. A
thorough process was employed to develop an efficient of-
floading algorithm that could be used to solve the optimization
issue. Additionally,our model was more efficient than other
computational offloading scenarios in terms of execution time
as well as energy consumption which use different simulation
settings and has an improved selection of tasks to offload. Our
model is able to support multi-user, multiple-task computation
offloading within MEC to mobile IoT networks.

For our future work, a secure computation offloading model
that ensures the security of edge computing on mobile devices
will be examined. This layer safeguards the data transmitted
from cyberattacks.
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Abstract—Fault detection is an important issue for early
failure revelation and machine components preserving before
the damage. The processes of fault detection, diagnosis and
correction especially in oil heating reactor sensors are among
the most crucial steps for reliable and proper operation inside
the reactor.The fault detection in sensors array of heating
reactor is considered as an important tool to guarantee that the
controller can take the best possible action to insure the quality
of the output. In this paper, fault detection for the temperature
sensor in oil heating reactor using different types of faults
with different levels is addressed. Multiple approaches based
on Neural Network (NN)s such as the classical Fully Connected
Neural Network (FCNN), Bidirectional Long Short Term Memory
network (BiLSTM) based on Recurrent Neural Network (R.N.N.)
and Convolutional Neural Network (CNN) are suggested for this
purpose. The suggested networks are trained and tested on real
dataset sequences taken from sensors array readings of real
heating reactor in Egypt. The performance comparison of the
suggested networks is evaluated using different metrics such as
“confusion matrix”, accuracy, precision, etc. The various NN
are simulated, trained and tested in this paper using MATLAB
software 2021 and the advanced tool of “DeepNetworkDesigner”.
The simulation results prove that CNN outperforms the other
comparative networks with classification accuracy reached to
100% with different levels and different types of faults.

Keywords—Fault detection; sensor array; oil heater reactor;
confusion matrix; neural network; recurrent neural network; con-
volution neural network; bidirectional short term memory

I. INTRODUCTION

Sensor faulty readings is considered one of the major
source of industries inefficiencies, detection and diagnosis have
a strong ability to improve the operational precision and pro-
cesses stability inside factories and reduce any inefficiencies in
the production cycle. Therefore the objective of fault detection
and diagnosis is to reduce the production losses, while assuring
the safety to both human and devices.

With the high number of sensors used in monitoring indus-
trial operation, it is very time consuming and a large number
of labor is needed to follow whether they work properly or
not.

Automatic fault detection is one stage of multi-stage pro-
cesses system to detect-diagnose-correct any fault at sensors
array in a complex control systems. Literature review to some
techniques was presented to detect the faults such as serial
principal component analysis (SPCA) [1], Decision Tree, Ran-
dom Forest, Nearest Neighbors [2] Support-Vector Machine

(SVM) [3], [4], Fuzzy Deep N.N (FDNN) [5], principal com-
ponent analysis (PCA) [6], independent component analysis
(ICA) [7], Serial Principal Component Analysis [8], lossless
compression method [9], KNN rules [10], Kalman Filter [11],
and hidden Markov models (HMM) [12],

and other methods [13], [14], [15] , [16], [17], , [18], [19]
and [20].

In oil heating reactor many sensors are used to monitor
and control the processes inside it because any malfunctions
in processes inside the heating reactor may lead to the non-
quality production and high cost.

Therefore, it is very crucial to detect any sensor anomalies
as early as possible to avoid any product defect.

The stages of detection, diagnosis and correction for a
faulty sensor reading using N.N-based classification are shown
in Fig. 1 and are illustrated as follows:

Fig. 1. Sensor array reading possessor

1) Fault detection: in this stage, the sensor array processor will
review all sensors readings by using a trained NN based
classification to determine if there is a fault in the sensor
readings or not and define the faulty sensor if there is a
fault.

2) Fault diagnosis: in which the sensor array processor will
use the number of the faulty sensor from the previous stage
to compare its reading with all other sensors readings to
determine the type of the fault using trained classification
NN.
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3) Fault correction: in this stage, the sensor array processor
will utilize the type of fault from the previous stage and
the other sensor readings to predict the true reading value
of this sensor and send the corrected value to the controller.

This papers presents three N.Ns for fault detection of
temperature sensor from sensors array in oil heating reactor
and evaluate their performance through comparison using
different metrics. The suggested networks are Fully connected
neural network (FCNN),Bidirectional long short term mem-
ory(BiLSTM) based on recurrent neural network(RNN) and
Convolution neural network (CNN). Where, from the simula-
tion results comparison will be used to assess the best per-
formance one of the suggested networks to be recommended
in future work in detecting the faulty sensor.The remaining of
this paper is organized as follows:

Section II introduces oil heating reactor and description to its
physical functions.
Faults types and their mathematical models are displayed in
Section III.
Section IV discuss the suggested networks for fault detection,
data sets used and how the data is Prepared to be used
Section V is show the construction of the NNs, training
parameter and training/test data.
The simulation results of comparing the suggested networks
with their performance evaluation using different metrics are
displayed in Section VI.
Finally, Section VII concludes the work and discusses the
future work.

II. OIL HEATING REACTOR AND ITS PHYSICAL
FUNCTION DESCRIPTION

This section will discuss the physical construction of the
reactor, sensor array, and control system. The physical system
consists of heating element for oil before it is separated in
later stages.the System also has multiple numbers of sensors
- for monitoring the temperature and the flow of natural gas -
which are illustrated in the following section. The construction
of oil heating reactor and the schematic diagram of its control
system are shown in Fig. 2 and Fig. 3.

Fig. 2. Oil heating reactor

1) Sensor array: The sensor array consists of 37 sensors
in total divided into:

i- 1 oil flow Sensor
ii- 34 Temperature sensors

iii- 1 Gas flow Sensor
iv- 1 Gas Pressure Sensor

Fig. 3. Control system schematic diagram

All these sensors are installed in various places to monitor
the temperature and flow of oil and natural gas through the
reactor to help the controller to control the flow of natural gas
that will be burned to heat the oil that exits the reactor to be
at specific temperature.

2) Heating element: The heating element consists of two
stages:-

i- Preheating: where the exhaust of heater is used to preheat
the oil.

ii- Main heating:burning natural gas to heat oil passing
through some pipes.

III. FAULT TYPES MATHEMATICAL MODELS

This section will discuss the mathematical model of the
various types of faults [21], [22], [23], [24].

A. The drift fault

As shown in Fig. 4,

Fig. 4. The drift fault sensor reading

the value of sensor reading will increase in positive feed-
back loop, so the faulty sensor reading X will be modeled by
the following equation:

X = Xo + δX.t (1)

www.ijacsa.thesai.org 945 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

Where δX
X̄

called fault level, X is the sensor reading, X̄
is the average of Sensor readings, t is the time stamp, and Xo

is the true reading.

B. The Bias Fault

As shown in Fig. 5,

Fig. 5. The bias fault sensor reading

the value of sensor reading will increase by constant value,
so the faulty sensor reading will be modeled by the following
equation:-

X = Xo + δX (2)

Where δX
X̄

called fault level, X is the sensor reading, X̄
is the average of sensor readings, and Xo is the true reading.

C. The Precision Degradation Fault

As shown in Fig. 6,

Fig. 6. The precision degradation fault sensor reading

the value of sensor readings will be mixed with white
Gaussian noise (WGN), so the faulty sensor reading will be

corresponding to the following equation:

X = Xo + δX.W.G.N (3)

Where δX
X̄

called fault level, X is the sensor reading, X̄ is
the average of sensor readings, WGN is white Gaussian noise
with value varying form (0 to 1), and Xo is the true reading.

D. The Spike Fault

As shown in Fig. 7,

Fig. 7. The spike fault fault sensor reading

the value of sensor readings will be mixed with spike noise
[22], [23], [24], so the faulty sensor reading will be modeled
according to the following equation:

X = Xo + δX.W.G.Nδ(t− t0) (4)

Where δX
X̄

called fault level, X is the sensor reading, X̄ is
the average of Sensor readings, WGN is white Gaussian noise
with value varying form (0 to 1), t is time Stamp Xo is the
true reading, and t0 is the time of the spike.

E. The Stuck Fault

As shown in Fig. 8

the value of sensor reading will be stuck in a certain value,
so the faulty sensor reading will be calculated according to the
following equation:

X = δX (5)

Where δX
X̄

called fault level and X is the sensor reading,
and X̄ is the average of sensor readings.

IV. THE PROPOSED NETWORKS FOR
CLASSIFICATION-BASED FAULT DETECTION

In this paper, fault detection stage is implemented by NNs
based-classification. After training the networks on series data-
set of sensors readings,the network classifies the readings into
faulty or non-faulty. The suggested NNs are described in the
following section.
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Fig. 8. The stuck sensor reading

A. Description of Suggested Networks

This part is dedicated to show the construction of the used
NNs in this Paper.

1) FCNN: A FCNN [25] consists of a series of fully
connected layers as demonstrated in Fig. 9.

A fully connected (FC) layer is a function from multiple
inputs to one output.

Each output dimension depends on each input.

Fig. 9. FCNN construction

2) BiLSTM: BiLSTM network has the ability to learn
bidirectional long-term dependencies between time steps of
time series data which is helpful for a network to learn at
each time step from the total time series data.

BiLSTM handles input sequences in two directions using
two sub-layers.

It includes two recurrent network layers, in which the first
one processes the sequence of inputs in forwards direction
while the second processes the inputs sequence in backwards.

Both layers are connected to the same output layer. Thus,
BiLSTM network captures the total information about preced-
ing and future sequence of data points [26], [27], [28], [29].

BiLSTM network utilizes the past states to determine the
output of the current states as shown in Fig. 10.

Fig. 10. BiLSTM NN construction

3) CNN: The structure of CNN is depicted in Fig. 11,
which consists of convolution layers, pooling layers, and
FCL where these layers adaptively learn spatial hierarchies
of features through the back-propagation learning [30], [31],
[32] and [33].

Fig. 11. CNN construction

B. Data sets

The real non-faulty data set collected from sensors array
of real oil heating reactor in Egypt over a period of one month
is used for training the suggested networks.

This stage of the work in this paper focuses on the
temperature sensors readings of 34 sensors arranged in a matrix
of 42660 rows and 34 columns.

The Faulty data is created using the different types of faulty
models mentioned previously. Thus, the suggested network
will be trained for classifying the sensor readings into faulty
or non-faulty class.
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C. Processing Data

The following procedures are conducted for preparing the
data-set for classification:

1- The data will be divided into test and training data, in which
the test data is 25% from the total data.

2- Choosing the fault type that will be used to test the NN,
where the faulty data is detected from this type.

3- Choosing the fault level that will be used to test the NN,
where the faulty data is detected from this fault level.

4- Label both of the training and test data without and with
the corresponding type of fault and its level by using two
classes to be inputs to the suggested N.Ns

V. CONSTRUCTION OF USED NN

In this paper, the performance of three types of neural
networks based-classification (FCNN, BiLSTM and CNN) are
compared for detecting the faulted temperature sensor using
various fault types with different levels .

A. FCNN

FCNN used in this paper is consist of the following layers
as shown in Fig. 12:

• Input layer consist of 34 input nodes; one for each
sensor reading.

• Hidden layer has 70 nodes.

• Output layer consist of 1 output (label) node for the
(+ev) result which means that the sensor is faulty and
(-ev) result which means that the sensor is not faulty.

Fig. 12. Proposed FCNN construction

The training parameter used in the FCNN will be as
follows:-

• Scaled conjugate gradient back propagation “trainscg”
[34] is used as the training function.

• Mean Square Error “mse” [35] is used to evaluate the
training result by calculating the error between actual
and network outputs.

• Maximum of 1000 epoch will be applied.

• 6 validation checks will be used.

The FCNN have 31995 non-faulty readings and 31995
faulty readings.

In test phase, 10665 faulty readings and 10665 non-faulty
readings are used for testing each sensor.

Fig. 13. Proposed BiLSTM RNN construction

B. BiLSTM

BiLSTM is used to classify a Sequence of data as shown
in Fig. 13. The BiLSTM network consists of sequence input
layer, two BiLSTM layers, two fully connected layers, soft-
max layer and finally classification layer.

1) The data sequences of sensors readings is divided into
batches; each batch consists of 15 consecutive readings.

2) Thus, the input data to BiLSTM network consists of array
of size (15x1) to each sensor reading where for all sensors
are (15x34).

3) 2133 non-faulty and 2133 faulty readings are used for
training the network, while 711 readings from each of
the faulty and non-faulty data are utilized for test phase.

• There are 34 input nodes; one for each sensor; 15
consecutive reading.

• The BiLSTM NN uses 200 BiLSTM nodes in one
hidden layer.

• The BiLSTM NN uses 68 BiLSTM nodes in one
hidden layer.

• The BiLSTM NN uses 34 nodes in FCL.

• The BiLSTM NN uses 2 output nodes; one for (+ve)
Faulty sensor and one for (-ev) non faulty sensor.

The training parameter used in the FCNN will be as
follows:

• “adam” is used as the training function.

• 40 epochs maximum will be used.

• 30 iterations per epoch applied.

For the BiLSTM training there is 2133 non-faulty reading
runs and 2133 faulty reading runs.

For each sensor test there is 711 faulty reading runs, and
711 the non-faulty runs.

C. CNN

The inputs to CNN must be of two dimension matrix as
the gray scale picture shown in Fig. 15. The data sequences of
sensors readings are divided into batches; each batch consists
of 15 consecutive readings. Thus, the input data to CNN
network consists of matrix of size (15x34).
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Fig. 14. Input picture to CNN

Fig. 15. Proposed CNN construction

Consequently, 2133 non-faulty and 2133 faulty readings
are used for training the network while 711 faulty readings
and 711 non-faulty readings are utilized for test phase.

The CNN construction is shown in Fig. 14.

so there is 2133 non-faulty and 2133 faulty training runs
and 711 non-faulty and 711 faulty test run each consist of
(15X34) Reading.

• The CNN has 15×34×1 images as input.

• The CNN has 8 (2×2) convolutions.

• The CNN has (2X2) Max Pooling.

• The CNN has 16 (2×2) convolutions.

• The CNN has (2X2) Max Pooling.

• The CNN has 32 (2×2) convolutions.

• The CNN has (2X2) Max Pooling.

• The CNN has 35 nodes in F.C.L.

• The CNN has 2 nodes in F.C.L.

• The CNN has Softmax Layer.

• The CNN has 2 output nodes one for (+ve) Faulty
sensor and one for (-ev) non faulty Sensor.

The training parameter used in the CNN will be as follows:

• The Optimization algorithm named stochastic gradient
descent with momentum “sgdm” is used for more
efficient neural network weights during the network
training [36] is used as the Training Function.

TABLE I. NETWORK PARAMETERS COMPARISON

Parameter FCNN BiLSTM N.N CNN
Input Type Value Matrix Picture

Number Of Layers 3 5 11
Input Layer 34 Node 34 Node 1 Node

Layer-2 F.C BiLSTM Convolution
Layer-3 BiLSTM Max Pooling
Layer-4 F.C Convolution
Layer-5 Max Pooling
Layer-6 Convolution
Layer-7 Max Pooling
Layer-8 F.C
Layer-9 F.C
Layer-10 Soft Max

Output Layer 2 node 2 node 2 node
Maximum Epoch 1000 40 100
Validation Check 6
Iteration/epoch 1 30 16
Training Points 63990 4266 4266

Training Function trainscg adam sgdm
Test Points 21330 1422 1422

Fig. 16. FCNN performance

• 100 epoch maximum is used.

• 16 iteration per epoch is used.

D. Parameter comparison

Summary combining the comparison between the different
neural networks constructions is shown in Table I.

Fig. 17. FCNN training result
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Fig. 18. FCNN confusion matrix

Fig. 19. BiLSTM performance

VI. NETWORK RESULTS COMPARISON

This section is dedicated to discuss the results of training
the N.Ns used in this paper.

A. Performance Metrics for the Suggested Network

The performance of the suggested N.Ns is compared and
evaluated using the following metrics [37]:

Fig. 20. BiLSTM training result

Fig. 21. BiLSTM confusion matrix

Fig. 22. CNN performance

Fig. 23. CNN confusion matrix

www.ijacsa.thesai.org 950 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

Fig. 24. CNN training result

Fig. 25. 1% fault level comparison for all NNs

1- Accuracy: It is the ratio of correct predictions to total
predictions.

2- Precision: the ratio of correct fault detection to all fault
predictions.

3- Recall:It is the ratio of correct fault detection to all true
fault readings.

4- F-Score:It is the harmonic mean of precision and recall

The results of NNs classification include four types of data
samples which are described as follows:

I) True positive (TP): is the number of samples that the
network label as faulty while they are in-fact a faulty
readings.

II) True negative (TN): is the number of samples that the
network label as non-faulty while they are in-fact a non-
faulty readings.

III) False positive (FP): is the number of samples that the
network label as faulty while they are in-fact a non-Faulty

readings.
IV) False negative (FN): is the number of samples that the

network label as non-Faulty while they are in-fact a faulty
readings.

The aforementioned metrics according to the four types of
classified data are calculated by the given equations as follows:

1- Accuracy

=
TP + TN

TP + TN + FP + FN
(6)

2- Precision
=

TP

TP + FP
(7)

3- Recall
=

TP

TP + FN
(8)

4- F-Score
=

1
1

Percition
+

1

Recall

(9)

5- False positive rate (FPR)

=
FP

TN + FP
(10)

6- False negative rate (FNR)

=
FN

TP + FN
(11)

B. Results and Discussion Simulation

The suggested networks are trained by all types of fault
with different levels which are: [1%, 10%, 50% and 90%].
The performance results of the suggested networks for detect-
ing all types of fault with there different levels in metrics of
accuracy, precision and recall are given in Table II:

C. Results

The following results is obtained after the training and
testing of the N.Ns

1) FCNN performance: The comparison of classification
accuracy of FCNN for detecting the different fault types with
its different levels is shown in Fig. 16.

As shown above the FCNN is very weak in detecting spike
fault with accuracy of 50% while its good in detecting the other
faults with their different levels where the results of detection
are acceptable with accuracy ranges from 96% to 100%.

While the mean square error versus the number of epochs
in training FCNN is shown in Fig. 17, confusion matrix is
shown in Fig. 18.

2) BiLSTM performance: The comparison of classification
accuracy of BiLSTM network for detecting the different fault
types with its different levels is shown in Fig. 19.

As shown above, the accuracy of BiLSTM in detecting
Basie, stuck and P.D.E faults is weak at fault levels (1%).On
contrast, the accuracy results are acceptable with other faults.

While the network accuracy and the losses versus the
number of epochs in training BiLSTM network are shown in
Fig. 20, confusion matrix is shown in Fig. 21.
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TABLE II. NN RESULTS COMPARISON

NN Fault Fault Accuracy Precision F-score
TYPE Type Level
CNN Bias 90% 100% 100% 100%
CNN Bias 50% 100% 100% 100%
CNN Bias 10% 100% 100% 100%
CNN Bias 1% 100% 100% 100%
CNN Drift 90% 100% 100% 100%
CNN Drift 50% 100% 100% 100%
CNN Drift 10% 100% 100% 100%
CNN Drift 1% 100% 100% 100%
CNN Spike 90% 96.9% 100% 100%
CNN Spike 50% 96.8% 100% 100%
CNN Spike 10% 97.1% 100% 100%
CNN Spike 1% 96.6% 100% 96.8%
CNN Stuck 90% 100% 100% 96.7%
CNN Stuck 50% 100% 100% 97%
CNN Stuck 10% 100% 100% 96.5%
CNN Stuck 1% 100% 100% 100%
CNN P.D.E 90% 100% 100% 100%
CNN P.D.E 50% 100% 100% 100%
CNN P.D.E 10% 100% 100% 100%
CNN P.D.E 1% 100% 100% 100%
BiLSTM Bias 90% 100% 100% 100%
BiLSTM Bias 50% 100% 100% 100%
BiLSTM Bias 10% 100% 100% 100%
BiLSTM Bias 1% 50% 0% 0%
BiLSTM Drift 90% 100% 100% 100%
BiLSTM Drift 50% 100% 100% 100%
BiLSTM Drift 10% 100% 100% 100%
BiLSTM Drift 1% 100% 100% 100%
BiLSTM Spike 90% 96.9% 100% 96.8%
BiLSTM Spike 50% 96.8% 100% 96.7%
BiLSTM Spike 10% 97.1% 100% 97%
BiLSTM Spike 1% 96.6% 100% 96.5%
BiLSTM Stuck 90% 100% 100% 100%
BiLSTM Stuck 50% 100% 100% 100%
BiLSTM Stuck 10% 100% 100% 100%
BiLSTM Stuck 1% 50% 0% 0%
BiLSTM P.D.E 90% 100% 100% 100%
BiLSTM P.D.E 50% 100% 100% 100%
BiLSTM P.D.E 10% 50% 0% 0%
BiLSTM P.D.E 1% 50% 0% 0%
F.C.N.N Bias 90% 100% 100% 100%
F.C.N.N Bias 50% 100% 100% 100%
F.C.N.N Bias 10% 100% 100% 100%
F.C.N.N Bias 1% 100% 100% 100%
F.C.N.N Drift 90% 100% 100% 100%
F.C.N.N Drift 50% 100% 100% 100%
F.C.N.N Drift 10% 100% 100% 100%
F.C.N.N Drift 1% 100% 100% 100%
F.C.N.N Spike 90% 53.1% 100% 11.6%
F.C.N.N Spike 50% 53.1% 100% 11.5%
F.C.N.N Spike 10% 53.2% 100% 11.9%
F.C.N.N Spike 1% 53.1% 100% 11.7%
F.C.N.N Stuck 90% 100% 100% 100%
F.C.N.N Stuck 50% 100% 100% 100%
F.C.N.N Stuck 10% 100% 100% 100%
F.C.N.N Stuck 1% 100% 100% 100%
F.C.N.N P.D.E 90% 98.5% 100% 98.4%
F.C.N.N P.D.E 50% 99.2% 100% 99.2%
F.C.N.N P.D.E 10% 98.6% 100% 98.6%
F.C.N.N P.D.E 1% 96.4% 99.8% 96.2%

3) CNN performance: The comparison of classification
accuracy of CNN for detecting the different fault types with
there different levels is shown in Fig. 22.

As shown above the result of the CNN is accepted even at
spike fault and low level faults.

While the network accuracy and the losses versus the
number of epochs in training CNN network are shown Fig.
23, confusion matrix is shown in Fig. 24.

4) The networks accuracy comparison at 1% fault level::
The comparison between all NN performance at various fault
types and 1% fault level is shown in Fig. 25.

As shown in this figure, the results demonstrate that the
CNN has the best performance in detecting all fault types and
levels.

VII. CONCLUSION

In this paper, different neural networks are suggested for
detecting the fault in temperature sensor of sensors array in
oil heating reactor.

From the given results in this paper, the networks perfor-
mance in metrics of Accuracy, Precision and Recall are varying
depending on the network type, fault type, and fault level.

The CNN performance for fault detection outperforms the
other networks, and it is the best so far to detect even very
low level faults such as 1% fault level with accuracy reached
to 97%.

This results show that the CNN is the best candidate to be
implemented for fault diagnosis in future works, that will be
focused on fault diagnosis and fault elimination.
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Abstract—Recently, open-source software (OSS) has become
a considerably popular and reliable source of functionality
corrections. OSS also allows software developers to reduce tech-
nical debt in software development. However, previous studies
have shown that the main problem within OSS development
is the lack of systematic processes and formal documents re-
lated to system development, such as requirements, designs,
and testing. This feature of OSS development causes problems
in the software quality, such as those related to security and
maintainability. In this research, the authors focused on the
software’s maintainability because this attribute has to greatest
potential to reduce the cost and increase the productivity of
the software development process. There is currently no existing
research that examines whether OSS developers pay attention
to software maintainability. To better understand how OSS
developers improve software maintainability, this research aims
to answer the question: “Are developers interested in software
maintainability under the modern code review of open-source
software projects?” To answer the research question, the authors
investigated the code review process in which the OSS developers
changed the code based on a review of code comments related to
maintenance and collected the sub-characteristics associated with
software maintainability from the existing literature. The authors
examined the review comments from two OSS projects: Eclipse
and Qt. The results suggest that the number of code revisions
due to maintenance issues was moderate and that the OSS
developers tend to improve source code quality. This direction
could be observed from the increasing number of modifications
on given maintenance-based comments over the years. Therefore,
an implication of this is the possibility that OSS project developers
are interested in software maintainability.

Keywords—Open-source software; software maintainability;
code review

I. INTRODUCTION

Open-source software (OSS) has received considerable at-
tention from users worldwide, especially among organizations
and commercial industries that widely utilize OSS. Notably,
OSS is often a key to organizational success for entrepreneurs.
OSS can create the opportunity for organizational growth,
enhance performance, increase the options for software use,
and decrease operating costs. Moreover, users from around
the world can use OSS freely without fees, allowing software
developers to access the OSS code repository [1] and jointly
develop software [2]. OSS projects are being continuously
developed and improved by software developers with expertise
and experience in system development. Therefore, OSS has
become popular and credible in terms of effectiveness and
functionality.

A previous study [3] noted that OSS development lacks
systematic processes or procedures and formal documents
related to system development, such as requirements, design,
testing, etc. Considering the aforementioned problems, most
software developers working on OSS projects solve relevant
problems when they are reported by users or software develop-
ers on the same team. One frequent problem is the occurrence
of a defect or bug in the system. When the source code
is frequently modified, the size of the code increases, and
it generally becomes more complex. Moreover, some source
codes can be difficult to understand. These issues can lead
to serious problems, such as increases in time and develop-
ment costs. Additionally, software developers and commercial
entrepreneurs who want to develop software often cannot
comprehend old codes that are complex and poorly described.
Thus, accessibility may be poor, and call functions may fail. In
addition, poor results or inaccurate information may not meet
user expectations, and possible vulnerabilities in the system
may lead to the pirating of information or viruses. All of these
issues can cause software project development to ultimately
fail. The quality of the source code of OSS projects could be
improved [4], in particular, the relevant software security and
maintainability of these projects [5].

Software maintainability can improve product quality at
a low cost and ensure that software development meets the
intended objective. Therefore, software maintainability is one
of the most important steps in the software development life
cycle because most software developers spend approximately
40-50% of their time identifying defects or errors during the
development process or after product delivery [6]. Notably,
maintainability can solve OSS quality issues and prevent
problems that may affect the system in the future. The code
review process is an important part of the software develop-
ment process that ensures the creation of high-quality software
and the implementation of successful OSS projects [7]. Thus,
many OSS projects use “peer code review” or “modern code
review” [8] as a guideline for developing and improving code.

Peer code review is commonly used in software engineer-
ing for quality control [9]. Generally, a code change must be
reviewed by the software developers on the same development
team or reviewers other than the code editor. Generally, the
code review process does not have a fixed format, but it
prevents problems associated with patch files and helps avoid
bugs or errors that can influence the long-term applicability of
the software. Moreover, the comments from reviewers can be
used to identify bugs or defects in the source code, improve the
source code, modify the source code to meet certain standards,
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and improve code readability [10]. However, some comments
may not be directly related to software quality improvements.

A review of studies on software development in OSS
projects indicated that the comments provided via peer code
review have not been extensively investigated. Developers
should review comments related to software maintainability in
OSS projects. These comments are often collected in the Gerrit
system, which provides services related to the code review
process and facilitates communication and the exchange of
ideas about software development among software developers.
In this study, two OSS projects: Eclipse (https://eclipse.org/)
and Qt (https://www.qt.io/), are investigated. These projects
were selected because they have different purposes and have
already been completed. Therefore, extensive comment infor-
mation is available for both projects. The projects provide the
opportunity for researchers in the field of software engineering
to access this information and study code reviews. The main
research questions posed in this study are as follows:

1) How many sub-characteristics are related to software
maintainability?

2) Are the developers of OSS projects interested in
software maintainability under the peer code review?

3) What characteristics of software maintainability have
the developers considered?

In order to answer these questions, text mining was applied
to identify the sub-characteristics related to software main-
tainability that appear in comments provided by peer code
review, and the latent Dirichlet allocation algorithm (LDA)
was applied to develop new characteristics related to software
maintainability. Quantitative data analysis was performed to
identify the trends of developers in software maintainability
for OSS projects. In addition to answering the main research
questions, the results were used to determine the factors that
affect the number of comments related to maintainability, and
statistical analysis was conducted to answer the following
research questions:

1) Does the size of the reviewer pool influence the
comments related to maintainability?

2) How many comments related to maintainability are
given by code reviewers each day?

The results of this study will provide empirical evidence
for the research community regarding the software quality
of OSS projects. Moreover, this study will shed light on
the importance of software maintainability and help software
developers understand sub-characteristics related to software
maintainability, which usually appear in OSS projects.

The remainder of this paper is organized as follows. Section
II provides the necessary background and related work. Section
III describes the research methodology. Section IV shows the
results of this study. Section V discusses the results. Section
VI concludes the paper and outlines our future work.

II. RELATED WORK

In this section, the theories and methodologies used to
conduct the research are summarized, including the literature
review, which provides the basic framework of this study.

A. Peer Code Review for OSS Projects

Code review is a way to reduce the risk of error and
improve the quality of software by checking the source code
to identify defects or bugs that may occur during software
development. Moreover, such a review can standardize the
source code [11]. When organizations or projects that require
software development use this code review process, it ensures
that the developed code will meet the specifications or needs of
the user and that the impacts of source code modifications are
minimized. Therefore, code review has been a best practice
in software engineering for over 35 years [12]. “Peer code
review,” or “modern code review,” is applied by open-source
organizations and communities to improve the quality of
source code [13]. The source code is standardized by deleting
duplicate functions and removing irrelevant or unnecessary
code. Moreover, the code review process allows detailed com-
ments from experienced reviewers that can improve the source
code. Additionally, peer code review facilitates the sharing
of knowledge about system development [11] because code
review services often utilize specific communication tools.
The most common tools are CodeFlow, Gerrit, Collaborator,
Crucible, Review Board, and Upsource.

B. Software Maintainability

ISO/IEC 25010 is the model used by organizations around
the world because it has set the software quality standard for
code review based on system and software requirements. Fur-
thermore, ISO/IEC 25010 was selected in this study because
it includes both quality evaluation for a system or software
and the corresponding effects on stakeholders or users. The
international standards that are used to assess quality include
requirement definition and quality measurement and evalua-
tion [14].

ISO/IEC 25010 defines software maintainability as “the
degree of effectiveness and efficiency with which a product
or system can be modified to improve it, correct it or adapt
it to changes in the environment, and in requirements.” In a
previous study on software maintainability, Ghosh et al. [15]
identified the 40 sub-characteristics that impact maintainability.
These sub-characteristics are used as keywords in this study
to obtain comments related to software maintainability.

C. Literature Review

Bakar and Arsat [16] studied the factors that affect the
quality of OSS by measuring the quality of the source code
using McCall’s Quality Factor model. This model considers
maintainability, accuracy, reliability, efficiency, and ease of
use. The results indicated the relationships among lines of
code and the complexity of the source code based on corre-
lation analysis. The most influential factors were correctness,
maintainability, efficiency, and usability. Related research on
complexity measurements for source code generally uses Cy-
clomatic Complexity (CC) as an indicator, although there are
newer indicators as well. For example, Walden et al. [17]
analyzed code and used complexity metrics to predict the
possible density gaps in 14 web applications. The study results
could be used by software developers in OSS projects to create
a simple system structure and clearly illustrate the development
of software, especially security, because the number of gaps
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was decreased. Norick et al. [18] studied OSS projects devel-
oped in C/C++ to determine whether the number of revisions
affected the quality of the source code. This analysis used the
CC of each coded function and the density of comments as
representatives of source code quality. However, the study did
not find a correlation between the number of software develop-
ers and the software quality, and the average software quality
was satisfactory for all the studied OSS projects. Schmidt and
Porter [19] studied the software development process of the
“Skoll” OSS project and of closed-source projects. They found
that the community of OSS developers could control long-term
maintainability procedures and development costs, and these
characteristics created confidence and a level of acceptance in
the quality of the software. Specifically, users had confidence
in the software and corresponding system. Such practices are
easier to implement in OSS projects compared to closed-source
projects because the disclosure of sources allows software
developers who are interested in OSS projects to voluntarily
participate in quality improvement tasks.

Successful OSS projects usually participate in peer code
reviews to assess the quality of the software [20]. The code
review process begins with the software developers creating
patch files, which add value to a project. Rigby [21] stated
that using supportive tools for peer code review could affect
the progress of OSS, and there was a subsequent push for
software development that facilitates code review. As noted
by Bosu and Carver [7], review tools have been widely used
to study comments via platforms such as ReviewBoard. The
researchers analyzed the number of participants in the project,
the number of requests for code review, and the response time
after a request for code review was submitted by comparing
MusicBrainz Server and Asterisk. However, Bacchelli and
Bird [22] studied motivation and challenge in searching for
defects in Microsoft projects using the CodeFlow tool, which
records data from code reviews. The comments aiming to guide
code modification during the peer code review process were
investigated. The results showed that reviewers with expertise
in system development and reading and reviewing source code
provided the most useful comments for developers.

Baysal et al. [10] sstudied the factors that affect the
modification of patch file defects by extracting code review
information for the WebKit project from Bugzilla. Most re-
viewers denied large patch files because developers modified
or developed source code that was too complex, included
unnecessary components, and/or affected other functions or
modules. Tao et al. [23] proposed a method for developers to
code patch files that were accepted by reviewers. They verified
the causes of rejected patch files by collecting rejection infor-
mation for Eclipse and Mozilla patch files. The information
was collected and stored based on an online survey of 246
software developers. Considering the issues that caused a code
fix to be accepted or rejected, the community can determine
how to optimize the peer code review process.

fBosu et al. [10] searched for ways to improve the effi-
ciency of peer code review, which was useful for system devel-
opment. They analyzed 1.5 million comments from Microsoft
projects to identify the characteristics of useful and useless
comments. Some comments that software developers received
contained incorrect information or comments unrelated to
system development, and software developers took time to

respond to these questions and discuss why they did not modify
the source code accordingly. Moreover, the study identified the
factors that were correlated to beneficial comments, such as
review experience, organizational experience, and being on the
same team as the code developers. Czerwonka and Greiler [24]
found that up to 50% of the comments provided via the peer
code review process were related to software maintainability
and that very large patch files decreased the benefit of reviewer
comments and increased the review time by six hours to a
week. Nonetheless, they found that reviewer comments are
beneficial and reflect the overall view of software develop-
ment. Such a review system promotes cooperation in problem
resolution and expedites the development and improvement of
software. Such systems provide a standardized framework for
researchers to better understand peer code review.

Maintainability is a very important factor because software
maintenance accounts for 66% of the life cycle and 40-80% of
the cost of development [25]. Code smells are among the most
important problems that must be urgently solved. A code smell
is any characteristic in a source code, such as a poorly designed
structure or poor organization, that can lead to larger issues.
These factors decrease the quality of software maintainability.
Wagey et al. [26] presented a model of software maintain-
ability and applied it to six OSS projects. The results showed
that the model improved the structures of the OSS projects.
Refactoring [27], a process that involves shortening lines of
code or combining similar functions to reduce the complexity
of the code [28], has also been used to improve software
functionality. Rizvi and Khan [29] used regression analysis to
develop a class-level maintainability estimation model called
MEMOOD, which facilitated development and reduced the
time required to improve or edit code before delivery. This
model used the features of understandability and modifiability,
which were calculated based on object-oriented metrics, to
estimate the maintainability of the code considering its size and
structural complexity. Khan and Khan [30] developed a model
that was used to measure the quality of analyzability. Multiple
linear regression was conducted for the structural design of
a system in which complexity might affect the quality of
software maintainability, especially its analyzability. However,
they found that other factors, such as the size of a file or
program, may also make maintainability difficult.

III. RESEARCH METHODOLOGY

This study analyzes the comments related to software
maintainability from the peer code review of OSS projects
using text mining techniques. The main procedure consists of
two parts, as described in the subsequent subsections.

A. Development of Software for Searching and Storing Data
from Gerrit

Software was developed for searching and storing data
associated with Eclipse and Qt comments that were collected
by Gerrit from 2017 to 2021. Before storing the data from
Gerrit, tables were designed in the database to support the
data used in this study. The stored information is as follows:

• ID - the unique number for each data entry;

• Patch numbers - the number of patches;
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• Created on - the review request date;

• Uploader - the uploader’s ID (Gerrit user name);

• Author - the code author;

• Reviewers - the reviewer’s ID (Gerrit user name);

• File - the name of the file with the review request;

• Line - the number of changed lines of code;

• Message - the comment message; and

• Kind - the status of the changed code, such as trivial
rebase, no code change or rework.

B. Analyzing a Dataset

In this step, the sub-characteristics related to software
maintainability that appear in comments provided via the peer
code review of OSS projects were searched using a text-mining
technique. This technique also verifies that the comments were
related to maintainability. This step is shown in Fig. 1, and
each step is shown as follows.

Fig. 1. The data analysis process

Keyword List Building - A set of keywords that are
related to software maintainability, such as modularity, an-
analyzability, and testability, was constructed. These keywords
were selected based on the sub-characteristics that are related
to the definition of “software maintainability”. Previously,
Ghosh et al. [31] used these collected keywords to search for
comments related to software maintainability. However, they
found that the reviewers of OSS projects typically did not use
words in comments that matched these keywords. Therefore,
the sub-characteristics related to software maintainability are
converted to their root forms to reflect the basic meaning of
the term; for example, “modifiability” was shortened to the
root “modify”. Then, synonyms for each root word, such as
“edit”, “improve”, “solve”, and “amend” (for “modify”), were
also added to the search set. The words with the same meaning
as these keywords were identified using WordNet, a website
that provides synonyms for various terms.

Data Cleaning - In this study, R was used for data
cleaning. Specifically, the text mining (tm) package was used
in this step. In data cleaning, the stop word function was
employed to remove terms that were not significant without
changing the meaning of the sentence. For example, pronouns,
conjunctions, and prepositions usually appear in each comment
but could generally be removed. Moreover, whitespace, num-
bers, and special characters, such as special symbols (, ), , *,
#, and ! were deleted. Then, word stemming was performed
by removing prefixes and suffixes. Words with the same
root, such as “compatible” and “compatibility,” have similar
meanings; therefore, “ible” and “ibility” could be removed to
obtain the root “compat”. Another example is “connection”,
“unconnected”, “connective” and “connecting”, for which the
root is “connect”. Moreover, letters were converted from upper
case to lower case to reduce the number of required indices
and the processing time.

Comment Retrieval - In this step, a command set was
developed to search for comments with keywords or meanings
related to software maintainability. At least one word from
the constructed keyword list must be matched, and the search
results were converted into a file format for easy analysis. In
order to search for comments related to software maintainabil-
ity, we developed a command in R that connects to a MySQL
database and searches based on various subcommands. For
example, a set of commands is developed to find the word
“modify,” and words with the same meaning as “modify”
appear in the text of comments in the database.

In order to search for comments containing keywords,
we created a command set for each keyword for the conve-
nience of searching and storing. After the comments related
to software maintainability were obtained, each comment was
reviewed to improve credibility. This check was manually
performed to verify that each comment contained a keyword
or related term. If the text in a comment did not match a
keyword or related word, we deleted the text from the database.
After verification, the results were stored in table format, and
relations were preserved. The table shows the number of terms,
either keywords or related words, that appear in comments and
are related to software maintainability.

Unrelated Comment Removal - We analyzed the results
from step 3 and determined the number of comments in Eclipse
and Qt related to software maintainability. These results could
help answer the question of whether the developers are inter-
ested in software maintainability in OSS projects based on peer
code review. To determine whether a comment was considered
in code modifications, a command set was established in R
by pairing comments related to software maintainability and
comments from Gerrit. Notably, most comments from Gerrit
included both the comments from reviewers and the comments
of software developers who responded. This code modification
assessment considers the type of code modification, such as
trivial rebase or rework.

Additionally, the words in the reply related to code modi-
fications, such as “done”, “finished”, or “edited” (as shown in
Fig. 2), were considered. After checking the comments based
on this procedure, the comments with no replies were removed
from the database.

Maintainability Attribute Discovery - Thirty-three sub-
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Fig. 2. Example of comment related to maintainability and responses of
code authors

characteristics of software maintainability were selected, and
other sub-characteristics of software maintainability hidden in
comments related to Eclipse and Qt projects were searched
using the LDA. This algorithm could be applied to search
for topics related to maintainability. The result of the LDA in
R presented the frequency of occurrence of words that were
related to the keywords, and we were required to determine
whether these words should be new keywords. If the answer
was yes, the term was added to the keyword set, and steps 3
and 4 were repeated until there were no additional keywords.

IV. RESULTS

Based on our research questions (described in Section I),
the results of the analysis are presented.

A. How Many Subs-Characteristics are Related to Software
Maintainability?

In Ghosh [31], 40 sub-characteristics related to maintain-
ability were identified and studied. The following criteria were
used to select sub-characteristics: 1) the definition of the sub-
characteristic must be relevant to the definition of “software
maintainability” according to ISO/IEC 25010, and 2) a sub-
characteristic keyword cannot be a common or general word.
The sub-characteristics of this study that did not meet those
criteria were as follows:

1) Compliance,
2) Conciseness,
3) Delivery,
4) Documentation,
5) Impact Analysis,
6) Programming Language; and
7) Self-descriptiveness.

The obtained sub-characteristics that met these criteria
were converted into verbs or nouns by removing the suffix,
and the final keywords were easy to search for in the com-
ments of reviewers on OSS projects. The results of keyword
determination are shown in Table I.

We then reviewed the keyword search results to identify
potential words that should not be considered keyword syn-
onyms. The criteria for synonym consideration are as follows:

1) Cannot be a common term used in the programming
language, such as class, function, feature, method,
object, or parameter, or a general computer-related

TABLE I. THE LIST OF KEYWORDS

No. sub-characteristics Keyword No. sub-characteristics Keyword

1 Accuracy Accuracy 18 Implementation Implement
2 Adaptability Adapt 19 Instrumentation Instrument
3 Analyzability Analyze 20 Integrability Integrate
4 Augmentability Augment 21 Localization Localization
5 Availability Available 22 Modifiability Modify
6 Changeability Change 23 Modularity Modular
7 Completeness Complete 24 Perfectiveness Perfect
8 Complexity Complex 25 Portability Portable
9 Comprehensibility Comprehension 26 Readability Read

10 Consistency Consistency 27 Reusability Reuse
11 Correctability Correc 28 Simplicity Simple
12 Durability Durable 29 Stability Stable
13 Efficiency Efficient 30 Standardization Standard
14 Effort Effort 31 Testability Test
15 Expandability Expand 32 Traceability Trace
16 Extensibility Extension 33 Understandability Understand
17 Flexibility Flexible

term, such as system, computer, software, file, or
command.

2) For duplicate synonyms, only synonyms from three
root words are selected.

3) For different synonyms, all words from three roots
are used as keywords.

The search process for the keywords and synonyms that
met these criteria is shown in Table II. The software developers
that use Eclipse and Qt can consider all characteristics of soft-
ware maintainability to improve and edit their source codes.
Therefore, in addition to the 33 characteristics identified by
the LDA, the frequent terms in comments related to software
maintainability were also searched. The LDA results in Table
III contain keywords and synonyms such as change, adjust,
test, and improve. Therefore, to choose the new maintain-
ability characteristics from the LDA, we considered the most
frequently used words in each group.

Considering the maintainability characteristic produced by
the LDA, some groups did not contain appropriate words.
However, Eclipse and Qt contained two new characteristics
related to software maintainability: cohesion and duplicate.
To define the new maintainability characteristics, the authors
used comments provided by the reviewers to search and
identify these two maintainability characteristics. The words
that typically appear with “cohesion” and “duplicate” had a
relationship value of 0.6. Thus, those keywords were associated
with software maintainability at least 60% of the time. The
words most highly correlated with the new types of maintain-
ability characteristics in comments are considered to define
the maintainability characteristics and group the synonyms (as
shown in Table IV).

1) The cohesion module identifies the modules that
work together by connecting the components of the
modules. These components may work at the same
time or have the same input but different operations.

2) The duplicate function combines functions with simi-
lar properties or procedures to reduce the duplication
of functionality, which can potentially cause confu-
sion in calling.
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TABLE II. THE LIST OF KEYWORD AND SYNONYMS

No. Keyword Synonym

1 Accuracy accuracy, exact, truth, certainty, precision, propriety, recti-
tude, validity, sure, definite, inevitable, rigorous, evident,
categorical, explicit, just, lawful

2 Adapt adapt, adjust, modulate, alter, fine, shape, regulate
3 Analyze analyze, analysis, diagnose, assay, delineate, muse, anato-

mize
4 Augment augment, amplify, spread, inflate, escalate, dilate, enhance,

accumulate, increase, suffuse, raise, mount, aggrandize,
splay, accrete

5 Available available, accessible, handiness, obtainable, satisfactory,
convenient, usable, benefit

6 Change change, vary, remodel, permute, convert, transform, re-
vamp, purge, reform

7 Complete complete, full, absolute, plenary, finish, utter, flawless
8 Complex complex, complicate, sophisticated, elaborate, manifold,

labyrinthine, multiple, confuse, entangle, mix, muddle, dis-
cursive, tangle, intricate, bewildered, imbroglio, intricacy,
jumble, obscurity

9 Comprehension comprehension, finality, inference, conclusion, notion, re-
alization, savvy

10 Consistency consistency, coherence, pertinacity, adhesion, invariability,
tenacity

11 Correct correct, rectify, fit, favorable, appropriate, worthy, deserve,
suitable, due, rightful, infallible, redress, regularize

12 Durable durable, lasting, hardy, imperishable, substantial, perma-
nent, long, immune, indissoluble, enduring, strong

13 Efficient efficient, able, capable, competent, proficient
14 Effort effort, endeavor, fighting, might, stamina, energy, strength,

activity
15 Expand expand, add, accretion, accrue, develop, flatten, grow,

prosper, thrive
16 Extension extension, flare, connect, continue, broaden, enlarge,

widen, magnify, prolong, elongate, protract, proliferate
17 Flexible flexible, elastic, dexterous, limber, resilient, springy, pli-

able, stretch
18 Implement implement, execute, accomplish, achieve, resource, utilize,

apply
19 Instrument instrument, equipment, accessory, apparatus, machinery,

appliance, device, fgadget
20 Integrate integrate, gather, collect, compile, assemble, embody, co-

ordinate, cooperate, harmonize, consolidate, sticking, com-
bination, joining, amassing, hoard, compound

21 Localization localization, limitation, narrowing, restriction, stint, defini-
tion, circumscription

22 Modify modify, customize, edit, improve, solve, repair, amend,
qualify

23 Modular modular, configuration, component, constituent, ingredient,
composition, complement, element, procedure, segment

24 Perfect perfect, excellent, ideal, immense, keen, superb, wonderful,
terrific, fantastic, splendid, magnificent, superior, entirety,
consummate, faultless

25 Portable portable, mild, soft, slight, lightweight, feathery, weak,
mushy, flimsy

26 Read read, peruse, pronounce, extrapolate, imagine, speculate,
surmise, see, view, interpret, transliterate, look

27 Reuse reuse, recycle, reiterate, rehash, reclaim, exploit, revise
28 Simple simple, ease, expedient, facile, easy
29 Stable stable, still, steady, invariable, constancy, endurance, firm-

ness, fastness, indissolubility, sturdily
30 Standard standard, formula, archetypal, representative, typical, char-

acteristic, degree, tier, quality, criterion, measurement, im-
perative, touchstone, property

31 Test test, verify, check, prove, evaluate, examine, assess, at-
tempt, experiment, inspect, trial, proof, tryout, investigate

32 Trace trace, pursue, tag, trail, detect, search, seek, probe, mean-
ing, significance, hint, consequence, point, follow, behave,
track, extract, transcribe

33 Understand understand, explain, fathom, grasp, knowledge, perceive

TABLE III. THE LDA RESULTS

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

change use add work method
convert sure adjust example tool

parameter suggest file make class
patch implement test code review
index cohesion improve model package
name resource worth duplicate commit

TABLE IV. NEW KEYWORDS

No. Keyword Synonyms

1 Cohesion cohesion, sticky, tough, gummy, leathery, tenacious
2 Duplicate duplicate, repetitive, double, copy, transcript, counterpart, facsim-

ile, reproduce, mimeograph, repeat, replicate

B. Are the Developers of OSS Projects Interested in Software
Maintainability Under the Peer Code Review?

The Qt and Eclipse projects had totals of 309,165 and
108,357 comments, respectively. Thirty-five keywords were
identified based on the characteristics that were relevant to
maintainability. These keywords included 33 previously used
terms and two terms obtained from the LDA. A script was
developed in program R for text mining. The results indicated
that 39,638 and 93,629 comments were related to maintainabil-
ity in the Qt and Eclipse projects, respectively, based on the
keywords (36.58% and 30.28% in Fig. 3). In both projects, the
number of comments related to software maintainability was
low compared to the total number of comments.

Fig. 3. Rate of comments are related to maintainability and comments are
not related to maintainability

The keywords were used 64,616 and 149,610 times in
the comments of the Eclipse and Qt projects, respectively. In
order to determine the extent to which software developers
of Eclipse and Qt prioritized software maintainability, the
comments related to software maintainability and code editing
were analyzed. Overall, 36,975 and 94,408 comments led to
source code modifications for Eclipse and Qt, representing
57.22% and 63.10% of all comments, respectively. Fig. 4
shows that the comments provided to the software developers
of Eclipse and Qt resulted in source code edits 50-60% of the
time.

We found that software developers of Eclipse and Qt edited
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Fig. 4. Ratio of comments to modification code

the source code according to the comments related to software
maintainability approximately 50-60% of the time. This result
provides empirical evidence suggesting that the software de-
velopers of Eclipse and Qt prioritized software maintainability
in more than 50% of source code modifications.

The Pearson correlation coefficient was determined in this
study at a 95% confidence interval to obtain the relationship
between comments related to maintainability and comments
related to code changes in these two OSS projects. Based
on an analysis in R, the Pearson correlation coefficients of
Eclipse and Qt were 0.995 and 0.993, respectively. These
coefficients indicate that the number of comments related to
software maintainability and the number of comments related
to code modifications were highly related. In other words,
when the reviewers of Eclipse and Qt provided more software
maintainability comments, the software developers made more
source code edits.

C. What Characteristics of Software Maintainability have the
Developers Considered?

The five most common comments related to software
maintainability were investigated, and the number of code
modifications related to those comments was determined.
Fig. 5 illustrates that the software developers of OSS projects
make the most source code edits based on comments that
discuss readability, and the rates of related changes are

61.44% for Eclipse and 72.14% for Qt.

D. Does the Size of the Reviewer Pool Influence the Comments
Related to Maintainability?

In the two OSS projects, most of the comments that led
to code edits were made by reviewers and other software
developers. Therefore, the number of comments was compared
to the number of comments related to software maintainability
each month. Moreover, the sizes of the groups or teams of
software developers were considered to determine how many
software developers reviewed the code.

R was used to calculate correlation coefficients and obtain
the relationship between the number of software developers
who provided comments related to software maintainability
and the number of comments related to software maintainabil-
ity. The annual Pearson correlation coefficients in the study
period were 0.78, 0.88, 0.72, 0.53, and 0.75 for Eclipse and
0.85, 0.86, 0.57, 0.005, and 0.17 for Qt (as shown in Fig. 6
and 7).

Fig. 6 shows that the group size of reviewers and the
number of comments related to software maintainability were
highly related in the Eclipse project. Fig. 7 illustrates that the
group size of reviewers and the numbers of comments related
to the project maintainability in Qt were highly correlated.

www.ijacsa.thesai.org 960 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

Fig. 5. The percentage of addressed comments related to sub-characteristics

Fig. 6. The relationship between the number of reviewers and comments related to maintainability of the Eclipse project

The data were further analyzed to determine the trend in the
number of reviewers. Fig. 8 shows that the number of reviewers
who provide comments related to maintainability has increased

annually. As observed in the Eclipse and Qt projects, the new
generation of software developers is interested in developing
high-quality software and providing comments that improve
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Fig. 7. The relationship between the number of reviewers and comments related to maintainability of the Qt project

the quality of OSS projects.

E. How Many Comments Related to the Maintainability are
Given by Code Reviewers each Day?

The working times of reviewers for each project were eval-
uated based on ANOVA and posthoc comparisons considering
Tukey’s honest significant difference (HSD), which compares
the average of multiple data pairs. Tukey’s HSD was used
because hypothesis testing with ANOVA considers multiple
averages. Therefore, the results do not indicate which data pair
is different. Moreover, Tukey’s HSD is a popular statistical test
in software engineering research. In this study, the results of
the posthoc Tukey’s HSD indicate how many comments were
made by reviewers on each day of the week on average.

R was used to perform ANOVA at a 95% confidence level
for the following hypotheses.

H0: The average number of comments related to software
maintainability was the same on each day of the week.

H1: The average number of comments related to software
maintainability differed on each day of the week.

The results indicate that Eclipse has a p-value of 0.000649
and Qt has a p-value of 0.0105. The p-values of both projects
are lower than 0.05, so H0 is rejected. Therefore, it can be
concluded that the average number of comments related to

maintainability provided by reviewers each day varies. To
assess the differences, Tukey’s HSD is calculated.

R was used to perform the variance for Tukey’s HSD
calculation at a confidence level of 95%, and the hypotheses
of the test are as follows.

H0: The average number of comments related to software
maintainability is the same each day.

H1: The average number of comments related to software
maintainability is different each day.

Based on the variance of Tukey’s HSD, the average number
of comments from Monday to Saturday does not vary for
Eclipse. While there is a significant difference between the
comments related to the maintainability on Sunday compared
to those made throughout the rest of the week, the difference is
not significant. Moreover, the values on Saturday and Sunday
are similar. This finding may indicate that the Eclipse code
reviewers usually review code and provide comments related
to software maintainability from Monday to Saturday rather
than on Sunday. Based on the variance of Tukey’s HSD for
Qt, there are no significant differences between the number
of relevant comments on weekdays and weekends. Therefore,
it can be concluded that the reviewers of Qt usually review
code and provide comments related to software maintainability
every day.
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Fig. 8. Boxplot of comments related to the maintainability per day of the week

V. DISCUSSION AND THREATS TO VALIDITY

This section discusses the results and threats to the validity
of this study.

A. Discussion

The comments related to software maintainability from the
reviewers of OSS projects account for approximately 30%
of all comments, and some comments are related to the
development of the main functions and subfunctions of the
system and to other characteristics, such as stability [32].
In addition to maintainability, stability is a very important
characteristic because users around the world want to be sure
that OSS can maintain their confidentiality and integrity and
prevent accessibility issues or allow software editing without
permission. Moreover, published software must be made avail-
able. Therefore, software developers who focus on stability
mainly try to find possible gaps in code or vulnerable code
changes. The results of this study indicate that most comments
led to modifications of the code, which is a good sign for
software quality. Therefore, it is predicted that the software
developer communities of the Eclipse and Qt OSS projects
will continue to focus on maintainability in the future.

The results of this study and the applied methodology are of
interest in assessing software maintainability. This study differs
from other studies in that software engineering researchers
have typically investigated Eclipse and Qt based on other
maintainability topics and methods, such as using indicators
to verify source code and check maintainability. For example,
Yamashita et al. [33] checked for files that were vulnerable
to size increases and analyzed the complexity of the software.
Additionally, Caglayan et al. [34] used indicators to predict

defects in OSS projects, and Counsell et al. [35] calculated the
maintainability index based on coupled factors. Therefore, the
results of this study related to “software maintainability” may
differ from the results of other studies based on various factors,
such as the methods, processes, tools, and environments of
OSS projects.

B. Threats to Validity

Threats to validity can reduce the accuracy and reliability
of studies and lead to inaccurate results. This section presents
the threats to the validity of the current study. The threats in
this study can be categorized into three classes as follows.

Construct Validity - This research compiled OSS com-
ments from the code review system called “Gerrit”. The
storage structure of Gerrit was studied to design and de-
velop searching and storage software. The collected data were
sets of text or characters, and some data, such as symbols
and figures, may be incomplete. However, the collected data
were considered acceptable for analyzing the quality of OSS
projects, especially maintainability, which was the objective
of the research. In the research process, R was used for text
mining, data processing, and data analysis, as well as to search
for comments related to software maintainability. Moreover,
R was used to conduct various statistical methods, such as
variance analysis, correlation analysis, and regression analysis.
Therefore, other programs or tools were used for text mining,
and the results may be different.

Internal Validity - This study presents the comments
related to software maintainability from the code review pro-
cesses of Eclipse and Qt. In the comment search process,
keywords and synonyms related to each sub-characteristic of
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software maintainability were selected to provide the support
framework for searching. Only comments with one or more
of the selected keywords or synonyms were analyzed, and
irrelevant comments or those that did not meet specific criteria
were removed. Result verification was performed by manually
reviewing all comments related to software maintainability
before processing. However, this manual may have an inherent
bias, and we attempted to minimize this bias by repeating
the verification process many times. Moreover, expert code
reviewers were asked to verify the results by reading the
comments (approximately 30% of all comments). Currently,
there is no tool available for the automatic review of comments.

External Validity - The results of this study only pro-
vide empirical evidence for the two OSS projects considered.
Therefore, the findings are not applicable to every OSS project
because each project differs in internal structure, and the
code review and software development processes also vary.
However, the results of this study can provide preliminary
guidelines for other studies related to the quality of similar
OSS projects.

VI. CONCLUSION

The objective of this research was to analyze the comments
associated with the Eclipse and Qt projects as part of the code
review process. The analytical results suggest that the number
of changes based on maintainability is moderate. This result
can improve the awareness of software developers regarding
the importance of code modification related to maintainability.
Moreover, the empirical data in this research can benefit source
code improvements made by software developer communities
in OSS projects. Additionally, the code review trends illus-
trated in this study can improve decision-making processes
among software developers of OSS projects, who should pri-
oritize software maintainability. In addition, these developers
should be ready to perform code editing in situations or
environments that may change in the future.

Although the results of this research provide only basic
conclusions, the existing information is sufficient for guiding
the development and improvement of OSS quality. Moreover,
the findings can be used by researchers who are interested in
software maintainability to study related topics, such as plug-
in development, using Gerrit. This comment-related approach
could improve code modification and extend beyond main-
tainability to other topics, such as readability and testability.
Additionally, tools or processes could be developed to assess
the edits of software developers in OSS projects according
to reviewer comments in Gerrit. If such a script or program
was developed to automatically check code edits in the Gerrit
framework, the reviewers who provide the comments could
be notified to facilitate better communication within the soft-
ware development community and allow for faster subsequent
reviews.

REFERENCES

[1] P. C. Rigby, D. M. German, and M. A. Storey, “Open source software
peer review practices: a case study of the apache server,” in Proceedings
of the 30th international conference on Software engineering. ACM,
2008, pp. 541–550.

[2] M. Aberdour, “Achieving quality in open-source software,” IEEE Soft-
ware, vol. 24, no. 1, pp. 58–64, 2007.

[3] V. Tiwari and R. Pandey, “Open source software and reliability met-
rics,” International Journal of Advanced Research in Computer and
Communication Engineering, vol. 1, no. 10, pp. 808–815, 2012.

[4] B. Norick, J. Krohn, E. Howard, B. Welna, and C. Izurieta, “Effects
of the number of developers on code quality in open source software:
a case study,” in Proceedings of the 2010 ACM-IEEE International
Symposium on Empirical Software Engineering and Measurement,
2010, pp. 1–1.

[5] Y. Zhou and J. Davis, “Open source software reliability model: an
empirical approach,” in ACM SIGSOFT Software Engineering Notes,
vol. 30, no. 4. ACM, 2005, pp. 1–6.

[6] G. S. Walia and J. C. Carver, “Using error information to improve
software quality,” in Proceedings of the 2013 IEEE International
Symposium on Software Reliability Engineering Workshops (ISSREW).
IEEE, 2013, pp. 107–107.

[7] A. Bosu and J. C. Carver, “Peer code review in open source com-
munities using reviewboard,” in Proceedings of the ACM 4th annual
workshop on Evaluation and usability of programming languages and
tools. ACM, 2012, pp. 17–24.

[8] M. B. Zanjani, H. Kagdi, and C. Bird, “Automatically recommending
peer reviewers in modern code review,” IEEE Transactions on Software
Engineering, vol. 42, no. 6, pp. 530–543, 2016.

[9] R. A. Baker Jr, “Code reviews enhance software quality,” in Proceedings
of the 19th international conference on Software engineering. ACM,
1997, pp. 570–571.

[10] A. Bosu, M. Greiler, and C. Bird, “Characteristics of useful code
reviews: An empirical study at microsoft,” in Proceedings of the 12th
Working Conference on Mining Software Repositories. IEEE, 2015,
pp. 146–156.

[11] M. Bernhart, A. Mauczka, and T. Grechenig, “Adopting code reviews
for agile software development,” in Proceedings of the 2010 Agile
Conference (AGILE 2010). IEEE, 2010, pp. 44–47.

[12] M. Fagan, “Design and code inspections to reduce errors in program
development,” in Software pioneers. Springer, 2002, pp. 575–607.

[13] P. Thongtanunam, C. Tantithamthavorn, R. G. Kula, N. Yoshida, H. Iida,
and K. Matsumoto, “Who should review my code? a file location-based
code-reviewer recommendation approach for modern code review,”
in Proceedings of the 2015 IEEE 22nd International Conference on
Software Analysis, Evolution, and Reengineering (SANER). IEEE,
2015, pp. 141–150.

[14] International Organization For Standardization, “Software engineering
- Software product Quality Requirements and Evaluation (SQuaRE) –
System and software quality models,” ISO/IEC 25010:2011, 2011.

[15] S. Ghosh and A. K. Rana, “Comparative study of the factors that
affect maintainability,” International Journal on Computer Science and
Engineering, vol. 3, no. 12, pp. 3763–3769, 2011.

[16] N. S. A. A. Bakar and N. Arsat, “Investigating the factors that influence
the quality of open source systems,” in Proceedings of the 5th Interna-
tional Conference on Information and Communication Technology for
The Muslim World (ICT4M). IEEE, 2014, pp. 1–6.

[17] J. Walden, M. Doyle, G. A. Welch, and M. Whelan, “Security of
open source web applications,” in Proceedings of the 3rd International
Symposium on Empirical Software Engineering and Measurement.
IEEE, 2009, pp. 545–553.

[18] B. Norick, J. Krohn, E. Howard, B. Welna, and C. Izurieta, “Effects
of the number of developers on code quality in open source software:
a case study,” in Proceedings of the 2010 ACM-IEEE International
Symposium on Empirical Software Engineering and Measurement.
ACM, 2010, pp. 62–62.

[19] D. C. Schmidt and A. Porter, “Leveraging open-source communities
to improve the quality & performance of open-source software,” in
Proceedings of the 1st Workshop on Open Source Software Engineering
at ICSE 2001, 2001, pp. 1–5.

[20] J. Asundi and R. Jayant, “Patch review processes in open source
software development communities: A comparative case study,” in
Proceedings of the 40th Annual Hawaii International Conference on
System Sciences, 2007. IEEE, 2007, pp. 166–171.

[21] P. C. Rigby, “Understanding open source software peer review: Review
processes, parameters and statistical models, and underlying behaviours
and mechanisms,” Ph.D. dissertation, 2011.

www.ijacsa.thesai.org 964 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 12, 2022

[22] A. Bacchelli and C. Bird, “Expectations, outcomes, and challenges
of modern code review,” in Proceedings of the 2013 international
conference on software engineering. IEEE, 2013, pp. 712–721.

[23] Y. Tao, D. Han, and S. Kim, “Writing acceptable patches: An empirical
study of open source project patches,” in Proceedings of the 2014
IEEE International Conference on Software Maintenance and Evolution
(ICSME). IEEE, 2014, pp. 271–280.

[24] J. Czerwonka, M. Greiler, and J. Tilford, “Code reviews do not find
bugs: how the current code review best practice slows us down,” in
Proceedings of the 37th International Conference on Software Engi-
neering. IEEE, 2015, pp. 27–28.

[25] R. Glass, “Frequently forgotten fundamental facts about software engi-
neering,” IEEE Software, vol. 18, no. 3, pp. 112–111, 2001.

[26] B. C. Wagey, B. Hendradjaya, and M. S. Mardiyanto, “A proposal
of software maintainability model using code smell measurement,” in
Proceedings of the 2015 International Conference on Data and Software
Engineering (ICoDSE). IEEE, 2015, pp. 25–30.
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Abstract—Human activity recognition in aerial videos is an
emerging research area. In this paper, an Inflated I3D-ConvNet
(Inflated I3D) and Bidirectional Long Short-Term Memory (Bi-
LSTM) based human action recognition model in UAV videos
have been proposed. The initial module was pre-trained using
the Kinetics-400 video dataset, which consisted of 400 classes of
human activities and around 400 video clips for each class culled
from real-world and arduous YouTube videos. The proposed
inflated I3D-ConvNet which was built on 2D-ConvNet inflation
learns and extracts spatio-temporal features from aerial video
while leveraging the architectural design of Inception-V1. The
proposed model employs Bi-LSTM architecture for human action
classification on the Drone-Action dataset which is a smaller
benchmark UAV-captured video dataset. This model considerably
improves the state-of-the-art results in activity classification using
the SoftMax classifier and retains an accuracy of about 98.4%.

Keywords—2D-ConvNet; Bi-LSTM; drone-action; inception-
V1; inflated I3D-ConvNet; Kinetics-400

I. INTRODUCTION

Drone technology has advanced rapidly in recent decades.
Unmanned aerial vehicles (UAVs), or drones, are proving
very useful in areas that humans cannot reach or cannot
reach quickly and effectively. Drone technology has much
greater potential, scope, and size when used in a variety
of settings, including businesses, governmental institutions,
military installations, etc. They take little effort, energy, or
time and can travel to even the most remote locations where
fewer people are needed.

In the next generation of drones, the key characteristics
of size, autonomy play, and propulsion are crucial. The type
of drone is determined by the technologies used to operate
it. Multirotor is the most prevalent type of drone extensively
used by most of the professionals. Video surveillance, aerial
photography, etc. are some of the multirotor drone applications.
Multirotor is easy to manufacture and most economic to fly.
With a multirotor, you can position and frame the camera
more precisely for good aerial shots. The most popular and
commonly used multirotor aircraft are quad-copters. Multi-
rotors have many drawbacks such as limited speed, reduced
endurance, and less flying time. With light cargo, the maximum
flight time for a multirotor is 20 to 30 minutes. Due to this,
multirotors are not appropriate for applications involving long-
distance travel, inspection, or mapping.

Understanding how a human body is articulated in an
image and identifying human movement in videos taken by
these types of drones [1] is a challenging research problem.
Sometimes in many situations such as those including visual

blur, perspective distortion, low-resolution scenes, occlusions,
etc., it is highly challenging to discern human motions.

With the swift advancement of deep learning algorithms
and neural network architectures, numerous great accom-
plishments have been made in image recognition tasks on
various datasets [2], [3], [4]. The CNN model pre-trained on
ImageNet [5] has already achieved significant performance in
image recognition. The same methods can be adopted in the
existing action recognition mainstream models for extracting
temporal and spatial features from frames of RGB video and
optical flow subsequently. Although great video-based action
recognition performance can be attained, our research work
discovered that pre-train on still image dataset ImageNet is
not an optimal preference. Since still images differ from video
sequences to a significant extent, the novel dataset known
as Kinetics for human action recognition [6] was released.
This dataset is appropriate for pre-training the architectures
for video recognition. The outcome of the experiment [7]
shows that every convolutional neural network architecture pre-
trained on this dataset outperforms the architectures pre-trained
on ImageNet. In action recognition, an important factor along
with image recognition is sequence modeling. In sequence
modeling problems, compared with RNN (Recurrent Neural
Network) and unidirectional LSTM [8], bidirectional LSTM
[9], [10], [11] is broadly used architecture because it can
address the most resilient problems such as vanishing gradient
and exploding gradient up to some extent.

The majority of existing techniques suffer from a high
false alarm rate. Furthermore, while these techniques perform
well on simple datasets, their performance is restricted when
dealing with real-world scenarios. To address these issues, we
present in this paper a robust and efficient model that learns
visual features from a sequence of frames by integrating them
as spatiotemporal information from raw video. The following
are the key contributions of current work:

• For drone-based outdoor surveillance networks,
we propose a reliable ConvNet-based sophisticated
paradigm. For deep spatiotemporal feature extraction,
we use a pre-trained inflated inception-V1 architec-
ture, followed by a sequential learning method that
outperforms state-of-the-art approaches in terms of
accuracy.

• The proposed framework employs a multi-layer Bi-
LSTM architecture. Because of the forward and back-
ward passes applied at each layer of the LSTM model,
this improves the capabilities of effective learning. As
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a result, the final trained model is not limited to the
data used for training, but it can also be used in video
surveillance networks.

• In this paper, we proposed a novel network that
combines the advantage of a sophisticated ConvNet
feature extractor pre-trained on Kinetics and robust
sequence modeling tools such as Bidirectional LSTM.
Initially, like I3D Inception 3D-CNN [12], [13], [14]
pre-trained on Kinetics is exercised as the feature ex-
tractor. Next, to capture high-level temporal features,
the feature vectors created by I3D are input into a
bidirectional LSTM network. Finally, to create useful
predictions of these high-level features, a SoftMax
classifier is used. We can train the network on an end-
to-end basis.

The rest of the paper is structured into sections as follows:
Section II presents the overview of the existing models for
action recognition, Section III gives the problem definition,
Section IV describes the proposed methodology, Section V
reports the datasets adopted for the proposed work, experimen-
tal results, performance evaluation, comparison with the state-
of-the-art models and discussion. Section VI concludes the
proposed work. Section VII provides the future work. Finally,
Section VII gives the acknowledgments.

II. LITERATURE SURVEY

A. 3D-ConvNet for spatio-temporal feature extraction

Since 3D-CNN was first introduced for action recogni-
tion tasks, it has always been a prevalent research method.
Using this method, spatial and temporal data are directly
extracted from raw surveillance video. C3D [15] is one more
predominant research effort. Using a simple linear classifier
on four main-stream benchmarks, C3D can outperform other
algorithms by learning spatial-temporal properties from 3D-
CNN. Recently, large-size datasets such as Kinetics and Ac-
tivityNet [16] have been introduced. After pre-training on a
large video dataset, a few other works incorporating a 3D-
CNN model outperform leading-edge models. Before 3D-CNN
came into existence, due to its ability to directly extract spatial
characteristics using 2D convolution, which is more effective
and exact than creating features by hand, 2D-CNN models
totally rule the image recognition domain.

The previous research study says that for the action recog-
nition task, very deep 2D-CNN models can be outperformed
by very shallow and Kinetics pre-trained 3D-CNN models to
a great extent. A novel model called inflated I3D-ConvNet has
been proposed that enhances kernels of inception module [17]
such as convolution and pooling in GoogleNet [18] into 3D. In
the UCF-101 dataset [19], this model has achieved maximum
accuracy.

B. Bi-LSTM for Action Recognition

In sequential modeling tasks like human action recognition
in videos, RNN is a very powerful and widely used network
architecture. LSTM (Long Short-Term Memory) is an RNN-
based network that is extensively used in video-based action
recognition for learning motion features. This also can be
used to prevent gradient explosion problems and gradient

vanishing problems up to some extent during the training
process. Another research work [20] has suggested a video
as an ordered sequence based on LSTM architecture. In this,
the underlying CNN network generates the output features
which are fed to the LSTM network yielding an exceptional
performance in the UCF-101 dataset. Another model LRCN
[21] is very broad in both spatial & temporal dimensions. In
this, we utilized CNN for spatial feature learning and LSTM
for temporal feature learning. Also, the LRCN model has
different input and output lengths.

Bidirectional RNNs are initially addressed in [22], later for
speech recognition tasks, the work [23] has been proposed by
using the bidirectional RNN to outperform the unidirectional
RNN. Next, bidirectional LSTMs were introduced to predict
frame-wise phoneme classification [24], network-wide traffic
speed [25], etc. In terms of prediction bidirectional LSTMs
give good results than unidirectional LSTMs. In various tasks
involving videos like object segmentation in video [26], video-
super resolution [27], fine-grained action detection [28] and
spatio-temporal feature learning for gesture recognition [29]
bidirectional LSTM architecture has been leveraged. Another
research work [30] extends the idea of coupling the con-
volutional module with the RNN module. This architecture
leverages the element-wise max pooling and BiConvLSTM and
includes the temporal encoding in forward temporal directions
and backward temporal directions as well because in most
heterogeneous datasets accessing the forthcoming details from
the present state is very much advantageous for accurate
predictions.

CNNs are capable of extracting local features whereas Bi-
LSTMs are very good at handling long-term dependencies.
Unlike LSTMs (which utilize only past information), when
complete time-series sequence data is at hand Bi-LSTMs make
use of both past and future information which permits the
network to make more accurate predictions. In sequential data,
to capture the different temporal local dependencies, this model
employs different sizes of convolutional kernels. Datasets such
as WISDM, UCI-HAR, and PAMAP2 are adopted to calculate
the performance of the proposed multiple human activities
identification model. Merits and demerits of the existing re-
search works are described in the below Table I.

It is possible to reach a conclusion by utilising some
of the constraints and potential improvements learned from
previous research. Existing approaches were insufficiently ef-
fective. This is primarily due to the algorithm’s complexity and
potential. Our proposed approach is used to fill gaps in the
existing scientific literature. For this, we introduced a novel
model named I3D-BiLSTM that employs inflated I3D-CNN
pre-trained on the Kinetics dataset and bidirectional LSTM
architectures for learning spatio-temporal features of adjacent
video frames. This approach achieved considerably highest
performance in terms of accuracy compared to existing works.

III. PROBLEM DEFINITION

Human activity recognition in a fixed camera-based surveil-
lance system is relatively one of the well-studied areas of
interest whereas human activity recognition in UAV-based
surveillance systems is comparatively less studied [31], [32],
[33]. This area of research has drawn a great deal of attention
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TABLE I. MERITS AND DEMERITS OF RELATED WORKS

Method Dataset Merits Demerits
C3D [15] UCF-101 Effective approach for spatiotemporal feature learning using

deep 3D ConvNets
Achieved less accuracy

ActivityNet [16] ActivityNet Provides largescale video benchmark for human activity
understanding

Needs more categories and samples per category to unveil
new challenges in understanding and recognizing human
activities in present scenarios

Inception-v3 [17] ILSVR 2012 Enhances the kernels of inception module such as convolu-
tional and pooling in GoogleNet into 3D

Lack of verification of ensemble result on the test set as the
test and validation set error tends to correlate very well

GoogleNet [18] ILSVRC14 Improved utilization of the computing resources inside the
network

Improvement needed in classification of groudtruth predic-
tions

UCF-101 [19] UCF-101 Large benchmark dataset consists of unconstrained videos Less number of classes and categories, below baseline action
recognition results

CNN+LSTM [20] Sports-1M+ UCF-101 Yeilds good performance using CNN and LSTM for video
classification

Deeper integration of the temporal sequence information into
the CNNs is required

LRCN [21] Flickr30k+
COCO2014

Achieved good results in CNN special learning and LSTM
temporal feature learning with different input and output
lengths

Needs more investigation on perceptual problems with time-
varying visual input or sequential outputs

BRNN [22] TIMIT Efficient estimation of the conditional posterior probability
of complete symbol sequences without making any explicit
assumption about the shape of the distribution

Need more investigation on classification

DBLSTM-HMM hybrid
[23]

TIMIT speech Outperforms both RNNs and unidirectional LSTM Experiments in LSTM learning algorithms, output error
functions, and improved generalisation is required

Frame-wise Phoneme
classification [24]

TIMIT speech Outperforms both RNNs and unidirectional LSTM Experiments in LSTM learning algorithms, output error
functions, and improved generalisation is required

SBU-LSTM [25] loop detector
data+INRIX data

Best prediction performance for the traffic speed on different
types of traffic network in both accuracy and robustness

Requires more attention in learning and interpreting spatial
features towards graph-based structure

ConvGRU+ConvLSTM
[26]

DAVIS+ FBMS+
SegTrack-v2+ FT3D

Improved encoding techniques used in spatio-temporal evo-
lution of objects in a video for motion segmentation

More research is required on promising algorithms like
Instance-level video object segmentation

BRCN for multi-frame
SR [27]

25 YUV format
videos+Set1+Set2

Powerful temporal dependency modeling for SR videos
containing complex motions, achieved better performance
and faster speed

1) The model has a very shallow architecture
(i.e., only 3 layers), so its performance is poor
2) Due to the low-resolution images the computational
complexity grows with the upsampled spatial size
3) Due to the lack of large-scale video SR dataset, model
cannot directly learned from scratch (raw videos)

Multi-stream CNN
+Bidirectional LSTM
[28]

MPII Cooking 2+new
MERL Shopping

Effective use of pixel trajectories rather than stacked optical
flow as input to the motion streams, leading to a significant
improvement in results

Extraction of pertinent data is required to increase more
accuracy

MoIWLD [29] Hockey Fight +BE-
HAVE +Crowd Vio-
lence

Modified sparse-representation-based classification model is
used to control the reconstruction error of coding coefficients
and minimize the classification error for violence detection
in videos

Requires more training to improve the accuracy

BiConvLSTM [30] Hockey
Fights+Movies+Violent
Flows

Leverages the element-wise max pooling and BiConvLSTM,
includes the temporal encoding in forward temporal direc-
tions and backward temporal directions for the detection of
violence in videos

Further investigation is needed for the best results on more
dynamic and heterogeneous datasets

in recent years as drones are becoming more popular and
extremely beneficial in different applications such as military,
agriculture, search and rescue, security monitoring systems,
etc [34]. Human activity recognition in aerial videos is a
challenging task because of various factors such as envi-
ronmental background, camera motion, object distances and
variety of cameras, longitude, the latitude of the UAV flight,
etc. [35], [36], [37]. Another challenging task is human activity
recognition in a video (sequence of frames) where each frame
has different variations such as spatio-temporal features loss,
background clutter, occlusion, low inter-class and high intra-
class variances for some classes, background lighting change,
image distortion, and a person pose variation [38], [39], [40],
[41]. We need to develop a sophisticated model that addresses
these issues and accurately classifies the human activities in
UAV captured video datasets.

IV. PROPOSED METHODOLOGY

A. 3D-ConvNet

In the realm of computer vision, Convolutional Neural
Network (CNN/ConvNet) is one of the well-known deep
learning neural networks that can handle massive volumes of
data in the early 1980s. It is a feed-forward neural network

with multiple layers that agglomerates many convolutional
layers called grouping layers, hidden layers, and activation
layers on top of each other in a particular order. This sequential
design allows ConvNet to learn hierarchical attributes using
the multi-layers of artificial neurons. An artificial neuron or
perceptron is the function that evaluates the weighted sum of
one or more inputs and passes this value to the non-linear
function called the activation function which produces the
output as an activation value.

Initially, 2D-ConvNet was pre-trained on ImageNet for
image recognition. When an image is passed as an input to
the 2D-ConvNet, it generates different activation functions
that are directed to the next layers. During the convolution,
a kernel/filter of fixed size should be applied to the input
image to obtain convolved features. The initial layer extracts
primitive information such as diagonal or horizontal edges. The
next layer takes hold of the output from the previous layer
and extracts more intricated features such as amalgamated
edges or corners. Hence, the deeper layers of the network can
extract even more complex features such as faces, objects, etc.
The terminal convolutional layer generates the activation map.
Based on this, the confidence score (between 0 and 1) will
be produced by the classification layer to classify the image.
2D-ConvNet architectures pre-trained on ImageNet and other
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datasets failed to recognize the objects in the images or videos
which are having different angles and different illumination
conditions. Later on, Carreira and Zisserman introduced a new
3D-ConvNet architecture pre-trained on Kinetics for human
action recognition to extract spatio-temporal features in videos.

In this work, we proposed a novel architecture shown in
Fig. 1 where each short video clip classification is treated as
an action recognition problem. For this subject, 3D-CNN has
traditionally been a popular strategy for facilitating spatio-
temporal learning. A substantial amount of training data is
often required to train a 3D-CNN from scratch. Carreira
and Zisserman introduced a new model that inflates a pre-
trained 2D-CNN on ImageNet architecture along the temporal
dimension to produce an inflated I3D-ConvNet. They used
the Kinetics human action dataset to train the inflated I3D-
ConvNet to address the action recognition challenge. Based on
their work, we exercised Inception-v1 I3D for our challenge
and fine-tune it on our Drone-Action dataset [42]. In this paper,
we have chosen the pre-trained weights of the RGB stream as
the initial weights are publicly accessible for Inception-v1 I3D.

In this model architecture, we manifested the evolution of
3D-ConvNet from ImageNet-based 2D-ConvNet architecture.
Like standard conventional networks, 3D-ConvNet is a natural
video modeling approach with spatio-temporal filters explored
previously in [43], [44], [45]. Inflating 2D-ConvNets into 3D
implies converting successful image classification models such
as deep 2D-ConvNets into 3D-ConvNets by inflating all the
filters and pooling kernels of size ‘n × n’ into ‘n × n ×
n’ with a supplementary temporal dimension. One important
characteristic of these models is that they precisely generate
hierarchical illustrations of the spatio-temporal data. Compared
to 2D-ConvNet, it has many parameters due to the added kernel
dimension, which makes training very difficult but results
have proven that they have produced promising results for
evaluation on the larger benchmark dataset (e.g. Kinetics). Fig.
2 depicts the feature extraction process for an inflated I3D-
ConvNet architecture.

We used a modest modification of C3D for this research,
which contains 14 convolutional layers, 27 BatchNormaliza-
tion layers, 27 ReLU layers, 13 DepthwiseConv layers, 4
ZeroPadding layers, one GlobalAveragePooling layer, and A
top layer with 4 fully connected layers. As in the original
version, short clips of 244 × 244 pixels each with a crop
of 112 × 112 pixels make up the model’s inputs. After all
convolutions and completely connected layers, we used batch
normalization. Another variation of the original model is, that
instead of using a temporal stride of 1 stride 2 is used. This
moderates the memory usage and permits greater batch sizes.
When fully connected layers without weight bindings have
been constructed, batch normalization is very crucial at this
stage.

B. LSTM

Long Short-Term Memory (LSTM) deep learning archi-
tecture was first developed by Hochreiter and Schmidhuber in
1997. It is a gated Recurrent Neural Network (RNN) architec-
ture. RNN network works on the present input by considering
the previous output as feedback and stores the information in
its memory for future prediction. Unlike RNN, it is capable

of handling long-term dependencies. LSTM networks address
the following issues that RNN fails to solve:

• Preserving the information for a long period or han-
dling long-term dependencies to predict the current
output.

• Fine control over carrying forward the important in-
formation and forgetting the unnecessary past infor-
mation.

• Removal of exploding and vanishing gradient problem
which occurs during the network’s training phase,
backtracking is used to reduce loss and achieve the
best outcomes.

C. LSTM Architecture

LSTM works very similar to RNN but it has a key feature
that differs it from RNN that is it preserves information for
a long period for future cell processing. Three gates make up
an LSTM cell: Forget gate, Input gate, and Output gate. The
internal process of an LSTM cell is depicted in the following
Fig. 3:

It has a memory pool that has two key vectors of states.

1) Short-term state: It is also known as a hidden state.
This state keeps the output at the current time step.
The short-term state of the previous timestamp is
represented with St−1 and the current timestamp is
St.

2) Long-term state (Lt−1): It is also known as the cell
state. This state reads and rejects the information
while passing through the network which is meant for
long-term storage. The long-term state of the previous
timestamp is represented with Lt−1 and the current
timestamp is Lt.

Here, the cell state contains all timestamps and information
as well. As depicted in the figure, the decision of reading,
writing, and storing depends on the activation functions whose
outputs are in between (0, 1).

1) Forget gate: This is the first state in the cell of the
LSTM network. This gate decides whether to store the infor-
mation of the previous timestamp or forget it. The Forget gate
Eq. (1) is as follows:

Ft = σ(Ct ∗ Uf + St−1 ∗Wf ) (1)

Where,

Ct = Current timestamp t input,
Uf = Weight connected with the input,
St−1 = Previous timestamp’s short-term state or hidden state,
Wf = The weight matrix for the short-term state.

Next, the activation function i.e. the sigmoid function is
applied to it which gives the value of ft in between (0, 1). It
is then multiplied by the previous timestamp’s long-term state,
as shown in the calculations below by using Eq. (2) and (3).

Lt−1 ∗ ft = 0, if ft = 0 (2)
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Fig. 2. The feature extraction workflow of Inflated I3D-ConvNet architecture

Lt−1 ∗ ft = Lt−1, if ft = 1 (3)

If the ft value is 0 it forgets everything, otherwise, it forgets
nothing.

2) Input gate: This is employed to manage the input value
flow and quantifies the importance of the latest information in
the cell. The Input gate Eq. (4) is as follows:

It = σ(Ct ∗ Ui + St−1 ∗Wi) (4)

Where,

Ct = Current timestamp t input,
Ui = Matrix of weights associated with the input,
St−1 = Previous timestamp’s short-term state or hidden state,
Wi = The weight matrix for the short-term state.

Next, the activation function is then subjected to the
sigmoid function, resulting in the value of ‘I’ at timestamp
‘t’. The value lies between (0, 1).

In LSTM, the latest information also known as new infor-
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Fig. 3. Long short-term memory architecture

mation in Input Gate is used to update the long-term state.

Latest Information (or New Information):

Nt = tanh(Ct ∗ Uc + St−1 ∗Wc) (5)

This latest information shown in Eq. (5) is a function of
the short-term state at the previous timestamp ‘t-1’ & input ‘C’
at the timestamp ‘t’. This information is necessary to pass it
through the long-term state. After the activation function, tanh
is applied over it, therefore the value of the latest information
lies between (-1, 1).

If Nt is negative, this information is subtracted from the
long-term state; if Nt is negative, this information is added to
the long-term state at the current timestamp. The following Eq.
(6) is an updated equation to add Nt to the long-term state.

Lt = Ft ∗ Lt−1 + It ∗Nt (6)

Where Lt−1 represents the long-term state at the current
timestamp and others represent previously determined values.

3) Output gate: This is used to control the cell utilization
for calculating the output activation of the LSTM unit and is
used to determine the generation of the output from the current
internal long-term state to the next short-term state. The Output
gate Eq. (7) is as follows:

Ot = σ(Ct ∗ Uo + St−1 ∗Wo) (7)

This equation is similar to Forget gate and Input gate. The
output value of this equation lies between 0 and 1 when the
sigmoid activation function is applied to it.

Next, the following Eq. (8) will be used to compute the
current short-term state Ot and tanh of the updated long-term
state:

Ht = Ot ∗ tanh(Lt) (8)

That is, the short-term state is the function of present output
and tanh of the long-term state. Then apply the SoftMax
activation function to the short-term state Lt to get the output
of the present timestamp using the following Eq. (9):

Output = SoftMax(St) (9)

In this, the token with the highest score in the output is
the prediction.

D. Bidirectional LSTM

Bidirectional LSTM or Bi-LSTM is an extension of the
LSTM model. Bi-LSTMs, unlike baseline LSTMs (trains a
model in unidirectional i.e., forward direction and use only past
information), train the model in two directions called forward
direction and backward direction as depicted in the following
Fig. 4.

In the forward direction, the model learns a sequence of
inputs from past to future whereas in the backward direction
model learns from future to past when the complete sequence
of time-series data is available. This denotes that the calcu-
lation of the output frame at timestamp ‘t’ depends on the
preceding frame at time ‘t-1’ and the subsequent frame at time
‘t+1’ because it performs processing in both directions.

This approach uses two hidden states, one for the forward
pass and another for the backward pass, to preserve the
past and future information. To enable the network to make
more accurate predictions, these states should be combined
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and this mechanism is called merging. This can be achieved
through the functions called sum, averaging, multiplication,
and concatenation. Among these functions concatenation is the
default mechanism.

Hidden Layer

Backward

Forward

Output

Input

Fig. 4. Bidirectional LSTM architecture

V. EXPERIMENTAL RESULTS AND DISCUSSION

First, we briefly described the datasets that are utilized to
evaluate the models in this segment. Secondly, we provided the
classification outcomes after implementing the Inflated I3D-
ConvNet model with Bi-LSTM for recognizing human actions.
In the performance evaluation section, charts of model accu-
racy and loss are provided. We finally reported the comparison
results of existing models with the proposed model in the
following section. All these experiments are performed on the
anaconda platform.

A. Overview of the Datasets

1) Kinetics-400: The below Table II presents an overview
of the Kinetics-400 dataset.

TABLE II. SUMMARY OF KINETICS-400 DATASET

Feature Value

Actions 400
Clips per class min 400
Total clips 306, 245
Repetitions per clips 3-5
Each clip length 10 Sec

In this paper, we used a human action video dataset called
Kinetics-400. It contains 400 human action classes, with at
least 400 video clips per action, each clip lasting 10 seconds,
for a total of 306,245 videos. Each clip in this dataset is
retrieved by first searching YouTube for suggestions and then
using AMT (Amazon Mechanical Turkers) to determine if
the clip contains an action. At least three or more out of
five confirmations were needed to accept the clip. Next, we
ran de-duplication on the dataset and verified that the clips
were retrieved from each video and that the clips did not
share common video footage. Finally, the noise reduction and
overlap of the class were reviewed.

Rather than activities or events, the dataset is focused on
a broad range of classes and human actions. Some of the
human actions are drinking, drawing, pumping fist, laughing,
etc., human-human actions such as shaking hands, hugging,
kissing, etc., as well as human-object actions such as washing
dishes, opening a present, mowing the lawn, etc.

Some actions in the Kinetics-400 dataset are fine-grained
and require emphasis on an object to categorize, e.g., play-
ing various kinds of wind instruments. Some other actions
require temporal reasoning to categorize e.g., various kinds
of swimming. There are also different Parent-Child groupings
like Personal Hygiene (cutting nails, washing hands, Brushing
teeth, . . . ), Music (trombone, playing drums, violin, . . . ),
Cooking (peeling, frying, cooking, . . . ), Dancing (macarena,
ballet, tap, . . . ), etc.

2) Drone-Action: The dataset consists of 13 actions, each
action having 10-20 clips, a total of 240 clips, and 66919
frames. All videos in the dataset were delivered in HD format
(1920 × 1080 resolution) and recorded at 25 fps, with an
average duration of 11.15 seconds for each action. Midway
through a wheat field, actions were recorded on an unsettled
road while the hover and follow modes were active. The
actions were divided into three categories called following,
side-view, and front-view based on the camera movement and
the viewpoint. The video recording camera was 10 MP, A 3DR
SOLO rotor-craft served as the unmanned aerial vehicle, and
the camera was a GoPro HERO 4 Black with 5.4 mm, IR CUT
anti-fish eye replacement, and a 3-axis Solo gimbal. The flight
ended between 8 and 12 metres low altitude and was slow. The
following Table III provides an overview of the Drone-Action
dataset.

TABLE III. SUMMARY OF DRONE-ACTION DATASET

Feature Value

Actions 13
Actors min 10
Clips 240
Clips per class 10-20
Repetitions per class 5-10
Mean clip length 11.15 Sec
Total duration 44.6 min
Frames 66919
Frame rate 25 fps
Resolution 1920 × 1080
Camera motion Yes (hover and follow)
Annotation Bounding box

In this research work, out of 13 action classes, only 5
classes [clapping, waving hands, walking (front, back, left,
right), jogging (front, back, left, right), running (front, back,
left, right)] with a minimum of 20 video clips for each action
class and an average duration of 11.15 seconds for each action
were utilized for classification of human actions.

B. Results

Initially, to make your I3D-ConvNet network a strong fea-
ture extractor, pre-train it with the Kinetics-400 video dataset.
Referring to the RGB I3D model [12] and using the open-
source I3D model, we attempt to emulate the results to achieve
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97.6% accuracy on the Drone-Action dataset with RGB modal-
ity. With reference to the previous work, to represent high-
level temporal features, we integrated the Bi-LSTM network
with I3D and used the Drone-Action dataset to validate the
proposed model and attempt to obtain an accuracy of 98.4%
which outperforms the other mainstream models and also the
original I3D model.

Below Table IV provides instances of sequences that cor-
relate to various types of actions and scenarios in the Drone-
Action dataset and Table V shows some of the sample results
with a percentage of accuracy after validating the model using
the Drone-Action dataset.

C. Performance Evaluation

The evaluation measure we have chosen for this experiment
was accuracy. The action classifier returns scores based on
this the accuracy was evaluated. The Drone-Action dataset was
divided into train-to-test split sets. Each train-to-test split set
was randomly generated at a ratio of 70:30.

The two measures which we considered to assess the
proposed model’s accuracy trained on Kinetics-400 are as
follows:

• Firstly, freeze the network weights and utilize it to
generate features for the Drone-Action video dataset,
and then train the SoftMax classifier for the Drone-
Action dataset classes that use train data to evaluate a
test set.

• Secondly, fine-tune the network for classes of the
Drone-Action dataset by utilizing its training data and
re-evaluating its test sets.

This clearly says that the proposed inflated I3D-ConvNet
architecture with Bi-LSTM perks from pre-training on the
Kinetics-400 dataset and also after pre-training on the Kinetics
dataset training only the model’s last layers yield much better
performance. The proposed model’s model accuracy and model
loss per epoch is depicted in the Fig. 5.

1) Comparison with classical models: We compare the
performance of I3D models to earlier classical approaches
in Table VI, on HMDB-51 & UCF-101 datasets and the bar
chart of the various model’s average accuracies is shown in the
following Fig. 6. We provide the findings while pre-training
on miniKinetics and the complete Kinetics dataset.

D. Discussion

All activities were correctly recognised with a high classi-
fication performance using the proposed approach. The bidi-
rectional LSTM ability to use past and future inferences in the
signal allows for accurate differentiation of the dynamic activ-
ities like clapping, jogging, wavinghands, running, walking.

The results of this work are comparable to the best related
works using the same datasets. In contrast to earlier 3D-
ConvNets (C3D) models, Kinetics’ pre-trained I3D models

(a) Model accuracy

(b) Model loss

Fig. 5. Performance of the proposed model

Fig. 6. Bar chart of the average accuracies of the various models

demonstrate a far higher difference. This could be due to Ki-
netics higher quality, but it could also be due to I3D’s superior
architecture. The I3D RGB stream on HMDB-51 improves
after switching from miniKinetics to Kinetics pre-training,
indicating that 3D-ConvNets may permit a massive volumes of
information to understand robust motion characteristics. The
two streams achieve equal performance after Kinetics pre-
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TABLE IV. DRONE-ACTION DATABASE: INSTANCES OF SEQUENCES CORRESPONDING TO VARIOUS TYPES OF ACTIONS AND SCENARIOS

Actor walking jogging running clapping waving hands

Actor 1

Actor 2

Actor 3

Actor 4

Actor 5

Actor 6

Actor 7

Actor 8

Actor 9

Actor 10
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TABLE V. THE ACTION CLASSES OF THE DRONE-ACTION DATASET

Action Result

clapping

jogging

waving hands

running

walking
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TABLE VI. COMPARISON WITH CLASSICAL MODELS AVERAGED OVER THREE TRAIN/TEST SPLITS ON HMDB-51 & UCF-101 DATASETS

Model HMDB-51 UCF-101

RGB-I3D, miniKinetics pre-trained 66.4% 91.8%
RGB-I3D, Kinetics pre-trained 74.5% 95.4%
Flow-I3D, miniKinetics pre-trained 72.4% 94.7%
Flow-I3D, Kinetics pre-trained 74.6% 95.4%
Two-Stream I3D, miniKinetics pre-trained 76.3% 96.9%
Two-Stream I3D, Kinetics pre-trained 80.2% 97.9%
Inflated I3D-ConvNet + Bi-LSTM, Kinetics pre-trained 88.9% 98.2%

training, but they’re still good together. When their predictions
are averaged, the results range from 74.6% to 80.2%.

The average accuracy over the three common train/test
splits was used to compare our techniques. When pre-trained
on Kinetics, a model from our RGB-I3D or RGB-Flow
lineup outperforms any model combination or any previously
published performance by any model. Our proposed model
significantly improves on previous models, bringing overall
performance to 88.9% on HMDB-51 and 98.2% on UCF-101
respectively.

VI. CONCLUSION

In this paper, we introduced a new architecture known
as inflated I3D-ConvNet with Bi-LSTM pre-trained on the
Kinetics-400 video dataset. First, on the Kinetics-400 dataset,
we initially model the low-level features of successive frames
using a pre-trained I3D model, and then we learn high-level
special features using a Bi-LSTM network. The leading per-
formance of inflated I3D-ConvNet pre-trained on the Kinetics-
400 video dataset also corroborates that this novel model is
more advanced and efficient than other mainstream models.
The proposed model can serve as an alternative solution to
the data loss and long-term dependency problems that arise
as the training data size increases. This architecture uses
various convolutional filter sizes by capturing different local
dependencies to enhance feature extraction and also can able to
classify simple activities like waving hands, walking, clapping,
jogging, and running with outstanding accuracy. The suggested
model uses the inflated process as a domain adaptation job for
3D-ConvNets, and the input structure of split video segments
outperforms the standard sequential input structure.

VII. FUTURE WORK

In the proposed model we utilized Kinetics-400 large-scale
and high-quality video dataset which includes 400 human
action classes for pre-training the architecture. As a future plan,
we plan to rerun all the experiments using other benchmark
datasets such as Kinetics-600 and Kinetics-700 that cover 600
& 700 human action classes consequently with and without
pre-training, explore inflating operation on 3D-ConvNets and
also examine the efficacy of implementing our inflated I3D-
ConvNets into two and three-stream architectures.
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Abstract—Public opinion is important for decision-making on
numerous occasions for national growth in democratic countries
like Bangladesh, the USA, and India. Sentiment analysis is a
technique used to determine the polarity of opinions expressed
in a text. The more complex stage of sentiment analysis is
known as Aspect-Based Sentiment Analysis (ABSA), where it is
possible to ascertain both the actual topics being discussed by
the speakers as well as the polarity of each opinion. Nowadays,
people leave comments on a variety of websites, including social
networking sites, online news sources, and even YouTube video
comment sections, on a wide range of topics. ABSA can play
a significant role in utilizing these comments for a variety of
objectives, including academic, commercial, and socioeconomic
development. In English and many other popular European
languages, there are many datasets for ABSA, but the Bengali
language has very few of them. As a result, ABSA research on
Bengali is relatively rare. In this paper, we present a Bengali
dataset that has been manually annotated with five aspects and
their corresponding sentiment. A baseline evaluation was also
carried out using the Bidirectional Encoder Representations from
Transformers (BERT) model, with 97% aspect detection accuracy
and 77% sentiment classification accuracy. For aspect detection,
the F1-score was 0.97 and for sentiment classification, it was 0.77.

Keywords—Sentiment analysis; Bengali sentiment analysis;
Aspect-Based Sentiment Analysis (ABSA); Bengali ABSA; deep
learning; Bidirectional Encoder Representations from Transformers
(BERT)

I. INTRODUCTION

Online communication has grown extremely prevalent all
around the world due to the internet. Social media is used
by about 51% of the world’s population overall. They use
social media on a daily basis for an average of 2.5 hours [1].
Social media platforms, for example, Twitter and Facebook
have made it simple to convey comments. Online newspapers
have replaced traditional newspapers, and readers now even
share their opinions about many news stories in the news
portal’s comment section. People express their perspectives and
ideas on a wide range of topics, including politics, business,
and international issues. As a result, a significant volume of
data is created daily and contains many insightful opinions
on a variety of subjects on those online sites. For many
widespread applications, it’s vital to comprehend opinions
from user comments. For instance, the quality of goods or
services can be improved by studying client feedback from
comments on e-commerce sites. Also, People frequently voice

their opinions on many national issues in democratic nations
like Bangladesh, India, USA on social media or news websites,
which must be taken into consideration for a country’s develop-
ment. Studying all the text manually and trying to understand
what the individuals are feeling is difficult. So, all of this data
must be automatically studied to provide useful information as
it is quite beneficial to understand the viewpoints of the general
public on a particular topic. ABSA is a popular method for
obtaining such useful data.

Sentiment analysis, often referred to as opinion mining, is
a technique for determining if a given expression is negative,
positive, or indifferent. There are three layers of sentiment
analysis to consider, the first one to evaluate is the document
level, the second is the sentence level, and the third is the
level for aspect. At document level, the text is analyzed to
see if it has a favorable or unfavorable sentiment. The polarity
of every sentence is determined by sentence level. These two
layers of analysis don’t indicate what people liked and didn’t
like in particular. This shortcoming of earlier layers is resolved
by the third layer. Sentiment analysis is known as ABSA on
the aspect label. The main objective of ABSA is to find out
the correlation of a piece of text with a set of aspects and
deduce their sentimental polarities in the process. The most
comprehensive version for document-level SA to retrieve key
information is ABSA. ABSA consists of two key tasks. 1)
Extricating the specific aspects addressed in the text. 2) For
each aspect, identify the sentiment’s polarity [2]. For example,
“The fabric has decent quality, but the price is excessive.”
This evaluation focuses on two factors: ‘price’ and ‘fabric’.
‘Positive’ feeling is indicated with the ‘price’ aspect, whereas
a ‘negative’ feeling is shown with the ‘fabric’ aspect. Aspect
categories are stated specifically inside this review. However,
reviews can be implicit at times. For instance, “I asked the
waiter three times for tomato sauce, but he didn’t bring any”.
The implicit aspect here is a restaurant’s ‘service’.

Bengali is spoken by around 226 million people worldwide,
with a large proportion of them using the internet [3]. There
are very few ABSA datasets available in Bengali language.
Not many Bengali-based ABSA works are available, to the
extent that we are aware, and the insufficiency of Bengali
ABSA datasets is one of the key barriers to the development of
Bengali ABSA. The present Bengali ABSA research is based
on a variety of deep learning and machine learning strategies,
for instance: Support Vector Machine (SVM), Random Forest
(RF), and Convolutional Neural Network (CNN). BERT is
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well-known for resolving many shortcomings of these machine
learning and deep learning techniques. In a self-supervised
fashion BERT learns the language model by utilizing Trans-
former’s encoder. But to the best of our knowledge, BERT was
never used in any prior ABSA works for Bengali text.

As we previously discussed, there isn’t much research done
on ABSA in Bengali. We committed our work to the Bengali
language by making the following contributions:

• For implementing ABSA in Bengali text, we col-
lected heterogeneous Bengali data from news portals,
YouTube channels and comments from social media.

• We annotated the collected dataset in five as-
pects: Technology, Corruption, Economy, Politics, and
Sports, and three sentiment categories: Neutral, Posi-
tive, and Negative.

• We performed aspect detection and sentiment clas-
sification using our dataset by implementing BERT,
which provided the best performance in terms of
Bengali ABSA to the best of our knowledge.

The paper is organized as follows. The literature review
is covered in Section II, and the research procedures for our
experiment are described in Section III. We present and ana-
lyze the experimental results in Section IV. Finally, Section V
provides the conclusion along with potential future directions.

II. LITERATURE REVIEW

A fast-growing and improving sub-field of Natural Lan-
guage Processing (NLP) is sentiment analysis. Subramaniam
et al. conducted a sentiment analysis-based survey in their
research [4]. They studied the IMDB dataset and observed that
sequence neural models had the best results, but they come at
a high cost in terms of classifier complexity. By comparison,
CNN had a preferable performance with less complexity over
models of sequence neural. YouTube videos were used for
a study on sentiment analysis by Alhujaili et al. in their
research work [5]. The development of sentiment analysis is
being accelerated by cutting-edge deep learning techniques like
LSTM and BERT. Althobaiti suggested an automated tech-
nique for extracting coarse-grained hate speech and offensive
language from Arabic tweets [6]. BERT was contrasted with
two traditional machine learning methods SVM and Logistic
Regression (LR). Along with the textual content of the tweets,
the use of sentiments and text-based emoji descriptions was
also looked at. They had an F1-score of 84.3% for offensive
language detection, 81.8% for hate speech detection, and
45.1% for fine-grained hate-speech recognition by applying
BERT. BERT was used by Nijhawan et al. for sentiment
classification in their research [8]. Experiments revealed that,
despite its comparatively simpler structure, the BERT model
outperforms many prominent models in this subject.

The majority of Bengali sentiment analysis works are based
solely on determining the text’s polarity. Recurrent Neural
Network (RNN) with Long Short-term Memory (LSTM) was
used to analyze sentiment in Bengali data to avoid long-term
reliance by Ahmed et al. [3]. Demonstration of the benefits of
tuned hyper-parameter and how it can aid sentiment analysis
on a dataset was given in their paper. An attention-based CNN
algorithm was proposed by Basri et al. for analyzing sentiment

on the Bang-lish Disclosure in their paper [10]. Islam et al.
introduced two fresh datasets for sentiment analysis in Bengali
in their research that was manually tagged [11]. BERTBSA,
which is a deep learning method of sentiment analysis for the
Bengali language that surpassed all the previous models, was
also introduced in their research.

ABSA was first discussed as a chapter in Liu, B.’s research
paper. There were discussions of ABSA’s methods and related
issues [12]. The goal of SemEval2014’s Task 4 was to advance
the field of ABSA. Pontiki et al. developed and published
benchmark datasets for ABSA with manually labeled reviews
from the restaurant and laptop sectors [13]. Four subtasks,
Aspect term extraction, Aspect category detection, Aspect term
polarity, and Aspect category polarity—were used to analyze
the 163 entries from 32 teams. Karimi et al. research on
adversarial training in ABSA was discussed in their paper [14].
The studies with the proposed architecture show that using
adversarial instances during network training enhances the
efficiency of the common purpose BERT, while BERT which is
in-domain and post- trained, brought better results for feature
extraction and sentiment classification. Suciati et al. suggested
a methodology to ensemble aspect extraction focused on
Part-of-speech (POS) tagging, dependency parsing, and dense
neural networks [7]. They found that deep learning integrated
with conventional methods can yield better outcomes than
lexicon-based approaches.The aspect-agnostic issue, which is
pervasive in the context modeling of ABSA, was identified and
discussed by Xing et al. [9]. They claimed that during context
modeling, the semantics of the provided aspect should be taken
into account as a new indication outside the context. In order to
produce the aspect-aware masked states specifically designed
for the ABSA work, they presented context encoders that
are aspect-aware, such as Aspect-Aware BERTs (AABERTs),
Aspect-Aware Graph Convolutional Networks (AAGCN), and
Aspect-Aware LSTM (AALSTM).

Rahman et al. constructed two freely accessible datasets,
‘Cricket’ and ‘Restaurant’, to be used for the ABSA in
Bangla, which function as a benchmark for the Bangla ABSA
field [15]. It was the first ABSA work in Bengali. Customer
reviews of restaurants make up one of the datasets, while
manually labeled user comments on cricket make up the other.
2900 comments about cricket in five aspect categories are
included in the ‘Cricket’ dataset, while 2600 restaurant reviews
are included in the ‘Restaurant’ dataset. They designed an
aspect category extraction model which is based on CNN
architecture in the same year [2]. They used their suggested
datasets [15] to compare their model with well-known machine
learning techniques. For the ‘Cricket’ dataset, they achieved
51% F1-Score while KNN, SVM, and RF classification only
achieved 35%, 34%, and 37% accuracy, accordingly. For
the ‘Restaurant’ dataset, KNN, SVM, and RF classification
achieved 42%, 38%, and 38% F1-Score, respectively, while
CNN outperformed them with 64% F1-Score. In [16], Boidini
implemented three stacked Auto-encoders (AEs) models based
on the datasets from [15] to categorize aspects in the Bengali
text. The stacking network’s layers were individually trained
to comprehend the encoded data of the layer that came before
them. The three layers that were trained in a stacked manner
were AE, Sparse AE (SAE), and Contractive AE (CAE). In
comparison to the studies of Rahman et al. [2,15], all of the
suggested models exhibit improved precision, F1 score, and
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recall. The CAE model especially generated the best F1-score
on the ‘Restaurant’ and ‘Cricket’ datasets with 0.87 and 0.91
respectively. Based on the dataset provided by Rahman et
al. [15], Haque et al. constructed the Bangla ABSA model
[17]. The traditional supervised aspect classification machine
learning approach was employed in this work with minimal
preprocessing. They observed that if the data is less prepro-
cessed, then the result has a higher F1 Score. To perform
aspect extraction on the dataset provided by Rahman et al.
[15], F.A. Naim presented a novel technique called PSPWA
(Priority Sentence Part Weight Assignment) [1]. PSPWA is a
phase of the data pre-processing process that leads to better
performance. CNN and traditional supervised learning methods
were utilized to show the performance. Compared to other
learning algorithms, CNN performed best. CNN’s F1-score for
the ‘Cricket’ dataset was 0.59, and for the ‘Restaurant’ dataset
it was 0.67.

The summary of this literature review is presented in Table
I.

TABLE I. SUMMARY OF LITERATURE REVIEW

Author Year Dataset Used Method Result
Ahmed 2020 Prothom Alo, LSTM 94%

et al. [3] Cricket [15],
etc.

Subramaniam 2021 IMDB RNN,CNN- CNN-LSTM:
et al. [4] dataset LSTM, etc. 96%
Althobaiti 2022 Data set LR, Offensive language:

[6] from SVM, 84.3%,
[20] BERT Hate speech: 81.8%,

Fine-grained hate speech:
45.1%

Suciati 2020 from SVM, LR, Food:GRU: 88.16%,
et al. [7] PergiKuliner DT,ET BiLSTM: 88.16%

platform Price:RF: 89.54%,
Service:

BiLSTM: 89.03%
Ambience:

BiLSTM: 84.78%
Nijhawan 2022 100042 RF,DT, 97.78%
et al. [8] tweets LR,BERT

Basri 2021 Dataset with Attention Funny sentiment: 90%
et al. [10] 5000 short -based Multiclass data: 83%

paragraphs CNN
Islam 2020 Prothom alo Multi-lingual 3-class: 60%

et al. [11] BERT 2-class: 71%
Pontiki 2014 Restaurant CRF with Laptop: 74.55%

et al. [13] and laptop features Restaurant: 84.01%
sectors reviews extracted

Karimi 2020 SemEval-2016, BERT Laptop: 85.57%
et al. [14] SemEval-2014 Restaurant: 81.50%

Bodini 2019 Cricket AE, SAE, Cricket- CAE: 0.88
et al. [16] Restaurant [15] CAE Restaurant- CAE: 0.87

Naim 2021 Cricket CNN, RF, Cricket-CNN: 0.59,
et al. [1] Restaurant [15] SVM etc. RF: 0.41

Restaurant- CNN: 0.67,
, RF: 0.35

Haque 2020 Cricket SVM, RF, Cricket- SVM: 0.35,
et al. [17] Restaurant [15] LR etc. RF: 0.37

Restaurant- LR: 0.43,
RF: 0.35

Rahman 2018 Cricket CNN, RF, Cricket-CNN: 0.51,
et al. [2] Restaurant [15] SVM etc. RF: 0.37

Restaurant- CNN: 0.64
, RF: 0.38

III. METHODOLOGY

This work can be divided into two subtasks: determining
a Bengali sentence’s aspect and identifying sentiments. For
the first subtask, five aspects can be defined: Technology,
Corruption, Sports, Politics, and Economy. As for the second
subtask, there will be three sentiment categories: Positive,

Neutral, and Negative. BERT was used for both subtasks due to
its exceptional features and efficiency. We began by collecting
data, then labeled it and cleaned the dataset by removing stop
words, punctuations, and decimal values. Following that, we
preprocessed the dataset using tokenization and special token
addition because BERT requires the data in a specific format.
The training dataset was then fed into the BERT model, and
the model was tested using the test dataset. Other deep learning
models, such as CNN, Bidirectional LSTM (BiLSTM), LSTM,
RNN and Gated Recurrent Unit (GRU) models, were also built,
trained, and tested on our dataset to cross-validate the BERT
model’s results. Our model’s performance is evaluated using
a variety of performance metrics. The process as a whole is
depicted in Fig. 1 below.

Fig. 1. Aspect-based sentiment analysis process

A. Data Collection

The dataset is a critical component of a machine learning
algorithm since it determines the outcome based on its size and
quality. Data was collected from social media, news portals,
and Youtube comments of Bangladeshi users on five topics:
Technology, Corruption, Sports, Politics, and Economy. The
comments were stored in a Microsoft excel file.

B. Data Labeling

Some multi-lined sentences were simplified to single sen-
tences by removing unnecessary sentences manually. Follow-
ing that, 10042 sentences were left to be labeled. After that
each author individually annotated the dataset. Each sentence
was assigned to one of the five aspect categories—technology,
corruption, sports, politics, and the economy—and was then
annotated for sentiment polarity into three categories: positive,
negative, and neutral. Each participant added an annotation to
every comment. To figure out the ultimate aspect category and
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the polarity of a statement, voting percentage was calculated.
In the final dataset, there are three columns for 10042 anno-
tated sentences. One is for text or comments, the second one
is for aspect and the final one is for sentiment category. Fig.
2 contains a sample of our dataset.

Fig. 2. Sample of the labeled dataset

The Zipf’s law was implemented in our dataset. According
to Zipf’s Law, there should be an inverse relationship between
the frequency of various words in the dataset and their po-
sitions [18]. Fig. 3 demonstrates how Zipf’s Law applies to
our dataset. It suggests that the words in our dataset are not
arbitrary.

Fig. 3. Word frequency of our dataset using Zipf’s law

Every effort was made for balancing the dataset, however
for the chosen topics, people are more likely to comment on
negative instances than positive ones, and comparatively less
comments were without opinion. Because of this there are
a few more negative comments with sentiment labeling and
number of Neutral comments is comparatively less. As for the
aspect labeling, all five aspects have nearly identical numbers
of comments. Tables II and III display the dataset’s statistics
for aspect labeling and sentiment labeling, respectively.

TABLE II. STATISTICS OF ASPECT LABELING

Aspect category No. of data
Technology 2003
Economy 2011

Corruption 2001
Sports 2021
Politics 2006
Total 10042

TABLE III. STATISTICS OF SENTIMENT POLARITY LABELING

Sentiment polarity No. of data
Positive 3507
Negative 3909
Neutral 2626
Total 10042

C. Data Cleaning

NLP relies significantly on data preparation. To adapt the
machine learning algorithm to the Bengali data, data cleansing
is necessary. To clean the dataset, a few procedures were used.

Step 1: The dataset was first changed to lowercase.

Step 2: Several unnecessary decimal digits appeared in the
text. So, they were taken out.

Step 3: We eliminated all types of punctuation, extra
characters, and components.

Step 4: Bengali stop words come in a variety of forms.
These cause issues when the data was examined. Therefore,
all stop terms from the dataset were eliminated using a corpus
of Bengali stop-words.

Fig. 4 displays the flow chart for data cleaning.

Fig. 4. Flow chart for data cleaning

D. Data Preprocessing

Text preprocessing is an important step in achieving better
accuracy in Natural language processing tasks. The dataset
should be preprocessed in a particular way for pre-trained
models like BERT. Two steps were followed for preprocessing,
tokenization and special token addition. The BERT model
was trained to transform sentences into tokens. WordPiece
tokenization was used in this case. This type of tokenization is
useful when dealing with words that are not in our dictionary.
After that special tokens, like [CLS], [SEP] were included in
the data. The main dataset was then divided into two subsets:
the training dataset and the test dataset. Data splitting was
carried out in this research using the scikit-learn library’s Train
test split function.

E. Model Development

For both of our subtasks, aspect detection and sentiment
classification, we used the BERT model. We began the aspect
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detection task by training the BERT model with training data
and testing the model with test data. We used the same method
to detect sentiment. By fully understanding both the left and
right context, BERT aims to pre-train from the unlabeled
text. Making use of Transformer’s attention mechanism, BERT
learns contextual relationships between words.

BERT: BERT is an acronym that stands for Bidirectional
Encoder Representations from Transformers [20]. It is a free
and open-source NLP framework. Transformer serves as an
inspiration for BERT as it studies the connections between
words in a sentence. Transformer comes with an encoder
and a decoder that reads the input data and predicts the
outcome. BERT only requires the encoder component of the
transformer to complete its task. In order to clarify the meaning
of vague terms in data, BERT attempts to provide context to
the surrounding data. The BERT framework was pre-trained
using a large volume of Wikipedia texts. BERT considers the
context of each word of the text. A word’s vector in early
word embedding techniques was always the same, regardless
of where the word appeared in the text. Contrary to them,
BERT provides different vectors for the same words depending
on their position. For input representation, the first sentence
starts with a classification token, [CLS], and each subsequent
sentence ends with a separation token, [SEP]. BERT includes
two steps, pre-training and fine-tuning.

a. Pre-Training: In this step, the model is trained on
unlabeled text data. Masked Language Modeling (MLM) and
Next Sentence Prediction (NSP) are associated with the pre-
training task. MLM and NSP are applied together to reduce
the total loss function of the two methods [26].

• Masked Language Modeling (MLM): The first step
is to arbitrarily mask out 15% words in the input text
data and replace them with [MASK] tokens [26]. The
BERT attention-based encoder is then applied to the
entire sequence, which only predicts the masked words
based on the context that the other, non-masked words
in the sequence provided. Next, the attention-based
encoder of BERT processes the input. It only predicts
masked words using the context given by the other
non-masked words in the sentence.

• Next Sentence Prediction(NSP): NSP predicts the
connection between two sentences [26]. The primary
task of NSP is to determine whether the second
sentence comes after the first sentence or not. If the
second sentence comes after the first sentence, it is
referred to as IsNext; otherwise, it is referred to as
NotNext. The sentence is IsNext 50% of the time and
NotNext 50% of the time.

b. Fine Tuning: BERT can be fine-tuned to perform a
variety of language tasks. By simply placing a single layer
over the base model, we can adjust the base model according
to our own dataset [26]. The pre-trained parameters are used
to initialize the BERT model at first. Then, using annotated
data from the required tasks, all of the parameters are fine-
tuned. Multilingual BERT is trained in 104 languages using
Masked Language Modeling (MLM) [27], and Bengali is one
of them. In our work, we used the multilingual BERT model
to identify aspects and sentiments in order to gauge the scope
of this language model. The pre-trained model weights and

implementation for HuggingFace’s Transformers have been
made public, and it was used in our work. The two parts
of BERT are encoding and decoding, respectively. Encoding
is used to read text data, and decoding is used to make
predictions. The classification layer is then placed over the
encoding layer. In our work, in the classification layer, the
loss function was computed using binary cross entropy, and
the Adam optimizer was applied. The ktrain library was used
to calculate the proper learning rate. The model was fed with
training data. Then, the model was trained with the previously
calculated learning rate, weight, and 10 epochs. Then, testing
was done using the test dataset. Fig. 5 depicts how BERT
processes a Bengali sentence.

Fig. 5. BERT processing on Bengali text

Along with BERT, a number of deep learning models were
also used in this ABSA work. Word2Vec [28] preprocessing
technique was used in those models for feature extraction.
Some brief descriptions of the algorithms are given below:

• CNN: CNN is a member of the family of ANN in deep
learning. Using a variety of building pieces, including
convolution layers, fully connected layers, and pooling
layers, CNN is intended to adaptively and instinctively
grasp spatial feature hierarchies by backpropagation
[21].

• RNN: The outcome from the prior step is provided
as input to the ongoing step in an RNN, a form of
neural network [22]. In contrast to conventional neural
networks, RNN input and output are interdependent.
Many times, when forecasting the upcoming word
of a statement, the prior words are necessary, and
thus the preceding words must always be memorized.
RNN was designed to address this issue by utilizing a
Hidden Layer. The Hidden state is the most essential
characteristic of RNN. It stores some sequence infor-
mation in memory.

• LSTM: An RNN variant that can pick up dependency
of order in predicting sequence issues is the LSTM
network [23]. Every step uses the output from the
previous one as its input in this technique. It resolved
the problem of RNN long-term reliance, which is
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that RNN can anticipate words looking at recent data
but cannot predict words kept in long-term memory.
The substantial number of memory cells and 4 neural
networks, which are arranged in a chain pattern, make
up the LSTM. The four components of a typical
LSTM unit: Cell, Input gate, Output gate, Forget gate.
Three gates regulate the data flow in and out of the
cell, as well as the cell retains contents for arbitrary
time periods. Time series with indeterminate duration
can be examined, categorized, and predicted with the
LSTM algorithm.

• BiLSTM: Two models are integrated into the bidi-
rectional LSTM rather than training only one [24].
The input sequence is acquired by the first model,
while its reverse is understood by the second model.
Context from both sides enhances the performance
of language-based models in numerous applications,
including language translation, speech recognition,
etc. Bi-Directional LSTMs are employed to use those
features.

• GRU: GRU is a variant of RNN [19]. Similar to
LSTM, it was created to address the vanishing gradient
issue with RNN. It only has three gates, as opposed
to the four in LSTM, and it doesn’t keep track of the
internal state of the cell. The hidden state of the GRU
incorporates similar information as from the internal
cell state of the LSTM recurrent unit. This set of
information is sent to the subsequent GRU.

IV. EXPERIMENT AND RESULT

A. Preparing Environment

Deep learning-based experiments need powerful CPU and
GPU. In order to conduct experiments, a system with a core
i5 processor with 8 GB of RAM was used. KERAS has been
programmed in Python while TensorFlow has served as the
backend.

B. Result

The results were evaluated for both subtasks using well-
known evaluation matrices. They are F1-score, accuracy, recall,
and precision. They are assessed using True Positive (TP), True
Negative (TN), False Positive (FP), and False Negative (FN).
Equations for accuracy, precision, recall, and F1-score are [25]:

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1− score =
2 ∗ (Recall ∗ Precision)

Recall + Precision
(4)

Both aspect detection and sentiment classification are
multi-label classification. Tables IV and V display the find-
ings of our analysis of the dataset for aspect extraction and
sentiment classification.

TABLE IV. ASPECT DETECTION RESULT

Algorithm Accuracy Precision Recall F1-score
BERT 0.97 0.97 0.97 0.97

BiLSTM 0.95 0.95 0.96 0.96
LSTM 0.94 0.95 0.94 0.95
GRU 0.88 0.94 0.90 0.92
RNN 0.71 0.85 0.75 0.78
CNN 0.91 0.93 0.92 0.93

TABLE V. SENTIMENT CLASSIFICATION RESULT

Algorithm Accuracy Precision Recall F1-score
BERT 0.77 0.78 0.77 0.77

BiLSTM 0.74 0.78 0.74 0.75
LSTM 0.73 0.78 0.74 0.75
GRU 0.62 0.77 0.64 0.69
RNN 0.52 0.68 0.51 0.58
CNN 0.63 0.74 0.67 0.69

Tables IV and V show that BERT got the highest score in
both subtasks. Its F1-Score was 0.97 and it had a 97% accuracy
rate for aspect detection. As for sentiment classification BERT
accurately classified 77% sentiments, with an F1-Score of 0.77.
BiLSTM achieved a 95% accuracy in aspect detection, closely
followed by LSTM at 94%. Their respective F1 scores for
these subtasks were 0.96 and 0.95. In terms of sentiment
classification, BiLSTM predicted 74% sentiment correctly,
while for LSTM it was 73%. CNN and GRU performed
almost similarly in both subtasks. Their F1-score for those
subtasks were same (0.75). Despite having the same F1-score
in sentiment classification (0.69), CNN outperformed GRU
in aspect detection (0.93). The subtasks with the poorest
performance were completed by RNN. It achieved an F1-Score
of 0.78 and an accuracy of 71% for aspect detection. Only
about half of the sentiments were correctly predicted by RNN
(accuracy: 52%). The RNN’s F1-Score for detecting sentiments
was 0.58.

C. Discussion

Based on the findings in the result section, the BERT model
outperformed every other deep learning algorithm, in the both
subtasks of ABSA, aspect detection and sentiment classifi-
cation. They achieved the best scores in all the evaluation
matrices due to its “self-attention” quality. Other classifiers’
use of the word embedding method, which is not context-
based, led them to miss some of the word’s context and
produce some inaccurate predictions. Contextual embedding,
used by BERT, ensures that words are understood in relation to
one another. It is one of the main factors influencing BERT’s
exceptional performance.

The results of LSTM and BiLSTM were close, but BiL-
STM outperformed LSTM in terms of its ability to accurately
detect more aspects and sentiments due to its capacity to
understand the context from both sides of a statement, whereas
LSTM only comprehends context from the beginning of a sen-
tence. GRU and CNN performed comparably. RNN performed
rather poorly as a result of vanishing gradient issues.

It can also be seen that aspect detection produces better
results than sentiment classification since the dataset is evenly
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distributed in terms of aspects but slightly unbalanced in terms
of sentiments.

D. Comparison with Previous Works

The results of this study were compared with four earlier
Bengali ABSA based papers, [1], [2], [15], [17] and [18]. Table
VI shows a comparison of our dataset to datasets used in their
studies. Tables VII and VIII, respectively, provide performance
comparisons for aspect detection and sentiment classification
among them.

TABLE VI. COMPARISON OF BENGALI ABSA DATASETS

Dataset Total comments Aspect category Sentiment polarity
Batting, Positive

Cricket Bowling, Negative
[15] 2958 Team, Neutral

Team management,
Other
Food, Positive

Restaurant Price, Negative
[15] 2053 Service, Neutral

Ambiance,
Miscellaneous

Politics, Positive
BAN-ABSA Sports, Negative

[18] 9009 Religion, Neutral
Others

Technology, Positive
Our Economy, Negative

Dataset 10042 Corruption, Neutral
Sports,
Politics

TABLE VII. COMPARISON OF ASPECT DETECTION WORKS FOR BENGALI
ABSA

Research Dataset Algorithm Accuracy F1-score
RF 0.25 0.37

Rahman et al. Cricket SVM 0.19 0.35
[2, 15] CNN 0.81 0.51

RF 0.30 0.33
Rahman et al. Restaurant SVM 0.29 0.38

[2, 15] CNN 0.83 0.64
RF - 0.37

Haque et al. Cricket SVM - 0.35
[17] LR - 0.34

RF - 0.35
Haque et al. Restaurant SVM - 0.39

[17] LR - 0.43
RF - 0.41

F. A. Naim Cricket SVM - 0.48
[1] CNN - 0.59

RF - 0.35
F. A. Naim Restaurant SVM - 0.52

[1] CNN - 0.67
RF - 0.65

Masum BAN-ABSA SVM 0.69 0.66
et al.[18] CNN 0.79 0.75

LSTM 0.77 0.76
BiLSTM 0.80 0.78

CNN 0.91 0.93
RNN 0.71 0.78

This Our Dataset GRU 0.88 0.92
Research LSTM 0.94 0.95

BiLSTM 0.95 0.96
BERT 0.97 0.97

Tables VI, VII, and VIII clearly show:

• Among all the datasets, the CNN algorithm gave the
best accuracy and F1-score (0.93 and 0.93) in aspect

TABLE VIII. COMPARISON OF SENTIMENT CLASSIFICATION WORKS FOR
BENGALI ABSA

Research Dataset Algorithm Accuracy F1-score
SVM 0.65 0.41

Masum BAN-ABSA CNN 0.72 0.60
et al.[18] LSTM 0.70 0.61

BiLSTM 0.71 0.62
CNN 0.63 0.69
RNN 0.52 0.58

This Our Dataset GRU 0.62 0.69
Research LSTM 0.73 0.75

BiLSTM 0.74 0.75
BERT 0.77 0.77

detection for the dataset used in our research. A clear
illustration of the performance of CNN algorithm in
these datasets can be found in Fig. 6.

Fig. 6. Representation of CNN performance in research works for aspect
detection

• It also can be seen that for the BiLSTM algorithm, that
was applied by Masum et al. [18] and in our work for
aspect detection, it scored better in this work with an
accuracy score of 0.95 and F1-score of 0.96.

• To the best of our knowledge, among all Bengali
ABSA works, for subtask 1, aspect detection, this
research got the best accuracy score and the best
accuracy and F1-score for BERT (0.97 and 0.97). Fig.
7 depicts the best aspect detection scores from the
research works for clear comparison.

• To the best of our knowledge, this research received
the best accuracy and F1-score for BERT (0.77 and
0.77) for subtask 2, sentiment classification, in com-
parison to the only other ABSA subtask 2 work that
has been done in [18]. The comparison of the high-
est sentiment classification scores from the research
works is shown in Fig. 8.

• When it comes to performance of the model, the
dataset’s richness and quality are important. Given
that the dataset used in this research is larger than
the Cricket, Restaurant, and BAN-ABSA datasets and
includes more diversity, the same algorithms (e.g.
CNN, BiLSTM) scored higher in this dataset.
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Fig. 7. Comparison of best performances of research works for aspect
detection

Fig. 8. Comparison of best performances of research works for sentiment
classification

V. CONCLUSION AND FUTURE WORK

A. Conclusion

Since there are very few ABSA research works on Bengali
text currently available, more Bengali language research in this
field is still needed. Our model to perform ABSA was built by
applying BERT, which is known for getting over the limitations
of the algorithms used in prior Bengali ABSA works. Also,
a new Bengali dataset was introduced that is annotated with
five aspect categories (Technology, Politics, Sports, Economy,
and Corruption) and three sentiment categories (Negative,
Positive, and Neutral), and these aspects and categories are
particularly popular in our everyday life. After comparing it
to five additional models that were applied in this study, it is
evident that our BERT-based model outperformed the others.
Due to BERT’s ability to understand words in relation to
each other in a phrase, which CNN, RNN, GRU, LSTM, and
BiLSTM lack, it received the highest score in both subtasks.
For aspect detection, BERT accurately detected 97% of the
aspects and the F1-Score was 0.97. As for sentiment analysis,
the F1-Score was 0.77 and accuracy was 77%.

B. Future Work

Our future research will be concentrated on researching
hybrid methodologies, which will integrate a number of models
and practices to improve the efficacy of this research. The
models used in this study adhere to supervised techniques.
We’ll use unsupervised techniques like Latent Dirichlet Allo-
cation (LDA) in the future as well. We will focus more on
reducing time complexity and memory space requirements. To
more effectively train our models, we will conduct our study
in the future using more sophisticated equipment. In order to
enhance this dataset and add further preparation steps, we will
add extra data before training models. Romanized Bengali and
code-switched Bengali data will also be added to increase the
diversity of the dataset. The sentiments can be classified into a
wider variety of human emotions, including joy, sorrow, hate,
and anxiety.
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Abstract—Drought forecasting provides an early warning for
the effective management of water resources to avoid or mitigate
drought damage. In this study, the prediction of droughts is
carried out in the department of Alibori in Benin republic using
the standardized precipitation index (SPI) where two Machine
Learning approaches were used to set up the drought prediction
models which were Random Forest (RF) and Extreme Gradient
Boosting (XGBOOST). The performance of these models was
reported using metrics such as: coefficient of determination (R2),
root mean square error (RMSE), mean square error (MSE),
and root mean absolute error (MAE). The results revealed that
XGBOOST models gave better prediction performance for SPI
3, 6, 12 with coefficients of determination of 0.89, 0.83 and
0.99, respectively. The square root mean square error (RMSE)
of the models gives 0.29, 0.40 and 0.07, respectively. This work
demonstrated the potential of artificial intelligence approaches in
the prediction of droughts in the Republic of Benin.

Keywords—Droughts; forecasting; machine learning; SPI

I. INTRODUCTION

Droughts come after floods and represents one of the
most dangerous natural disasters affecting many countries
in the world, especially the countries of West Africa which
includes Benin republic [1]. Generally caused by a lack control
over precipitation, droughts are very complex and difficult
to identify because of their ability to occur in any climate,
anywhere on earth [2]. Losses caused by droughts between
1900 and 2013 worldwide are estimated at 135 billion dollars.
Moreover, in 2018, a total of 281 climatic and geophysical
events were recorded with 10,733 deaths and more than 60
million people affected worldwide [3]. According to [4] and
[5], climate change would be a factor in the aggravation of
drought situations and their frequency in the world. Several
vital sectors such as agriculture sectors, food security, hy-
droelectricity production, human and animal health, industrial
activities [2] are seriously affected by the adverse effects of
droughts.

Benin republic, like the other West African countries, is
not on the sidelines and has suffered the harmful consequences
of climate change. According to [3], Benin has recorded more
than half a dozen droughts with ever-increasing disasters, from
the 1960s to date. One of the most impacted sectors of the
economy is the agricultural sector, which contributes 1/3 of the
Gross domestic product (GDP) and holds up to nearly 70% of
jobs in Benin republic [6]. Despite the significant impacts of
drought, Benin republic, like most African countries, has no
tool to either monitor or predict it’s occurrence.

According to their effects and duration, droughts are clas-
sified into three categories: meteorological, agricultural and
hydrological droughts. Several indices have been developed to
predict and forecast the different types of drought. Gokhan
et al. [7] drew up in their bibliometric analysis an exhaustive
list of the various indices used in the literature as well as
the conditions in which to use them. We can mention: the
Standardised Precipitation Evapotranspiration Index (SPEI)
dedicated for determining the onset, duration and magnitude
of drought conditions; the Standardized Precipitation Index
(SPI) to monitor and predict droughts on several timescales
including 3, 6 and 12 months corresponding to SPI 3, SPI
6 and SPI 12, respectively. The SPI 3 is dedicated for the
meteorological drought prediction, the SPI 6 is used to predict
agricultural drought and the SPI is dedicated to the prediction
of hydrological drought.

Abhirup et al. [8] also used artificial neural networks
to understand the effect of droughts in New South Wales
(NSW) using the SPEI drought index. The performance results
revealed a coefficient of determination of 0.86. On the other
hand, Abhirup et al. [9] used Long Short Term Memory
(LSTM) to predict SPEI at 1 and 3 months time scales in New
South Wales. The results of this study revealed a coefficient
of determination of more than 0.99 for SPEI 1 as for SPEI 3.
Poornima et al. [10] on the other hand compared the predictive
capacities of SPI and SPEI in China by the LSTM and the
model ARIMA at time scales of 1, 3 and 6 months. In all cases,
the LSTM outperformed the capabilities of the ARIMA model.
Other studies such as [11] have used Random-Forest to predict
SPI at 3 and 12 month timescales in the Haive River Basin
in China. These models showed good prediction accuracy.
Lotfirad et al. [12] also used Random-Forest to predict SPI
and SPEI at time scales of 3, 12, 48 months in Iran. The
results obtained showed that in temperate climates, such as
northern Iran, the correlation coefficients of SPI and SPEI were
0.94, 0.95 and 0.81 at time scales of 3, 12 and 48 months,
respectively while it was 0.47, 0.35 and 0.44 in arid and hot
climates.

In spite of the multitude of works, Africans are less con-
cerned and among them we can cite the work of Mulualem et
al. [13] where they used Artificial Neural Networks to predict
the Normalized Precipitation and Evapotranspiration Index
(SPEI) for seven stations in the upper Blue Nile (UBN) basin
in Ethiopia. The results obtained found that the coefficient of
determination and root mean square error of the best model
ranged from 0.820 to 0.949 and 0.263 to 0.428, respectively. As
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in the most studies on drought forecasting, they use satellite
data sources without first assessing their reliability; satellite
data may not reflect the reality.

The objective of this work is to propose a prediction tool of
meteorological, hydrological and agricultural droughts in the
Alibori department (BENIN), using the SPI 3 SPI 6 and SPI
12 indicators respectively. The first time we focus on using
satellite sources. Indeed, in the concern to have a model close
to reality, we carried out an analysis of similarities between
satellite data and measured data. We then proposed two models
based on the algorithms random forest and XGBoost. Finally,
we presented a technique to improve the performance of the
model based on the XGBOOST, by combining the different
variables present in our dataset.

The rest of the document is organized as follows: Section II
presents study area and drought indicators. Then we described
our prediction approach in Section III. In Section IV we
presented and discussed our results then we concluded with
Section V

II. BACKGROUND

In this section, we first presented our study area followed
by the description of the indices chosen for the prediction of
drought in our study area. Then, we presented the algorithms
used for the implementation of the different models.

A. Study area

Fig. 1. Cartography of the alibori department (6)

Geographically located between 11°19′ north latitude and
2°55′ east longitude, Alibori is a department located in the
northeast of the Republic of Benin. It is bordered to the north
by the Republic of Niger, to the northwest by the Republic of
Burkina Faso, to the east by the Federal Republic of Nigeria,
to the west by Atacora and to the south by the department
of Borgou [14]. Covering an area of 26 242 km2 (nearly 23%
of the national territory), Alibori is subdivided into six (06)
municipalities as shown in Fig. 1 . These are: Malanville, Kari-
mama, Segbana, Gogounou, Banikoara and Kandi, comprising
41 districts and 229 villages and city districts [14]. According

to [6], the department of Alibori is the area most vulnerable
and most at risk to droughts in Benin republic. [15] confirms
this finding by stating that drought is more recurrent in the
northern part of Benin, particularly in the municipalities of
Karimama, Malanville and Segbana.

B. Standardized Precipitation Index (SPI)

The standardized precipitation index was developed in
1993 by Mc Kee, N.J. Doesken and J. Kleist of Colorado State
University. Its role is not only to determine rainfall deficits for
a given period [16] but also to improve the detection of drought
episodes at both local and regional scales [17]. Its calculation
is based solely on historical rainfall data. To calculate the
SPI more efficiently, [2] suggests that it is desirable to have
monthly precipitation data over a period of 20 to 60 years.
The mathematical expression for calculating the standardized
precipitation index is as follows:

SPI =
Pi − Pm

σ
(1)

with:
Pi : the total rain of month i;
Pm : the average rainfall of the series on the time scale

considered;
σ : the standard deviation of the series on the time scale

considered.

The seasons can be classified according to the values of the
SPI as shown in Table I.

TABLE I. CLASSIFICATION OF SEASONS BASED ON SPI VALUES [18]

SPI values Season classes
2.0 and more Extremely wet
from 1.5 to 1.99 Very humid
from 1.0 to 1.49 Moderately humid
from -0.99 to 0.99 Near normal
from -1.0 to -1.49 Moderately dry
from -1.5 to -1.99 Very dry
-2 and less extremely dry

C. Machine Learning Approaches

1) Random forest: Random forests represent a supervised
learning method based on decision trees [19]. This method
generates multiple trees for prediction. Thus, at the end of
the individual predictions, these are averaged to give a final
prediction of the model. Each tree being weak, the aggregation
of all the weak trees compensates for this shortcoming [20]
and creates a more robust model. According to [21], the
mean makes a random forest better than a single decision
tree, thus improving its accuracy and reducing overfitting. The
functioning of Random Forests is illustrated by Fig. 2.
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2) Extreme gradient boosting: Extreme Gradient Boosting,
also called XGBOOST, is an optimized implementation of the
gradient boosting tree algorithm [22]. It is often the winning
algorithm in competitions on Kaggle [23]. Unlike the Random
Forest, the XGBOOST works sequentially. In other words,
the algorithm is based on previous predictions to improve the
results of other estimators. Thus, we rely on the predictions of
the “weak learners” to build a “strong learner” [23]. XGBoost
minimizes a regularized objective function (L1 and L2) that
combines a convex loss function (based on the difference
between predicted and target outputs) and a penalty term for
model complexity. The training proceeds iteratively, adding
new trees that predict the residuals or errors of the previous
trees which are then combined with the previous trees to make
the final prediction [24]. Fig. 3 further illustrates how the
XGBOOST algorithm works.

Fig. 2. Structure of a random forest (Random forest) [25]

Fig. 3. How XGBOOST works [24]

3) Performance assessment: The mean absolute error
(MAE), mean square error (MSE), root mean square error
(RMSE) and coefficient of determination (R2) are five typical
performance indicators used to assess the models performance.
The following mathematical expressions illustrate how to cal-
culate these metrics.

MAE =
1

n

n∑
i=1

|Actual − Predicted| (2)

MSE =
1

n

n∑
i=1

(
Actual − Predicted

)2
(3)

RMSE =

√√√√ 1

n

n∑
i=1

(
Actual − Predicted

)2
(4)

R2 = 1− Squared sum error of regression line

Squared sum error of mean line
(5)

with n : The number of samples.

III. PREDICTION APPROACH

A. Methodology

Fig. 4. Methodology of the study conducted

Our solution consists in predicting droughts in the depart-
ment of Alibori using the drought index SPI{3, 6, 12}. The
prediction is performed using machine learning algorithms, as
shown in Fig. 4. First, we collected satellite data covering our
entire study area over a period of 30years. Then, we carried
out the validation of these data using observation data from
a station of the AMMA-CATCH program (Multidisciplinary
Analysis of the African Monsoon-Coupling of the Tropical
Atmosphere and the Hydrological Cycle) [26]. After that,
we built our dataset and our models based on the Random
Forest and XGBOOST algorithms. Finally we selected the
best of the models and tried to improve them using a variable
scenario method described in [27]. It consists of identifying
the most useful variables when predicting indicators. First,
we determined the correlation between the variables using
the Pearson correlation matrix, then we defined the different
combinations of variables, starting with the most correlated
variables. After construction of the variable scenarios, the
models were retrained and re-evaluated on the basis of each
variable scenario.

B. Data

The use of Machine Learning in the prediction of drought
indicators requires data over a period of at least 30 years.
Unfortunately, we do not have any data for such a period.
So as an alternative, we therefore opted for the use of
satellite data from NASA’s Power Data Access Viewer plat-
form(https://power.larc.nasa.gov/) which has data over a period
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of 36 years (1985-2021), covering the entirety of our study
area and containing all the variables allowing the calculation
of the SPI: Temperature, total precipitation, wind speed, wind
direction, surface pressure, relative humidity, cloud amount,
soil moisture, Top-Of-Atmosphere Shortwave Downward Irra-
diance and all sky and All Sky Surface Shortwave Downward
Irradiance. In addition to this, its use is reported in several
works [28], [29], [30] to quote only those.

1) Validation: It consists in evaluating the reliability of
satellite data before using them. To this end, we considered
the Bellefoungou station (Benin) [31] for which we already
had in situ data over (08) years and we collected satellite data
corresponding to this region and the same period. We then used
the Taylor diagram and the Pearson correlation matrix to study
the similarity between in situ and satellite data.The results of
this validation phase are presented in Fig. 5 and 6. As shown in
Fig. 5, there is a strong correlation (0.91) between observation
data and satellite data. Fig. 6 also reveals that there is a strong
correlation (0.91) between observation data (represented by the
white circle on the x-axis) and satellite data (represented by
the blue dot). This figure also shows that the difference in
the standard deviation between the observation data and the
satellite data is not very high (approximately equal to 0.3)
and the error between these data is above 0.5. From all the
above, it can be seen that there is a strong similarity between
observational data and satellite data.

Fig. 5. Correlation matrix of the
total precipitation variable

Fig. 6. Taylor diagram of the total
precipitation variable

2) Construction of the dataset: By exploiting the precipi-
tation data, the calculation of the SPIs at the time scales of 3,
6 and 12 months corresponding respectively to SPI 3, SPI 6
and SPI 12 has been implemented according to the formula 1
presented in the Section II.

After calculating the different SPIs, observations with
missing data were removed. Once the datasets were purged
of missing values, the data from the (06) municipalities were
merged together in order to have a single dataset (Table II).

C. Model Building

We used the approaches described in the subsection II-C to
implement models for the prediction of SPI 3 (meteorological
drought), SPI 6 (agricultural drought), SPI 12 (hydrological
drought). The different models have been implemented using
the python programming language as well as different data sci-
ence libraries such as: NumPy, Pandas, Scikit-learn, Matplotlib
and Seaborn.

TABLE II. DETAILS OF THE SATELLITE DATASET

VARIABLES UNITS TIME SCALE
Surface Pressure KPa Monthly
Total Precipitation mm Monthly
Air Temperature at 2 meters C Monthly
Relative Humidity at 2 meters % Monthly
Wind Speed at 2 meters m/s Monthly
Wind Direction at 2 meters Degree (◦) Monthly
Soil Moisture - Monthly
Cloud Amount % Monthly
Top-of-Atmosphere Shortwave Down-
ward Irradiance

MJ/m2/day Monthly

All Sky Surface Shortwave Downward
Irradiance

MJ/m2/day Monthly

In order to effectively train and validate the developed
models, the dataset was divided into two parts: the training data
(77%) and the test data (23%). We also used GridsearchCV to
obtain the best hyperparameters for the models (see Tables III
and IV).

TABLE III. RANDOM FOREST MODEL HYPERPARAMETER VALUES

Index Hyperparameters Values
SPI 3 n estimators 70

random state 15
SPI 6 n estimators 100

random state 9
SPI 12 n estimators 100

random state 9

TABLE IV. XGBOOST MODEL HYPERPARAMETER VALUES

Hyperparameters Values
Subsample 0,7
colsample bytree 1
eta 0,1
max depth 10
n estimators 100
booster gbtree
verbosity 0

IV. RESULTS AND DISCUSSION

We first evaluated the different models based respectively
on Random-Forest and XGBOOST to identify the best models
and then we improved them using variable scenario.

A. Random Forest Evaluation

Considering all the variables whose data were collected,
prediction models for SPI 3, 6 and 12 were implemented and
evaluated using the performance metrics presented in Section
II. As it can be seen in the Table V, the models gave SPI 3,
SPI 6 and SPI 12, respectively for performance R2 of 0.832
(83%), 0.742 (74%) and 0.992 (99%).

After evaluating the models, it can be seen that the SPI
3 prediction model gives errors RMSE = 0.379, MAE =
0.276 and MSE = 0.143 respectively. As for the prediction
model of SPI 6, we had the following errors: RMSE=0.479,
MAE=0.344 and MSE=0.230. The SPI 12 prediction model
gave the lowest errors with RMSE= 0.082, MAE = 0.041
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and MSE = 0.006 values, respectively. This would mean
that the variables considered are more relevant for predicting
hydrological drought (SPI 12).

B. XGBOOST Evaluation

The Table VI presents the evaluation results of the pre-
diction models of SPI 3, 6 and 12 based on the XGBOOST
algorithm. This table shows good performance for all models
with coefficient of determination R2 respectively equal to: 88%
for the SPI 3 prediction model, 81% for the SPI 6 prediction
model and 99% for that of the SPI 12.

As for the errors made by the models, the results of the
evaluation revealed that the prediction model of the SPI 3 gave
the values RMSE = 0.317, MAE = 0.221 and MSE = 0.100,
respectively. The SPI 6 prediction model gave the following
results: RMSE = 0.423, MAE = 0.301 and MSE = 0.179. The
SPI 12 prediction model provides the best performance and
minimizes all errors the most with errors RMSE = 0.076, MAE
= 0.041 and MSE = 0.005.

By comparing the performances of the Random Forest
models and those of XGBOOST, we find that the XGBOOST
algorithm is much more efficient in the case of the present
study.

TABLE V. RANDOM FOREST MODEL EVALUATION RESULT

Index R2 RMSE MAE MSE
SPI 3 0.832 0.379 0.276 0.143
SPI 6 0.742 0.479 0.344 0.230
SPI 12 0.992 0.082 0.041 0.006

TABLE VI. XGBOOST MODEL EVALUATION RESULT

Index R2 RMSE MAE MSE
SPI 3 0.882 0.317 0.221 0.100
SPI 6 0.817 0.423 0.301 0.179
SPI 12 0.993 0.076 0.041 0.005

C. Variable Scénario

Fig. 7. Correlation matrix between input variables and SPI 3

According to the Fig. 7, the highest correlation is equal
to 0.2 and this corresponds to the correlation between the
total precipitation and the SPI 3. We also note a correlation

of 0.17 between the humidity of the ground and SPI 3. Then
follow weaker positive correlations respectively equal to 0.038,
0.026 and 0.014 corresponding respectively to the correlations
between SPI 3 and surface pressure, relative humidity and
wind speed. In addition to the positive correlations, some
variables have a negative correlation with the SPI 3. These
are the amount of cloud (-0.036), All Sky Surface Shortwave
Downward Irradiance (-0.05), wind direction (-0.057), Top-
Of-Atmosphere Shortwave Downward Irradiance (-0.066), Air
temperature (-0.15). This correlation matrix made it possible to
identify the variables that have a strong correlation with the SPI
3. This is the variable: total precipitation. It can be deduced
that the total precipitation represents a relevant variable for
the prediction of SPI 3 (meteorological drought). The same
approach was adopted for the cases of SPI 6 (agricultural
drought) and 12 (hydrological drought).

The Tables VII, VIII and IX respectively present the differ-
ent variable scenarios according to the type of drought. Indeed,
these scenarios are only combinations of the variables obtained
from the Pearson correlation matrices. For the experimentation
phase, they were successively used as input parameters to
the XGBOOST models. These matrices made it possible to
construct 11 scenarios per type of drought. The presence of a
(✓) symbol in the cell of a column means that the variable
concerned is part of the scenario corresponding to this column.
For illustrative purposes, scenario 1 of the Table VII consists
only of the Total precipitation variable. Scenario 3 consists
of the variables: soil moisture, total precipitation and surface
pressure.

TABLE VII. SCENARIOS OF VARIABLES FOR THE PREDICTION OF SPI 3
(METEOROLOGICAL DROUGHT)

Variables
Scenarios

1 2 3 4 5 6 7 8 9 10 11

Soil moisture ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Total recipitation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Relative humidity ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Wind direction ✓ ✓ ✓ ✓

Surface pressure ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Cloud amount ✓ ✓ ✓ ✓ ✓ ✓

Top-Of-Atmosphere Shortwave Downward Irradiance ✓ ✓ ✓

Wind speed ✓ ✓ ✓ ✓ ✓ ✓

All Sky Surface Shortwave Downward Irradiance ✓ ✓ ✓ ✓ ✓

Air temperature ✓

TABLE VIII. SCENARIOS OF VARIABLES FOR THE PREDICTION OF SPI 6
(AGRICULTURAL DROUGHT)

Variables
Scenarios

1 2 3 4 5 6 7 8 9 10 11

Soil moisture ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Total precipitation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Relative humidity ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Wind direction ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Surface pressure ✓ ✓ ✓ ✓ ✓ ✓ ✓

Cloud amount ✓ ✓ ✓ ✓ ✓ ✓

Top-Of-Atmosphere Shortwave Downward Irradiance ✓ ✓ ✓ ✓ ✓

Wind speed ✓ ✓

All Sky Surface Shortwave Downward Irradiance ✓ ✓

Air Temperature ✓

Once the variable scenarios were established, the XG-
BOOST models were trained and validated by considering
each variable scenario. Then, these models were evaluated
using previously used performance metrics to identify not only
the most accurate model but also the scenarios that provide
better prediction performance. The performance results of the
models according to each scenario of variables for each SPI
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TABLE IX. SCENARIOS OF VARIABLES FOR THE PREDICTION OF SPI 12
(HYDROLOGICAL DROUGHT)

Variables
Scénarios

1 2 3 4 5 6 7 8 9 10 11

Soil moisture ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Total precipitation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Relative humidity ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Wind direction ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Surface pressure ✓ ✓ ✓ ✓ ✓ ✓

Cloud amount ✓ ✓ ✓ ✓ ✓ ✓ ✓

Top-Of-Atmosphere Shortwave Downward Irradiance ✓ ✓ ✓ ✓ ✓

Wind speed ✓ ✓ ✓

All Sky Surface Shortwave Downward Irradiance ✓ ✓

Air temperature ✓

(SPI 3, SPI 6 and SPI 12) are presented in the Tables X,
XI, XII. The Table X, reveals that scenario 9 is the one that
provides the best results with a determination coefficient R2

equal to 0.898 (89%), an RMSE of 0.29, an MAE of 0.211
and an MSE of 0.087. This table also reveals two important
elements. First, it can be noticed that the more one adds a
variable to a scenario, the more the precision of the model
increases (even the variables having a weak correlation with
the SPI 3) with the exception of the variables soil humidity and
air temperature . Secondly, when we use as input parameters,
scenario 2 which contains only the variables most correlated
to SPI 3, the performance of the model deteriorates completely
with a negative R2 (-0.241). This actually means that the fact
that the variables are the most correlated to the SPI 3, does
not necessarily mean that they are the most essential for the
prediction of the SPI 3. Moreover, a variable having a negative
correlation (quantity of cloud for example) with SPI 3 can
increase the predictive performance of the model. As for the
Table XI, it shows that scenario 9 is still the one that provides
the best results for the prediction of SPI 6 with a coefficient of
determination R2 equals to 0.830 (83%), an RMSE of 0.408,
an MAE of 0.289 and an MSE of 0.167. This table also
shows two other key pieces of information. We can also notice
that the more we add a variable to a scenario, the precision
of the model increases (even the variables having a negative
correlation with the SPI 6) with the exception this time of
the temperature variable of the air whose addition lowered
accuracy and increased errors. Although the total precipitation
and soil moisture variables constituting scenario 2 are the
most correlated with SPI 6, the performance of the model was
only 0.017 for this scenario. This actually shows that the fact
that the variables are the most correlated to the SPI 6, does
not necessarily mean that they are the most essential for the
prediction of the SPI 6. Moreover, a variable having a negative
correlation (wind speed per example) with SPI 6 can increase
the predictive performance of the model.

The performance results of the XGBOOST model for the
prediction of SPI 12 are presented in the Table XII. Unlike SPI
3 and SPI 6, this time it is scenario 8 that gives the best results
with a determination coefficient R2 equal to 0.994 (99%), an
RMSE of 0.073, an MAE of 0.039 and an MSE of 0.005.
Several other relevant information can be extracted from this
table. Firstly, as in the case of SPI 3 and SPI 6, it can also be
seen that the more a variable is added to a scenario, the more
the precision of the model increases (even the variables having
a negative correlation with the SPI 12) with the exception
this time variables: Top-Of-Atmosphere Shortwave Downward
Irradiance, wind speed, air temperature, the addition of which
decreased accuracy and increased errors. Secondly, considering

the three variables most correlated to SPI 12 which are:
total precipitation, soil moisture and relative humidity forming
scenario 3, the performances are already starting to be good
(R2 = 86%) . This is not the case for the prediction of SPI
3 and 6. This actually shows that the total precipitation, soil
moisture and relative humidity have a strong influence on the
prediction of SPI 12.Having a negative correlation with the SPI
12, only the addition of the variable All Sky Surface Shortwave
Downward Irradiance slightly increased the performance of the
model 0.994 (99%).

The variation of predicted SPI values and calculated SPI
values is illustrated in Fig. 8, 9 and 10. As it can be seen,
the predicted SPI (in blue) have a similar variation as the
calculated SPIs 3 (in red). By considering these three figures,
it can be noticed that the predicted SPI 12 is very close to the
calculated SPI 12. This justifies the 99% accuracy of the SPI 12
prediction model. It can therefore be said that the XGBOOST
is better suited to the prediction of hydrological drought in the
department of Alibori.

TABLE X. PERFORMANCE RESULTS OF THE SPI 3 PREDICTION MODEL
BASED ON THE XGBOOST ALGORITHM

Métrique
Scénarios

1 2 3 4 5 6 7 8 9 10 11

R2 -0.0005 -0.241 0.200 0.449 0.526 0.636 0.646 0.665 0.898 0.884 0.874

RMSE 0.926 1.032 0.828 0.687 0.637 0.558 0,551 0.536 0.295 0.314 0.328

MAE 0.712 0.722 0.567 0.463 0.441 0.393 0.391 0.374 0.211 0.226 0.225

MSE 0.859 1.065 0.686 0.472 0.406 0.311 0.303 0.287 0.087 0.176 0.107

TABLE XI. PERFORMANCE RESULTS OF THE SPI 6 PREDICTION MODEL
BASED ON THE XGBOOST ALGORITHM

Métrique
Scénarios

1 2 3 4 5 6 7 8 9 10 11

R2 0.015 0.017 0.317 0.458 0.519 0.572 0.784 0.813 0.830 0.810 0.327

RMSE 0.985 0.984 0.189 0.730 0.688 0.649 0.460 0.428 0.408 0.432 0.814

MAE 0.792 0.722 0.136 0.532 0.480 0.452 0.315 0.294 0.289 0.304 0.656

MSE 0.971 0.969 0.035 0.534 0.474 0.421 0.212 0.183 0.167 0.187 0.663

TABLE XII. PERFORMANCE RESULTS OF THE SPI 12 PREDICTION
MODEL BASED ON THE XGBOOST ALGORITHM

Métrique
Scénarios

1 2 3 4 5 6 7 8 9 10 11

R2 0.663 0.780 0.860 0.896 0.913 0.994 0.993 0.994 0.993 0.993 0.993

RMSE 0.559 0.451 0.360 0.310 0.283 0.07 0.075 0.073 0.077 0.075 0.076

MAE 0.398 0.300 0.197 0.173 0.157 0.044 0.040 0.039 0.042 0.041 0.041

MSE 0.313 0.204 0.129 0.096 0.080 0.005 0.005 0.005 0.005 0.005 0.005

Fig. 8. Comparison of predicted SPI 3 and target SPI 3

V. CONCLUSION

This study consisted in designing prediction models of SPI
3 (meteorological drought), SPI 6 (agricultural drought) and
SPI 12 (hydrological drought) in the department of Alibori
based respectively on the Random forest and Extreme Gra-
dient Boosting (XGBOOST) algorithms. Performance results
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Fig. 9. Comparison of predicted SPI 6 and target SPI 6

Fig. 10. Comparison of predicted SPI 12 and target SPI 12

indicated that XGBOOST performs better than Random forest
in predicting SPI 3, SPI 6 and SPI 12 with respectively the
coefficients of determination R2 équal to 88%, 81% and 99%.
To further improve the performance of XGBOOST models, 11
variable scenarios were designed. These scenarios were then
used respectively to train, validate and evaluate the models
in order to identify the scenarios that allow good prediction
performance. At the end of this improvement step, the best
performances obtained are respectively 89% for SPI 3, 83%
for SPI 6 and 99% for SPI 12. The use of this technique based
on the scenarios of variables allowed to deduce that the air
temperature was not relevant for the prediction of the SPI 3.
Similarly the variables air temperature and wind speed were
not essential for the prediction of SPI 12. Future prospects
consist of using other drought indices like SPEI in order to
compare their results with those obtained in the present study
in order to see the drought index that lends itself to drought
prediction in Benin in general and in the Alibori in particular).

VI. PERSPECTIVES

In the future works, historical data will be used to predict
future droughts, which would be useful to meteorological
decision makers in developing drought mitigation measures
and actions.
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[5] M. France. (2020) Sécheresses et changement climatique.
[Online]. Available: https://reseauactionclimat.org/rechauffement-
climatique-aggrave-secheresse/

[6] F. de recherche CIMA, C. W. C. pour l’OMM, and A. N. au Bénin, “Pro-
jet intégrer la gestion des inondations et des sécheresses et de l’alerte
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Abstract—One of the major tools of the new era of digital
transformation is Internet of Things (IoT) through which, one
can look forward to exploring the new technologies in the
digital world as well as how they help in improving the real
world. This work provides an overview of the approach used
to deploy a surveillance system for monitoring any indoor
space in general and specifically for agricultural spaces. The
entire process starts after motion detection by motion sensors
using Machine Learning techniques. This requires coverage and
response processing algorithms implemented in the electronic
chain. The electronic part of the system relies on the micro-
controllers, sensors and communications between them. A mobile
application has been developed to allow competent authorities to
receive alerts for real-time intervention with the aim of preventing
the destruction of crops slaughtered near herds passage. The
monitoring system’ synoptic diagram and its operation along
with the power modules description are introduced. Prototype
has been designed and performance evaluation performed to show
the system’ responsiveness.

Keywords—Monitoring system; agricultural space; machine
learning; herds passage; motion detection

I. INTRODUCTION

A thriving society offers myriad benefits: joy, peace, and
security. Yet, security continues to be critical. This is true
whether the safe space is for people, items, or animals. It
makes sense to send out a team of guards to monitor and
police a safe space. Therefore, having a monitoring system
[1], [2], [3] remains the best engagement solution for well-
being. Moreover, thanks to the development of the Internet of
Things (IoT), one can now keep in real-time, an eye out for
its own assets remotely [4].

Despite the crucial importance and active participation of
livestock in the Beninese economy, their producers are less
protected from the serious threats that often accompany the
search for animal feed, especially in the dry season, which
leads to loss of the plantations. With this in mind, a monitoring
system that is intended to be able to adapt itself to the user
needs, has been designed. The service produced by the system,
allows receiving alerts when intrusions occur. Recently, in
[5], a multi-layered architecture that is useful for various
stakeholders (breeding producers, farmers, and policymakers)
has been proposed to support Smart Agriculture and Smart
Livestock. Transhumance related issues have been targeted, as
those issues gain further expansion in developing countries.
Indeed, during the transhumance process, passages dedicated
to animals, usually referred to as corridors may not be followed

by the breeders. This can cause deadly clashes between herders
and farmers. In this paper, the above issues are addressed by
extending the architectural solution provided in [5], to the
implementation of a monitoring system to detect intrusion
when the cows are too close to the farmers field, as well as
to send alert message on the phone of the authorities that can
try to anticipate the conflicts.

Machine Learning is being intensively used to solve real-
time computer vision and image processing problems [6],
[7]. Our solution is built using Machine Learning techniques
associated with OpenCV library [8], [9] and a pre-trained
library of objects and animals from Coco (Common Object in
Context) dataset [10], [11] that is large-scale object detection,
segmentation, and captioning dataset. Thanks to this trained
library, the proposed intrusion detection system, based on
Raspberry Pi, will allow recognizing some objects and animals
such as cows, oxen and persons, using DNN (Deep Neural
Network) algorithm [12], [13].

The specific objectives of this work are: i) use IoT to set
up a monitoring system that detects intrusion of cows using
a training model, ii) carry out the processing of the captured
image and ensure the identification of the cows or oxen, iii)
trigger an alarm after the detection of cattle movement at the
entrance of the field and send an alert message and details
about the field’ location to authorities who can take appropriate
decision in real-time. Sending alerts to the farmers, is avoided
to reduce the direct conflicts before authorities intervention.

The remaining of this paper is set as follows. Section II dis-
cusses problem statement and motivation. Section III presents
the novel IoT-based intrusion detection system followed by
section IV that discusses experimental results. Sections V
and VI, respectively focus on related work and conclusion,
followed by perspectives.

II. PROBLEM AND MOTIVATION

Although the rules of arable land are carefully codified,
the roads are delimited and respected by the sedentary, the
level of destruction caused by the traditional movements of
pasture increases day by day. Land degradation has been a
constant challenge for farmers and ranchers as it accompanied
the spread of agriculture in prehistoric times. It can create
dangerous outcomes like death when large herds enter in
neighboring fields, making it necessary for authorities to be
alerted to their presence, anywhere in the land [5], [14]. In
order to reduce deadly outcomes and large herds of animals
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roaming fields, pioneers need to lessen the conflict between
agricultural experts. This work aims to alert authorities as
soon as herds of livestock are advancing toward neighboring
ranches. In today’s world, surveillance systems are predomi-
nantly based on more traditional equipment, such as closed-
circuit cameras. Unlike, the proposed system not only monitors
herds’ passage, but is also able to send the exact position of
the concrete place where the intrusion takes place. In addition
to this, the image processing is done to decipher whether the
movement is actually animals or if it is men or otherwise.

III. IOT-BASED DETECTION SYSTEM

Our monitoring system can be divided into two main parts,
namely, the electronic component and the mobile application.
The first part, dealing with electronic, covers the communica-
tion between the various modules and the electronic devices
used. When the motion sensor at the entrance of the field,
detects the movement of an object, the camera is activated and
the object is identified. If there is a cow or oxen among these
identified objects, an alarm will be triggered, when it is less
than 2 meters from the system, positioned at the entrance of
the agricultural domain. This is called pre-intrusion. However,
if the cow crosses the border by entering in the domain within
1.5 meters from the system, the same treatment process is
followed. Again, for cows and oxen, it sends an alarm message
to authorities and assigns them the location of the sensor that
detected the movement, reporting the intrusion.

The second important part of the work, is mobile appli-
cation design. This application acts as intermediary between
electronic system and users. Therefore, it receives alerts,
displays alerts, displays the history of intruders, and allows
administrators to know the status of components of the system.

This section highlights the system architecture along with
its functional requirements. Moreover, electronic details have
been underlined, as well as the OpenCV library description.

A. Intrusion Detection System Architecture

Our intrusion detection system is based on a client/server
architecture. All processing tasks are performed through the
server. It is therefore, the brain of the system, which consists
mainly of two parts, as shown in Fig. 1.

• Electronic components consisting of motion sensor,
ultrasonic sensor, camera, Raspberry Pi 3, NEO-6M
GPS module.

• The mobile application obtains information sent by
electronic system regarding the intrusion’ detection.

B. Detection Processing Steps

Fig. 2 shows the process of pre-intrusion and intrusion
detection in agricultural domain. First, when the PIR motion
sensor detects motion at the entrance to the monitored area,
it triggers the camera, which is in standby mode by default,
to identify objects whose presence has been notified by the
sensor. For cows and oxen, ultrasonic sensors assess the
distance between the object and the system. If the distance
between them is less than 1.5 meters, the system will sound
an alarm (buzzer). This is the pre-intrusion detection. When

the PIR sensor placed in the field, detects movement within the
detection area, an ultrasonic sensor is activated and the distance
between the system and the trigger object is also calculated.
Then, when the distance between the system and the object is
less than 1.5 meters, the camera will be activated to check if
it is a cow/oxen. In the case of cow or oxen, the system sends
notification to the authorities. This is an intrusion detection. If
not, no action is required.

Fig. 1. System architecture

Fig. 2. System operations steps

C. OpenCV Library Usage

The recognition of objects, in particular an ox or a cow,
was done using the OpenCV library [8], [9], which makes
it possible to manipulate the objects and animals predefined
in the Coco dataset [11]. The Coco (Common Object in
Context) library is a large-scale object detection, segmentation,
and captioning dataset. This library is designed from a large
collection of images of each object and animal in different
shapes and various landscapes. It allows the Raspberry Pi to
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identify 91 unique objects/animals and to provide a constantly
updated confidence score. The OpenCV library along with
Coco dataset are set up on the Raspberry.

Object recognition, specifically, cow and oxen, was per-
formed using the OpenCV library [8], [9]. As library, it allows
manipulating predefined objects and animals in the Coco
dataset [11]. Coco (Common Object in Context) is a rich object
detection, segmentation and captions dataset. It was designed
from a large collection of images of each object and animal
in different shapes and different landscapes. This allowed the
Raspberry Pi to identify 91 unique objects/animals and provide
a constantly updated confidence score. An OpenCV library
along with a Coco dataset are set up on the Raspberry Pi.

D. Use Cases

Use case diagrams are provided in terms of actions and
reactions, allowing to visualize system behavior from the user’s
point of view and give a complete overview of the functional
behavior of a system. Fig. 3 shows “what” the proposed
system provides by illustrating the possible interactions with
the actors.

After authentication, authorities can:

• Comment on intrusions

• Visualize alerts

• Consult intrusions history

After authentication, administrator can manage the system
as follows:

• Add or remove users in the system

• Check system status

• Consult intrusions history

E. Prototyping

Several tools were used in order to design the monitoring
system. The following materials/tools are used to set up the
prototype:

• Raspberry Pi 3, which is a computer reduced to its
simplest form with a single ARM processor card, a
bit larger than a credit card.

• Camera Pi, Raspberry Pi Night Vision Camera, that
supports all versions of Raspberry Pi.

• PIR sensor, is a motion sensor used to determine
whether a human or an animal has entered or left the
module’s detection field.

• Ultrasonic sensor that evaluates the distance between
the object and the system.

• SIM800L GSM module, is the smallest and powerful
GSM module which can automatically start and look
for network connectivity. It allows SMS exchange,
calls and data recovery in GPRS 2G+.

• The NEO-6M GPS module, is a GPS receiver, which
has a high performance built-antenna to provide pow-
erful satellite search capability.

• Solar panel kit, which is composed by a 10W 12V
solar panel, a 5A 12/24V charge regulator and a 12V
12Ah battery. It is used to power on the monitoring
system.

Fig. 4 shows the connections between system components.
In fact, all the used components are directly connected to the
main element, the Raspberry Pi. Main wires are used to con-
nect various components and circuit boards. Each component
has a specific role.

The system also includes a mobile application that allows
getting intrusions notifications and consulting the history of
intrusions. Thus, authority can consult the history of all the
intrusions that take place in different agricultural areas and for
which he has been alerted.

Fig. 5 shows what the surveillance system box looks like.
At the top, 3 LEDs are positioned: one to signal the powering
up of the device, the second to indicate an object detection and
the last to highlight data transfer to the remote database. In the
middle, the Pi camera and the motion sensor can be identified.
Further down, an ultrasonic sensor is positioned to calculate
the distance between the system and the detected object. In the
profile view, you can easily distinguish the start button and the
power plug.

Fig. 6 gives in one view, the proposed system from the
implementation to the deployment. It shows: a) intrusion
detection system prototype, b) system mounting on 1.5 meters
high support covered by a solar panel, c) system deployed in
real environment. The system is powered by a 30WATT solar
panel, mounted on a 12V-9AH battery. The two elements are
interconnected by a charge controller.

IV. EXPERIMENTAL RESULTS AND VALIDATION

The designed prototype is experimentally evaluated and
validated through the system deployment along a field in order
to know the accuracy of the intrusion detection. The passage
of cows is simulated in a real environment. A herd of ten cows
circulate in front of the device, a hundred times. Each time,
how accurately the device reported the intrusion is noted. For
the simulation, three significant hours of the day are chosen
to perform measurements over three days: Morning on day
1, noon on day 2, and evening on day 3. Fig. 7 shows the
simulation results for three different time periods selected. Fig.
8 summarizes the measurements taken statistically.
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Fig. 3. System’ Use Cases

Fig. 4. Electronic circuit’ wiring

Fig. 5. Monitoring system box

Fig. 7 shows that the proposed system gives better results
in the morning and noon, while Fig. 8 shows an accuracy
between 0.5 and 1 with averages between 0.74 and 0.82 for
morning and noon. Indeed, the evening measurements show
an average of 0.53, with detection failing half the time along
with a significant value of 0.29 for the standard deviation.

In conclusion, one can notice that noon measurements
are more accurate than morning and evening measurements.
Detection accuracy in the evening is not so high, although, the
system box is equipped with a night vision camera. It turned
out that this was due to the brightness and quality of the camera
and the low processing power of the Raspberry Pi 3 micro-
controller. Future version of the prototype should be equipped
with a better camera to improve recognition quality using more
powerful Raspberry Pi. This will reduce processing time for
cow recognition from images sent by the camera.

V. RELATED WORKS

Many studies focused on different aspects of transhumance
in Benin and worldwide. From this, it is first possible to draw
some solutions about cows’ movements monitoring along a
specific way called corridor [15]. Secondly, some publications
analyzed the effects of constantly greater cattle overflows on
total biomass productivity [16]. Thirdly, other relevant research
works focus on providing an IoT-based architecture to develop
a Smart, Sustainable Agriculture platform as a solution [17].
Finally, some other studies discussed the importance of a
good agricultural practice in contrast to forests establishment
as a way to increase both rangeland’ productivity and the
appreciation of its use and management. From the outputs of
these studies, one can be able to determine the importance of
transhumance and its pipelines in Benin as well as in some
countries which have the same challenges.

Endorsements have also been made about how a corridor
can be materialized by identifying the factors that contribute
to define transhumance routes and analyze the perception of
transhumant herders on the determinants of these routes in
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Fig. 6. Monitoring system in one view

Fig. 7. Accuracy of intrusion detection over time

Fig. 8. Statistics on accuracy measured by the system
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order to take better decisions in the management of grazed
ecosystems [18], [19]. Other solutions are based on monitor-
ing system [20] to manage selected physical conditions and
behaviors of livestock across long distances and over large
grazing areas in open pastures, as well as in fenced in areas
[21], [22]. The solution proposed in [23] is to monitor cows
using an IoT enabled sensor installed on the collar of each
cow, which associated to the cow, a unique identifier. Livestock
farming is assisted more and more by technological solutions
such as a vision-based module that allows to automatically
detect predators and distinguish them from other animals in
order to prevent damages and respecting biodiversity [24].
Sensor technologies are also used to monitor animal health
and ensure animal well-being in the fast changing conditions.
In addition, authors of [25] try to show relevance of digital
technologies for health and welfare monitoring usage and the
management of livestock, kept in large pasture areas. Authors
of [22] illustrate IoT technology for farmers and use sensors
to gather and transfer data using parameters, like temperature,
humidity and heartbeat. Once data are collected, they are sent
to the Arduino Uno controller.

Moreover, authors of [26] have proposed a farmland
surveillance-alert system using unmanned aerial vehicles for
cattle presence detection on farmlands as a solution to curbing
the problem of farm invasion and destruction. The system,
upon detecting cattle presence, higher than a threshold level,
sends SMS to farmer’s selected number.

In [5], as a previous work, we have focused on a proposal
of a multi-level architecture that is able to help through the
implementation of a smart guidance system based on IoT
Technologies, where herders can better control their livestock
following the predefined corridors. Unlike all existing techno-
logical solutions, the current work is not intended to identify
the cows before tracking them. This is explained by the fact
that transhumants often do not adhere to this practice, because
they fear that their livestock will be counted. Furthermore,
the idea of automatically sending alerts to the farmer upon
intrusion detection is rejected, as this does not resolve com-
monly recorded deadly conflicts. The designed system uses
DNN Machine Learning algorithm, to detect intrusion and
send alert to the authorities. The system achieved an average
accuracy score that varies from 0.53 to 0.82 in real-life test
environment.

VI. CONCLUSION

In this work, we succeeded in prototyping an intrusion
detection system for spaces monitoring. The system consists of
several modules, that each, plays an important role. The main
objective of the project is to send the information collected
after processing, to a remote database, specifically Firebase,
when there is an intrusion in a monitored space. A test bed
has been provided for livestock and agricultural domains. Upon
detection, a generated alert is sent to a mobile application
to allow visualization and decision-making by authorities. In
future work, the prototype will be improved by putting the
ultrasonic sensor on a servo motor in order to turn it in the
direction of the moving object. Moreover, performance tests
will be extended and will include, among other, the evaluation
of the time taken to detect the intruding object.
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Abstract—This article shows the development of an instrument
for measuring the exposure parameters used to take radiographic
studies in living beings; such as kilovoltage, current and time,
since radiation protection is a fundamental pillar in the care of
patients and operators of ionizing radiation equipment, it is nec-
essary to calibrate these parameters in equipment that produce
X-rays. For the manufacture of the measuring instrument is used
an ESP32 microcontroller which is programmed using the Python
syntax using the project micropython, in addition to current,
distance and light sensors. The results of these measurements
will be displayed through output devices such as organic light-
emitting diode (OLED) displays, liquid crystal (LCD) displays,
and a Web server, in order to perform the measurements safely
from the control room and thus avoid exposure to radiation
as much as possible. The kVp measurement performed in this
article is for equipment operating at 60 [Hz], for high frequency
equipment a new parameterization must be performed in order
to obtain results as close to reality as possible. By using the web
server for the transmission of measurement data, the radiation
exposure was reduced and the calibration times of the equipment
were improved. This article presents the measurements, and also
the calculation of the error of each of the different exposure
parameters of conventional X-ray equipments, such as kVp, mA,
mAs and time. The errors obtained in the measurements were
made assuming that the X-ray equipment used has a 0 error, i.e.
assuming that the X-ray equipment is calibrated and that it is a
standard equipment.

Keywords—Voltage; current; X-Ray; kVp; mA; mAs radiation;
ESP32; OLED microcontroller

I. INTRODUCTION

The discovery of X-rays dates back to 1895 in the city
of Hamburg, Germany and is due to experiments conducted
by the physicist Wilhem Conrad Röntgen, this contribution
has been of great importance and usefulness in both industry
and medicine. Radiation is emitted energy that is transferred
through space with or without influence on the atomic structure
of matter, it is classified into non-ionizing radiation and ioniz-
ing radiation according to the effects produced by corpuscular
contact [1]. Non-ionizing radiation includes ultraviolet (UV),
infrared (IR) and microwave radiation. In cells, the possibility
that they can generate heat decay has been considered, but it is
not yet known whether they can generate microscopic effects.
Ionizing radiation includes X-rays, gamma, alpha and beta
rays. These types of radiation are capable of creating damage
or not in human cells [2]. In our body, ionizing action is
evidenced by chromosome breaks, where changes may include
consequent deletions or abnormal translocations, these effects
can be seen during cell division resulting in abnormal cell
development or death. The action of X-rays on sex cells can
generate alterations in the transmission of hereditary characters

known as mutations. X-rays are electromagnetic radiation
generated by the excitation of electrons in the internal orbit
of an atom, with the ability to pass through opaque bodies.
The wavelength range of X-rays is between 0.01 nm and 10
nm, which corresponds to an energy range of approximately 1
keV to 150 keV.

X-rays have been used extensively by humans in the fields
of industry, veterinary medicine and medicine. In medicine
they are used to obtain diagnostic images. As an example of its
use we have panoramic and periapical equipment. Panoramic
radiography is used to obtain a single image of the teeth
and their supporting structures. Periapical radiography shows
a more detailed image of the dental structure, it is used to
explore the dental structure and the surrounding tissue. [3],
mammograms: Mammography is one of the most important
methods for detecting breast lesions. By means of this tech-
nique small anomalies can be identified which, if prevented in
time, can be treated in a better way [4]. TACS “Computerized
Axial Tomography” is a method that uses imaging technology
for medical diagnosis, it allows to analyze the interior of
the human body through millimetric transversal cuts to the
cephalo-caudal axis, all this is done through the use of X-rays
[5], C-arms, fixed and mobile X-ray equipment (they are used
to obtain general X-rays of organs and bones), among others;
These types of examinations, being non-invasive, represent a
vital instrument for the analysis, study and care of animal and
human health. Due to the imminent risk presented when using
X-rays on living beings, it is essential to supervise and control
the doses administered for such examinations.

However, in the process of diagnostic imaging, X-rays are
used, which are dangerous, as it has been shown that they
can generate negative eventualities to people. For this reason,
and according to one of the pillars of radiation protection
“as low as reasonably achievable” known as optimization, this
indicates that the control elements of these devices must have
the highest quality standards to obtain a good quality image
with the lowest radiation dose [6].

Embedded systems work based on a processor, micropro-
cessor, microcontroller or programmable logic devices, usually
perform repetitive functions [7], therefore, we can find a va-
riety of applications in practically all fields, from applications
in bioengineering [8], as well as image processing [9], to
industrial and educational levels as applications in industrial
preventive maintenance [10] and control of didactic robots,
respectively [11].

Since the beginning of mankind, human beings have
sought their welfare in many ways, therefore any advance
in technology has had approaches in medicine, embedded
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systems have not been alien to this, have been developed
applications as simple as drug dispensers [12] and others a
little more complex, as is the control of vital signs [13] to the
physiological emulation of the lung [14].

Speaking specifically of applications focused on everything
related to X-rays, we can find various studies such as FPGA-
based ionizing radiation detection [15], sample alignment
devices for the diffractometer [16].

Thanks to all these advances in electronics in terms of
sensors and embedded systems applied to the medical field [17]
, it is possible to perform increasingly faster and more precise
measurements of X-ray exposure parameters (kVp,mAs,t) [18].

It is then intended to implement a system for measuring
the exposure parameters kVp, mAs and time based on an
ESP32 microcontroller, this in order to monitor and control the
calibration of X-ray equipment and ensure the doses delivered
to patients, thus this article is organized as follows: Section I
gives an introduction on the parameters of exposure, the im-
portance of X-rays and how embedded systems have been used
in the area of medicine, Section II presents the design, which
takes into account the electrical and mechanical characteristics
that must be taken into account for the design of the same,
Section III shows the data obtained from the measurements
of the measurement system implemented, finally, Section IV
presents some conclusions and recommendations that should
be taken into account for future research.

II. DESIGN

This section explores the electrical, mechanical and elec-
tronic characteristics to be taken into account for the devel-
opment of the measurement equipment, such as connectivity,
power, voltage range, current range, time, materials, among
others.

A. Measurement of Exposure Parameters

When a specific radiographic study is required, it is nec-
essary to vary the parameters of peak kilovolts [kV p], current
as a function of time [mAs] and time [t], because each patient
has a different contexture, and each bone or organ of the body
requires these parameters to be varied in order to obtain a good
quality image that allows an accurate diagnosis.

1) Exposure parameters influence on the acquired image:
Each exposure parameter varies the quality of the image to be
acquired as follows:

kVp= Penetration ”More or less opaque an organ” The
higher the kVp applied, the higher the penetration of the X-rays
and vice versa. mAs= Definition ”Contrasts, grays” Allows to
define the borders of the organs and to be able to distinguish
between them [19]. t= Radiation exposure time. The longer
an X-ray beam is the more penetration can be obtained in the
image, however this parameter should be as low as possible
without sacrificing the definition of the image, since the shorter
the radiation exposure time of a patient the lower the risk of
affecting the health of individuals.

Fig. 1. kVp sensor box

B. Current Measurement

Conventional X-ray equipment generates a current in the
range of 25[mA]to500[mA], periapical and panoramic equip-
ment uses lower values in the range of 3[mA]− 15[mA], the
current in mammographs ranges from 20[mA]− 150[mA].

1) Current sensor INA219: The INA219 sensor allows
current measurements from 0 to 400 [mA] and uses an I2C
communication protocol compatible with the ESP32 micro-
controller, which is why it is the current sensor module used
by the measurement device proposed in this article.

C. High Voltage Measurement

Conventional X-ray equipment generates a voltage in the
range of 30[kV ]to150[Kv] with variations of 1[kV ], mammo-
graphs operate between 20[kV ] to 35[kV ] because air at these
voltages is ionized [20] To measure these voltage magnitudes,
there is specialized equipment such as a blider or voltage
dividers that allow an indirect measurement [21]. The phosphor
screens used to take radiographs emit an intensity of light that
is proportional to the kVp applied, this feature is used so that
the measuring instrument designed in this article obtains the
measurement of [kVp] indirectly.

1) Light sensor for indirect kVp measurement: The TSL-
2591 sensor allows the measurement of the visible and infrared
light spectrum separately, taking advantage of the light ema-
nating from the phosphor screens and the sensor at the time
of exposure, obtaining a digital constant that will be greater
the higher the kVp applied and vice versa.

2) Sensor box design: Since the wavelength of light to
be measured is in the visible light range, it is necessary to
manufacture a box where the sensor and the phosphor screen
are isolated from the light signals that may interfere with
the measurement process. For this, the design is made in the
AutoCAD software Fig. 1 and the .stl file is obtained, in
this kVp sensor box is housed the light sensor, the phosphor
screen that performs the measurement of kVp indirectly, plus a
distance sensor installed in order to perform all measurements
at the same distance and an OLED screen as user interface.
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D. Time Measurement

Since the radiation from this equipment is ionizing, the
exposure time is a parameter to be controlled, since the less
time without sacrificing image quality the less radiation a
patient will receive, it is necessary to measure the exposure
time.

1) ESP32 internal timer: To perform the time measurement
is used the timer0 of the microcontroller ESP32 that will use
the signal emitted by the sensor TSL2591 to start and end the
trigger time count. This measurement is performed in the range
of [ms], by tests performed the microcontroller can measure
signals in the order of 15 [us].

E. Distance Measurement

Since the distance between the X-ray tube and the phosphor
plate can be a factor in the measurement error, a distance
sensor is used to ensure that the data acquisition is always
at the same distance.

1) HCSR04 sensor: The HCS04 distance sensor is an
ultrasonic type sensor that provides the possibility to measure
distance in a range from 0 to 4 m with a sensitivity of 1
cm. It is installed next to the Kvp sensor in order to ensure
that all measurements are made at the same distance and thus
guarantee repeatability of the measurements made.

F. 20X4 OLED and LCD Display

After data acquisition, it is necessary to exchange informa-
tion with the user, so that the user can acquire measurement
information. Due to the practicality, size, low power consump-
tion and connectivity with the ESP32, a 0.96” OLED screen
will be used to display results on the kVp measurement device.
In addition, the main control will use a 4x20 LCD coupled to
an I2C module which facilitates the connection to the ESP32
for the same purpose of being a user interface.

G. Web Server

Using the Wifi connectivity provided by the ESP32 micro-
controller, the measurement data obtained with the sensors is
transmitted via a web server to a cell phone or laptop connected
to the same network as the microcontroller. [22] This reduces
the exposure to radiation and speeds up the verification and
calibration process of the X-ray equipment, since the data
transmission will be instantaneous via wifi.

H. ESP32

For the development of the measurement tool a devel-
opment board is used that has integrated the ESP32 family
microcontroller that are manufactured by espressif, because
this family of microcontrollers has bluetooth and wifi con-
nection [23], By having wifi it is possible to create a web-
server for the exchange of information ESP32-Mobile device,
which is an advantage, since this allows to reduce the risk
of exposure to X-rays by being able to exchange information
from the control room of the X-ray equipment with the
study room where the measurement equipment is located.
Communications with the sensors and output peripherals are
handled by I2C communication protocol [24]. Fig. 2 shows a

general diagram of the communications between the sensors,
the microcontroller and the output peripherals. The flowchart
shown in Fig. 3 shows the programming logic of the ESP32.

Fig. 2. General operating diagram

1) Control box design: In the control box is the current sen-
sor (INA219), the LCD 4x16 and the ESP32 microcontroller,
in turn is connected to the other sensors and peripherals output
via I2C communications [25] with the sensor box kVp, ESP32
processes the data obtained by the sensors and output signals
are issued to the OLED, LCD and web server. For the design
of the control box the Autocad software is used and the .DWG
file is obtained, with which the cuts are made on a laser cutting
machine, the cuts are shown in Fig. 4 The design of the box
is shown in the Fig. 5.

III. RESULTS

This section shows the results obtained from the measure-
ments made with the measurement equipment to an Ameri-
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Fig. 3. General operating flow diagram

comp X-ray equipment model TXR-325, which operates in
kVp from 30[kV ]to150[Kv], in current from 0to500[mA] and
in time from 0 to 5 [s], also are shown in this section the
prototypes manufactured for the control box and sensor box
kVp.

A. Case fabrication on 3D printer

Using a 3D printer, the kVp sensor box shown in the Fig. 6
is manufactured. First the design was made using the autoCAD
software, the measures are 9x8x4 cm, once finished, it was
exported to the 3D printer. The figure is recreated in a plastic,
known as polylactic acid or PLA.

Fig. 4. Laser cuts

Fig. 5. Box Control

B. Laser Cutting Machine Control Box Manufacturing

Using a laser cutter, the kVp control box shown in the
Fig. 7 was manufactured. First, the design was made using the
autoCAD software, it was generated in 2D, the measurements
are 7x12x3.5 cm, once finished, it was exported to the laser
cutter. The figure is recreated in a 3 mm thick acrylic.

C. measurements Performed

The Fig. 8 shows the complete measurement prototype,
with which the measurements presented in this article were
performed, the results are displayed on the OLED, LCD and
a Web server that displays the results; the Fig. 9 shows an
example of how the data is viewed from the control room
on the Web server from a device that can be a laptop or a
Smartphone, thus the measurement is performed safely without
exposure to radiation.

Since there is no standard equipment, the measurements
presented in the article are made assuming an error of zero,
i.e. assuming that the Americomp model 325 X-ray equipment
on which the tests were performed is the standard equipment
and it is assumed that it is calibrated.
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Fig. 6. Prototype box sensor

Fig. 7. Control box prototype

Similarly, the mean absolute error is calculated for each
measured variable, using the formula in equation 1.

MAE =
1

n
∗

n∑
i=1

|Yi −Xi| (1)

The analyzed measures are as follows:

1) Time measurement: .

The time measurement is performed non-invasively by
taking the TSL2591 sensor signal as the trigger start and
termination signal for the ESP32 internal timer that keeps track

Fig. 8. Measuring equipment prototype

Fig. 9. Information published on web server

of the trigger duration time. The results of the measurements
performed are shown in the Table I, where ts is the set time
and tm is the time measured by the ESP32 internal timer.

The mean error for the calculated time is shown in equation
1, taking ts as Yi and tm as Xi.

MAE =2 ms

2) Current Measurement: The current measurement is per-
formed invasively by placing the INA219 sensor in series with
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TABLE I. TIME MEASUREMENTS

ts tm Error
100[ms] 101[ms] 1%
200[ms] 199[ms] 0.5%
300[ms] 299[ms] 0.33%
400[ms] 402[ms] 0.5%
500[ms] 501[ms] 0.2%
800[ms] 803[ms] 0.37%
1000[ms] 1005[ms] 0.5%

the secondary of the high voltage transformer and communi-
cating the measurement to the ESP32 via I2C communication.
The results of the measurements are shown in the Table II,
where Is is the set current and Im is the measured current.

TABLE II. CURRENT MEASUREMENTS

Is Im Error
50[mA] 51[mA] 2%
55[mA] 53[mA] 3, 64%
60[mA] 57[mA] 5%
70[mA] 69[mA] 1, 43%
80[mA] 78[mA] 2, 5%
90[mA] 91[mA] 1, 1%
100[mA] 99[mA] 1%
150[mA] 147[mA] 2%

The calculated mean current error is shown in equation 1,
taking Is as Yi and Im as Xi.

MAE =1,75 mA

3) mAs Measurement: Having the current and time mea-
surements we can find the measured mAs using the equation
2, where Im and tm are the results of the current and time
measurements respectively, the results obtained from the cal-
culated mAs measurements are shown in the Table III where
mAss is the mAsselected and mAsmis themAsmeasured.

mAs = Im ∗ tm (2)

TABLE III. MAS MEASUREMENTS

mAss mAsm Error
50[mAs] 51[mAs] 2%
100[mAs] 104[mAs] 4%
200[mAs] 203[mAs] 1, 5%
300[mAs] 302[mAs] 0, 67%
400[mAs] 397[mAs] 0, 75%
500[mAs] 496[mAs] 0, 8%

The mean error for the calculated mAs is shown in equation
1, taking mAss as Yi and mAsm as Xi.

MAE =2.83 mAs

Fig. 10 shows a diagram of the general operation of the
kVp meter. The kVp measurement is done indirectly, to find
the kVp value the microcontroller makes use of the digital
value in binary number delivered by the visible light sensor
and making use of the equation 3 calculates the measured kVp
value. In the equation 3, Nbinary is the binary number read
by the sensor at the time of exposure and K is the constant
found through testing. The results of the kVp measurements
performed are shown in the Table IV where kV ps is the kVp

set in the X-ray equipment, kV pm is the kVp measured with
the measuring equipment.

Fig. 10. General operation of kVp meter

kV p = Nbinario ∗K (3)

TABLE IV. KVP MEASUREMENTS

kV ps kV pm Error
50[kVp] 51[kVp] 2%
55[kVp] 53[kVp] 3, 64%
60[kVp] 57[kVp] 5%
70[kVp] 69[kVp] 1, 43%
80[kVp] 78[kVp] 2, 5%
90[kVp] 91[kVp] 1, 1%
100[kVp] 99[kVp] 1%
150[kVp] 147[kVp] 2%

The mean error for the calculated kVp is shown in equation
1, taking KVps as Yi and KVpm as Xi.

MAE =1,75 kVp

4) Distance measurement: The distance measurement
made by the ultrasonic sensor between the collimator and the
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fabricated sensor is compared with the measurements taken
with a flexometer, the results of the measurements made
are shown in the Table V, it should be noted that the kVp
measurements were made at a distance of 1[m].

TABLE V. DISTANCE MEASUREMENTS

Distance Distanciem Error
10[cm] 9, 8[cm] 2%
20[cm] 19, 9[cm] 0, 5%
35[cm] 35, 1[cm] 0, 28%
50[cm] 49, 7[cm] 0, 60%
80[cm] 80, 2[cm] 0, 25%
90[cm] 89, 9[cm] 0, 11%
100[cm] 99, 8[cm] 0, 2%

The mean error for the calculated distance is shown in 1,
taking distance as Yi and measured distance as Xi.

MAE =0,17 cm

The measurement instrument designed allows to have an
impact in favor of the health of the operators and users of the
machines in charge of generating the X-rays, due to the fact
that the exposure to radiation decreases when carrying out the
measurements in short times and also through of the webserver
tool and an IP to transmit and view them in a control booth.

IV. LITERATURE REVIEW

The articles used as reference in this research are in
common agreement on how important it is to minimize the
time and distance of exposure to X-rays, finally, we can find
concepts, methodologies and proposed applications focused on
different areas such as biomedicine for means of embedded
systems.

That is why applications have been proposed that seek to
be less exposed to these rays, such as the one created through
Atmega328p, with the limitation that it is only for Android
devices, since it is implemented under an application or the
one designed by means of the intel386EX for the real-time
communication system of a moving vehicle but only for a
closed network.

V. CONCLUSIONS

The impact of the media system designed in the field of
medicine is very important and improves because it allows
monitoring the X-ray equipment from a mobile device keeping
a prudent distance from it, which generates a positive benefit
for patients and operators, the first they could have a more
optimal and efficient team, and the latter would avoid the
recurring exposure to which they are immersed

It is common knowledge that exposure to X-rays generates
short, medium and long term damage to health, therefore it
is of vital importance to seek solutions that allow users and
operators to mitigate these health consequences, that is why
from our branch, we thought and implemented a measurement
system that can be operated and monitored remotely.

The specification of the controller is vital for the desired
application, in this case an ESP32 was selected, as it has
the advantage of connecting to WIFI natively, which makes
it ideal for Internet of Things (IoT) type projects such as the
one developed, likewise its low cost is another added value.

This measuring equipment allows measurements in conven-
tional equipment operating at 60 [Hz], since in high frequency
equipment additional factors must be considered. By the fact
that the tests showed the importance of having sensors with
a high response speed, because to sample a signal with a
frequency of 60[Hz], you must have a sensor module that
performs the measurement and makes the transmission of
information at least 2[ms], in order to reconstruct a signal.

For this type of measurements it is important to have
sensors with a high response speed, since it is necessary to
sample signals in the order of [ms], in the implementation
of the proposed measurement system was one of the problems
presented, because it was not possible to generate the expected
signal, simply obtaining measurement points that did not
indicate anything, the solution was a sensor with higher speed
performance, thus the rectified signal was acquired.

As a future improvement for the proposed media system,
it is recommended to use a sensor that is faster in terms of
data processing, as this could make the data acquisition for the
kVp variable more accurate.

For future research where it is required to implement a
control or measurement prototype, it is recommended to have
the appropriate protective equipment for work with X-rays.

It is important to keep the traceability of the error of the
designed measurement system, for this, it is proposed as an
improvement for the future, to use a standard equipment, since
with a calibrated instrument we can know the real error of the
equipment, and then compare it with our system.
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brano, L. C. Lanzarini, A. Fernández Bariviera, and M. Cerrada, “Proce-
samiento inteligente de la información: aplicaciones en bioinformática,
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GALVÁN, “Desarrollo de un sistema embebido para detección de
radiación ionizante para seguridad civil,” 2016.
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Abstract—With the development of the times, the secure 
storage of educational resources has become one of the key 
security problems faced by colleges and universities. On the one 
hand, the cost of traditional resource storage is too expensive, on 
the other hand, its encryption and access efficiency are low. To 
solve this problem, this research takes the cloud platform serves 
as the main carrier for the encrypted storage of school teaching 
resources. On this basis, the convolutional neural network is 
encrypted and optimized, and the argmax algorithm is improved 
to improve the access efficiency of encrypted data. Finally, the 
effectiveness and superiority of the design method are compared 
and analyzed through the method of performance detection. The 
results show that the maximum consumption time of encryption 
and decryption of the encrypted storage model is no more than 
20000ms, which is significantly less than that of the traditional 
model. The running time of the argmax output encryption 
module is 1.76ms and the running loss is 0.26 MB, which is less 
than that of the traditional model. It can be seen that the 
encrypted storage model has stronger encryption performance 
and access performance, and has a better application effect in the 
encrypted storage of oral English teaching resources with a large 
amount of access data and frequent updates. 

Keywords—Cloud platform; oral language; encryption; 
resource storage 

I. INTRODUCTION 
With the development of modern network technology, the 

cloud platform, as a new cloud service model, can provide 
more secure and efficient services for users who need 
computing and storage services through the deployment of a 
cloud machine learning model [1]. The development of cloud 
platform technology provides customers with services that 
need a high budget and high-tech support in the actual 
environment more conveniently and economically. Encrypted 
storage is one of the main types [2]. For modern colleges and 
universities, the security of teaching resources is one of the 
main security problems in the teaching process. Oral English 
teaching resources themselves have the characteristics of fast 
replacement speed and a large amount of stored data. As a 
network grafting service platform, the cloud platform has a 
stronger fit with the encrypted storage of oral English teaching 
resources [3]. As a special resource containing multilingual 
voice and text contrast materials, oral teaching resources are 
diversified and integrated. At the same time, the resource 
reserve is large and the real-time update speed is fast. 
Therefore, the encryption system for oral teaching resources 
needs higher data processing efficiency and a more robust and 
easy architecture. Applying cloud platform encrypted storage 
technology to the encrypted storage of oral English teaching 

resources can effectively improve the economy and quickness 
of the encrypted storage of school teaching resources, and 
provide teachers and students with better teaching and 
learning experience while improving security [4]. This 
research applies convolutional neural network, a robust deep 
learning model, to cloud platform encryption. On the one hand, 
it provides a theoretical path for the formation of an economic 
and practical teaching resource encryption system in colleges 
and universities, and on the other hand, it provides a new idea 
for the application research of deep learning algorithm in the 
field of data encryption. 

II. RELATED WORKS 
In recent years, the research on encrypted storage has 

developed more deeply from the perspective of encryption 
details and user experience. Li M et al. constructed an 
encrypted storage scheme using a searchable symmetric 
encryption method and used locally sensitive hash and bloom 
filter with high search accuracy. The results show that the 
encryption efficiency of this method is higher than that of the 
traditional method [5]. Xue K et al. proposed a method to 
protect encrypted cloud storage from EDOS attacks. This 
method reduces the resource consumption cost of cloud 
computing users and can comply with any access policy of 
cp-abe. The results show that this method has higher security 
and practicability [6]. Kumar G K’s team proposed an 
encrypted storage algorithm using symmetric encryption keys 
for the same set of keys. The results show that the algorithm 
can reduce the data burden of cloud storage in the form of 
eliminating duplicate data, and can provide more efficient data 
access by using access policies [7]. Rao E et al. provided a 
secure data search method for encrypted user data. The results 
show that this method can provide users with different types 
of online data while ensuring users’ privacy and data security 
[8]. 

On the other hand, the research based on cloud platform is 
gradually diversified. Farhadi H et al. used the cloud platform 
to quickly and automatically detect the time series image of 
measuring the burn area, so as to obtain the accurate 
information of the density and distribution of the combustion 
area in the large vegetation coverage area. The results show 
that this method has stronger dynamic real-time performance 
and can greatly improve the accuracy of the map of the 
combustion area [9]. Taking the cloud platform as the basic 
framework of smart education, Liu steam proposed a dual 
high-precision cooperation strategy to accurately perceive the 
needs of smart teaching and resource supply. The results show 
that this method not only improves the effectiveness of 
communication between teaching resources and learning 
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needs, but also provides teachers and learners with a more 
personalized and secure data access strategy [10]. Liu P 
proposed an EV battery voltage evaluation strategy based on 
cloud platform, and used the spatial clustering method with 
noise to improve the calculation efficiency of outlier detection. 
The results show that this method not only maintains high 
recognition ability, but also reduces the complexity of 
calculation and has higher calculation efficiency [11]. Choi S 
et al. Built a digital twin data platform based on cloud 
platform to facilitate novices to build digital twin data 
schemes more quickly and easily. An example shows that this 
method is fast and effective [12]. This research applies the 
cloud platform, which has compatibility and diversified 
development direction, to the encrypted storage of teaching 
resources, and provides the school with a more economical 
and reliable security scheme of teaching resources through the 
encrypted storage service of cloud platform. 

III. DESIGN OF ENCRYPTED STORAGE METHOD OF ORAL 
ENGLISH TEACHING RESOURCES ON CLOUD PLATFORM 

A.  Design of Cloud platform Storage Encryption Method 
based on Convolutional Neural Network Algorithm 
Modern teaching resource storage is divided into three 

main ways. One is that users graft and train the encryption 
storage module of teaching resources by themselves. For the 
school that lacks practical and technical talents in network and 
intelligent computing technology, the cost of designing the 
encryption storage system of teaching resources alone is too 
high, and it is technically impossible to achieve to a certain 
extent [13]; the second is to use it by renting a third-party 
encrypted storage model. Although this method can solve its 
own technical shortcomings, the maintenance cost is still 
relatively high, and the encrypted storage process is controlled 
by the third-party organization in the whole process, which 
has a certain risk; the third is to use cloud platform services 
for teaching resource storage [14]. For oral English teaching, 
which needs to constantly update a large number of oral 
interactive resources, cloud platform encrypted storage is a 
more secure, economical and real-time encrypted storage 
method. However, there are still some risks in cloud platform 
encrypted storage. This risk is mainly reflected in the 
infrastructure of cloud platform. The infrastructure of cloud 
platform encrypted storage is shown in Fig. 1. 

Client Cloud platform

Encryption model

Interactive channel

 
Fig. 1. Cloud platform based encrypted storage architecture 

Output(argmax)Input

Convolution part

Activation

Pooling

Activation

 
Fig. 2. Convolutional neural network 
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Fig. 1 shows the basic encrypted storage architecture of the 
cloud platform. It can be seen that users communicate with the 
cloud platform mainly through interactive channels. This way 
of user operation, channel communication, and cloud 
encrypted storage is easy to form the risk of resource leakage 
in two parts. One is the security and privacy protection of the 
cloud platform itself, that is, whether the encrypted storage 
model used by the cloud platform is reliable; the other is the 
data transmission security problem that may occur in the 
process of user interaction with the cloud platform. In this 
study, the two storage security issues are studied respectively. 
For the security and privacy protection of the cloud platform 
itself, this research optimizes the convolutional neural network 
algorithm based on the characteristics of encrypted storage of 
spoken English teaching resources. This is mainly because the 
convolutional neural network itself has strong deep learning 
ability and structural stability. For the college encryption 
application scenario, the convolutional neural network has 
lower application costs, is economical, and requires less 
maintenance consumption, Colleges and universities can 
implement the application without consuming a lot of 
technical support. The specific schematic diagram of the 
architecture is shown in Fig. 2. 

The convolution neural network model in Fig. 2 is divided 
into three main parts: input part, convolution part and output 
part. The main input content of the input part of the optimized 
encrypted storage convolution neural network model in this 
study is to store the ciphertext used for encryption. This part 
of ciphertext can be divided into two specific ciphertexts, both 
of which are w h c× ×  in size. The two ciphertexts are 

expressed as real part
( )RF x    and imaginary part 

( )IF x    respectively. At this time, the number of plaintext 
slots of the system is n , and the convolution kernel 
parameter of plaintext of the system is k , At this time, the 
convolutional neural network encrypted storage model 
performs the operation by means of fast Fourier transform, 
and the real part operation result can be obtained: 

( ) ( ) ( ) ( ) ( )( )i iR R IR IF y F x F f F x F f      = ⊗ ⊕ ⊗ −        (1) 

In formula (1), y  represents the convolution result of the 
algorithm, x  represents the input data, ⊗  represents 
homomorphic multiplication, and ⊕  represents 
homomorphic addition. Calculate the imaginary part of the 
ciphertext in the same way to obtain formula (2): 

( ) ( ) ( ) ( ) ( )i iI R II RF y F x F f F x F f      = ⊗ ⊕ ⊗        (2) 

( )i IF f
 and 

( )i RF f
 represent the Fourier transform 

results of convolution kernel respectively. The cloud platform 
will automatically generate random variables r after 
calculation. The size of the random variable r  is w h× . On 

this basis, the cloud platform encrypts the results of the fast 
Fourier transform and sends the ciphertext to the user. The real 
encryption formula is shown in formula (3): 

( ) ( ) ( )R R RF y r F y F r     − = ⊕ −       (3) 

In formula (3), 
( )RF y r −   represents the real 

content of the ciphertext sent by the cloud platform to the 

customer, and 
( )RF r −   represents the real fast Fourier 

transform encryption result. The imaginary part ciphertext can 
be obtained by adopting the same calculation method: 

( ) ( ) ( )I I IF y r F y F r     − = ⊕ −       (4) 

In formula (4), 
( )IF y r −   respectively represents 

the virtual part ciphertext content sent by the cloud platform to 

customers, and 
( )IF r −   represents the virtual part fast 

Fourier transform encryption result. After the user decrypts the 
ciphertexts at both ends respectively, the two short ciphertexts 

can be combined to form a complete ( )F y r−
, and then the 

( )y r−
 can be obtained by inverse fast Fourier transform. 

At this time, the cloud platform and the user can share the 
state of additivity. The common setting formula is: 

s

c

x r

x y r

 =


= −  (5) 

Where s  represents the cloud platform, c  represents 
the client, and r  represents that the cloud platform will 
automatically generate random variables after operation. The 
plaintext convolution kernel parameters of the convolution 
neural network model are encrypted and stored. The 
calculation flow of the encryption process is shown in Fig. 3. 
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Fig. 3. Encrypted convolutional neural network flow 
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In the practical application of encrypted storage of 
teaching resources, due to the requirements of oral English 
teaching storage and real-time update, more complex 
operations are often required. In this case, the convolution 
cores of the convolution layer must participate in the 
independent input and convolution process, so as to obtain 
their own convolution results. Here, it can be assumed that 
there are c  convolution cores and the same number of data 
channel inputs in the convolution layer. At this time, the 
system needs to treat each input and filtering calculation 
process as a separate data operation group in the ciphertext 
domain, carry out parallel operation through the operation 
method in a simple case, obtain c  ciphertext individual 

results at the same time, and then accumulate a large number 
of ciphertext individual results to form the final overall 
ciphertext results. In addition to the convolution layer, this 
study also optimizes the activation layer of the encrypted 
storage product neural network model. Since the encrypted 
storage design conducted in this study requires the 
convolutional neural network model to perform nonlinear 
calculation, it is necessary to select the nonlinear function of 
the activation layer. The commonly used convolutional neural 
network activation functions include tanh function and relu 
function. The comparison of the function images of the two 
functions is shown in Fig. 4: 
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Fig. 4. Function image comparison 
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Fig. 5. Storage data transmission optimization 
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Tanh function formula is shown in formula (6): 

( ) ( )tanh 2 2 1x sigmoid x= ⋅ −
 (6) 

As shown in the calculation formula of Lu power division, 
it is more difficult to select and activate the Lu power division 
function (Reh) in the design process, so it is more difficult to 
activate the two kinds of operation formulas: 

( ) ( )max 0,f x x=
 (7) 

Relu activation function can clear all nonpositive terms in 
the input data center, balance the size relationship between 
input data and output data on this basis, enable each neuron to 
be activated in the process of input and output, and 
continuously transfer this activation state downward. This 
method can help the model improve its input sparsity and 
model activity, and improve the operational performance of 
the model. Design of cloud platform output encryption method 
based on argmax algorithm 

The ultimate purpose of the encrypted storage model of 
cloud platform oral English teaching resources designed in 
this study is to effectively ensure the security of teaching data 
in the two operations of customer storage and data 
transmission. Therefore, after the optimization design of the 
storage model, the research will also carry out the security 
design for the data transmission part of the cloud platform 
encrypted storage model, which is mainly optimized by the 
argmax algorithm, the overall optimization position is shown 
in Fig. 5: 

It can be seen from Fig. 5 that the Argmax algorithm 

mainly acts on the transmission channel established when 
users communicate with the cloud platform on the channel, 
and improves data security by strengthening the reliability in 
the process of data input and output. In the cloud platform 
encryption storage algorithm designed in this study, cloud 
platform has encrypted the oral English teaching resources. 
When users need to take out or input data from the cloud 
platform storage, they need to access the data through the 
common protocol between the client and the cloud platform. 
This research mainly uses the optimized convolution neural 
network algorithm as the main storage encryption technology. 
The output of the last convolution layer in the convolution 
neural network is called Logits, which represents the weight 
difference between different categories in the input process, 
and the main function of the softmax layer is to convert Logits 
into the vector form representing the probability values of 
different categories. The softmax function is shown in formula 
(8): 

( )
1

i

k

x

Kk x
k

ef x
e

=

=
∑  (8) 

Where 1, 2, ,i K= 2 , K  represents the length of 
Logits vector. The final classification result can be expressed 
as: 

( )arg max logt its=
 (9) 

The model connection between softmax layer and argmax 
algorithm is shown in Fig. 6. 
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Fig. 6. Model connection 
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In this study, the improved argmax algorithm is used to 
encrypt the data access part. The Logits vector obtained from 
cloud platform encryption can be expressed as: 

( ) ( ) ( ) ( )( )1 2, , , nEnc x Enc x Enc x Enc x= 
 (10) 

Where x  represents the generated random vector. The 
cloud platform extracts two ciphertexts arbitrarily from the 
ciphertext set and performs homomorphic subtraction 

calculation for the ciphertext to obtain ( )1n n⋅ −
 new 

ciphertexts. The specific matrix is shown in formula (11): 

[ ] [ ] [ ]
[ ] [ ] [ ]

[ ] [ ] [ ]

1 2 1 3 1

2 1 2 3 2

1 2 1

n

n

n n n n

x x x x x x
x x x x x x

x x x x x x −

 − − −
 − − − 
 
 
 − − − 





   


 (11) 

Since the optimized convolutional neural network 
encryption storage model used in this study adopts the 
combined encryption mode of real part ciphertext and 
imaginary part ciphertext, after obtaining the basic Logits 
vector matrix, it needs to be transformed into the form of 
double encryption matrix corresponding to the double 
ciphertext mode. The estimated size of the ciphertext matrix is
n , and each individual ciphertext contains 1n −  plaintext 
data different from each other, Ciphertext matrix itself has the 
dual commonalities of cloud platform and client. After the 

1n −  subhomomorphic subtraction, the cloud platform needs 
to perform random inter row conversion on the ciphertext 
matrix to obtain the row random matrix formed by the 
combination of double ciphertext matrices. The specific 
formula is shown in formula (12): 

( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( )

1 1 11 11

2 2 22 2 2

1

2 3

1 3

1 2 1n n nn n

n

n

n

x x x x x x

x x x x x x

x x x x x x

ψ ψ ψ

ψ ψ ψ

ψ ψ ψ

ψ ψ ψπ π π

ψ ψ ψπ π π

ψ ψ ψπ π π −

  − − −   
 

 − − −    
 
 
  − − −   





   


 (12) 

Where ( )1 2 nψ ψ ψ2， ， ，
 represents a random 

arrangement of ( )1,2 n， ，
, and on this basis, 

( ) ( ) ( )( )1 1 12 3 3ψ ψ ψπ π π2， ， ，
 can be obtained by 

removing 1ψ  from the arrangement, while 

( ) ( ) ( )( )2 2 21 3 nψ ψ ψπ π π2， ， ，
 represents the 

nonrandom arrangement after removing 2ψ  from the 
arrangement. After the cloud platform analogizes the matrix, it 
then randomizes the matrix of formula (12) with two matrices 
to obtain: 

1 1 1 1 1 1
2 2 2 2
2 2 2 2 2 2

1 3 1 3

1 2 1 1 2 1

n n

n n

n n n n n n
n n

r r r

r r r

r r r

ε ε ε

ε ε ε

ε ε ε− −

   
   
   
   
   
   
   

 

 

       

 

，

 (13) 

Formula (13) represents a random positive number 
i
jr

, 

)0,i i
j jrε ∈  . The first ciphertext matrix and the row random 

matrix are multiplied by homomorphic multiplication, and 
then the matrix is interleaved with the second ciphertext 
matrix by homomorphic subtraction to obtain a fully random 
ciphertext matrix. The specific matrix is shown in formula 
(14): 

( )( ) ( )( )
( )( ) ( )( )

( )( ) ( )( )

1 11 1

2 22 2

1 1 1 1
2 2

2 2 2 2
1 1

1 1 1 11

2

1

1
n nn n

n n

n n

n n n n
n nn

r x x r x x n

r x x r x x n

r x x r x x

ψ ψ

ψ ψ

ψ ψ

ψ π ψ π

ψ π ψ π

ψ π ψ π

ε ε

ε ε

ε ε− −−

  ⋅ − − ⋅ − −  
  ⋅ − − ⋅ − −   
 
 

 ⋅ − − ⋅ − −   

 

 

   

 
 (14) 

This operation process requires n  sub homomorphic 
subtraction, homomorphic addition and homomorphic 
multiplication. When different types of homomorphic addition 
operations are carried out, it is necessary to change the setting 
mode in the operation process to ensure that the random 
number generated in the calculation process will not affect the 
symbol corresponding to the encrypted plaintext, that is, in the 
homomorphic encryption operation process, its influence on 
the symbol data is limited by the value range of the associated 
random number. After the cloud platform obtains the random 
ciphertext matrix, it can send the matrix information to the 
access user. The access user decrypts the ciphertext matrix 
using the common protocol to obtain the plaintext matrix. The 
specific matrix is shown in formula (15): 

( )( ) ( )( )
( )( ) ( )( )

( )( ) ( )( )

1 11 1

2 22 2

1 1 1 1
2 2

2 2 2 2
1 1

1 1 1 11

2

1

1
n nn n

n n

n n

n n n n
n nn

r x x r x x n

r x x r x x n

r x x r x x

ψ ψ

ψ ψ

ψ ψ

ψ π ψ π

ψ π ψ π

ψ π ψ π

ε ε

ε ε

ε ε− −−

 ⋅ − − ⋅ − −
 
 

⋅ − − ⋅ − − 
 
 
 

⋅ − − ⋅ − − 
 

 

 

   

 
 (15) 

The access client finally counts and classifies the matrix 
plaintext symbols of each line, and obtains the corresponding 
real value at the cloud platform. 

IV. EFFECT ANALYSIS OF ENCRYPTED STORAGE METHOD OF 
ORAL ENGLISH TEACHING RESOURCES ON CLOUD 

PLATFORM 

A.  Analysis of Storage Encryption Effect of Neural Network 
In the part of the effect analysis of the encrypted storage 

method of oral English teaching resources on the cloud 
platform, this study will be divided into two parts: cloud 
platform storage encryption and cloud platform storage and 
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transmission encryption according to the cloud platform 
structure of oral English teaching resources. The cloud 
platform storage encryption part takes the optimized 
convolutional neural network storage encryption model as the 
main encryption storage tool. Therefore, this research will 
analyze the connection layer performance of the model, the 
running time and overhead of the model, and the efficiency of 
encryption and decryption. In order to explore the 
performance change of the model when the user input demand 
increases but the model output is stable, the performance of 
the model connection layer is analyzed. The performance 
analysis of the connection layer of the model is shown in Fig. 
7. 

Fig. 7 shows the operation performance changes of the 
connection layer under different input levels when the output 
level is fixed. Here, the operation performance changes are 
measured mainly by running time. As can be seen from Fig. 7, 
the operation efficiency of the model running time in the 
setting stage and the operation stage is significantly different. 
Under almost all input variables, the operation efficiency of 
the model connection layer in the operation stage is 
significantly higher than that in the setting stage. On this basis, 
observing the operation efficiency caused by the change of 
input variables, it can be found that when the value of input 
variables is between 2000 and 2500 and between 4000 and 
4500, the operation efficiency of the connection layer has 
changed greatly. When the input variable value is between 
2000 and 2500, the running time of the connection layer in the 
setting stage increases from 5.4ms to 7.8ms, while the running 
time of the connection layer in the setting stage increases from 
2.9ms to 4.1ms, and the running efficiency decreases 
significantly. This is because the plaintext slot size of the 
model in this study is 2048, that is, a ciphertext in the model 
can support 2048 plaintext at the same time when it is most 
saturated, Therefore, when the amount of input data exceeds 
this amount, the operation efficiency of the model connection 
layer is greatly affected. In addition, in the stage where the 
value of the input variable is between 4000 and 4500, it is the 

node when the number of inputs exceeds twice the number of 
plaintext slots, so the impairment of operational efficiency is 
more obvious. To sum up, when the number of inputs does not 
exceed the number of plaintext slots, the performance of the 
connection layer of the model involved in this time is 
relatively reliable, but after exceeding, the performance will 
be affected to some extent, which is a normal phenomenon. In 
this study, the overall running time and running cost of the 
model is tested by distinguishing the storage encryption 
scheme from the convolution neural model. The convolution 
neural model selects the MNIST model and cifar-10 model 
respectively, and the storage encryption scheme selects 
minions and gazelle. The specific test results are shown in Fig. 
8. 
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Fig. 8. Data set performance test 

Fig. 8 compares and analyzes the models from the 
perspectives of running time and running cost. The results 
show that the running time of the model optimized in this 
study is 0.64ms under the small data set, 0.18ms online, and 
0.82ms overall. The overall running time is less than 9.34ms 
of the minion model and 1.35ms of the gazelle model, and the 
running time in the setting stage and online stage is smaller; In 
terms of running cost, the model optimized in this study sets 
the running cost to 40.4 MB under the small data set, the 
online running cost to 21.8 MB, and the overall running cost 
to 61.8 MB. The overall running cost is less than 657.5 MB 
for the minion model and 67.0 Mb for the gazelle model, and 
the running cost is less in the setting stage and online stage; 
Under the large data set, the set running time of the model 

optimized in this study is 10.4ms, the online running time is 
3.30ms, and the overall running time is 13.7ms. The overall 
running time is less than 543.3ms of the minion model and 
19.86ms of the gazelle model, and shows significant 
advantages in the running time of the setting stage and online 
stage; In terms of running cost, the model optimized in this 
study sets the running cost as 897.1 MB under large data set, 
343.4 MB on-line running cost and 1240.5 MB overall 
running cost. The overall running cost is less than 9272.0 MB 
for the minionn model and 1278.7 MB for the gazelle model, 
and the running cost in the setting stage and online stage is 
smaller. The analysis of the encryption and decryption 
efficiency of the model is shown in Fig. 9. 
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Fig. 9. Analysis of encryption and decryption efficiency 
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It can be seen that the encryption time and decryption time 
of the traditional model and the model optimized in this study 
show a positive proportional trend with the increase of the 
data scale. In terms of encryption time, taking the 512KB data 
scale as the starting point, the encryption time of the 
traditional model and the model designed in this study has 
increased significantly, but the encryption time of the model 
optimized in this study on each data scale node is relatively 
less, and the highest time point is no more than 20000ms; The 
decryption time of each node of the traditional research model 
is not less than 2m, but the decryption time of each node of the 
traditional design model is not less than 2m. It can be seen that 
the optimized models have higher operation efficiency in the 
process of encryption and decryption. 

B.  Analysis of Output Encryption Effect of argmax Algorithm 
In the cloud platform storage and transmission encryption 

analysis part, this research first analyzes the running time and 
transmission efficiency of optimizing the traditional module of 
argmax. In the analysis process, the research will take the 
category parameters and precision values as the main 
distinguishing dimensions. The correlation analysis of 
category parameters is shown in Fig. 10. 

It can be seen that the operation time and operation 
consumption data of the optimized argmax output encryption 
module under the three category parameters of 10, 100, and 
1000 are 0. It can be seen that the optimized argmax output 
encryption module does not need to operate in the setting 
stage. In the online operation stage, when the category 
parameter is 10, the operation time of the system is 0.21ms; 

When the category parameter rises to 100, the running time of 
the system is 2.01ms; When the category parameter rises to 
1000, the running time of the system is 20.01ms; It can be 
seen that the running time of the optimized argmax output 
encryption module shows an increasing trend with the increase 
of category parameters. In terms of system operation 
consumption, when the category parameter is 10, the system 
operation consumption data is 0.59 Mb; When the category 
parameter rises to 100, the consumption data of the system is 
5.92 Mb; When the category parameter rises to 1000, the 
consumption data of the system is 59.21 Mb; It can be seen 
that the amount of data transmitted by the optimized argmax 
output encryption module shows an increasing trend with the 
growth of category parameters. It can also be seen from the 
growth law of the two indicators that with the increase of 
category parameters in the order of 10 times, the running time 
and the amount of transmitted data of the system also increase 
in the order of 10 times. This indicates that the operation 
efficiency and loss of the system are relatively stable and will 
not exceed the expected additional loss with the increase in 
operation demand, which proves that the overall system is still 
stable in the face of the excessive operation. As different 
precision operations will lead to different system operation 
costs, if the system has a large difference in operation costs 
between high precision and low precision, the overall system 
operation stability will be insufficient, which will easily lead 
to higher performance consumption and resource waste. 
Therefore, the research will analyze the system costs under 
different precision. The specific accuracy analysis results are 
shown in Fig. 11. 
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Fig. 10. Category parameter analysis 
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Fig. 11. Accuracy analysis 
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Fig. 12. Performance comparison of overall transmission module 

Fig. 11 analyzes the running time and running 
consumption of 10, 100, and 1000 parameters under the 
accuracy conditions of 10-2, 10-4, and 10-6. The results show 
that when the category parameter is 10, the running time of the 
system increases gradually with the increase of accuracy, the 
overall range is between 3.0 and 5.0, while the running 
consumption does not fluctuate, and remains at 0.028 under all 

accuracy; When the category parameter is 100, the running 
time of the system also shows a gradually increasing trend 
with the increase of accuracy, the overall range is between 0.2 
and 0.3, while the running consumption does not fluctuate and 
remains at 0.28 under all accuracy; When the category 
parameter is 1000, the running time of the system still shows a 
gradually increasing trend with the increase of accuracy, the 
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overall range is between 20 and 30, while the running 
consumption does not fluctuate and remains at 28 under all 
accuracy. It can be seen that the setting and online operation 
efficiency of the system increase with the increase of accuracy, 
but the overall operation cost does not change with the change 
of accuracy but maintains the overall consistency, and the 
overall operation resource consumption is relatively stable. 
The comparative analysis of the overall system performance is 
shown in Fig. 12. 

Fig. 12 compares the optimized argmax output encryption 
module with the traditional argmax output encryption module. 
The results show that the optimized argmax output encryption 
module in this study will not produce running time and 
running consumption in the system setting stage, which is 
because the optimized argmax output encryption module does 
not need to be calculated in the setting stage. From the 
perspective of online operation, the running time and running 
loss of the optimized argmax output encryption module are 
relatively small. The running time of the traditional argmax 
output encryption module is 2.63ms, while the running time of 
the optimized argmax output encryption module is 1.76ms, the 
running loss of the traditional argmax output encryption 
module is 0.29mb, and the running time of the optimized 
argmax output encryption module is 0.26mb. In addition, from 
the perspective of system processing time, with the increase of 
parallel number, the overall system processing time of the 
optimized argmax output encryption module is less than that 
of the traditional argmax output encryption module, and with 
the increase of parallel number, the system processing time of 
the optimized argmax output encryption module shows a 
certain downward trend. It can be seen that the optimized 
argmax output encryption module has stronger encryption 
processing performance. 

V. CONCLUSION 
To solve the budget problems and technical difficulties 

caused by the localized encrypted storage of oral English 
teaching data, this study takes the cloud platform as the main 
encrypted storage platform of teaching resources, optimizes 
the convolutional neural network from the perspective of 
ciphertext encryption and decryption, and takes it as the main 
model of cloud platform data storage encryption. On this basis, 
it studies the encryption improvement of argmax algorithm, 
makes it more efficient in storing encrypted data, and finally 
tests the computing performance of the main part and 
transmission part of the encrypted storage model of the cloud 
platform. The results show that the overall running time of the 
encryption model is 0.82 MS under small data sets; the overall 
running cost is 61.8 MB, and the overall running time is 
13.7ms under large data sets; the overall running cost is 
1240.5 MB, which is less than other comparable models. The 
longest consumption time of encryption and decryption of the 
research and design encryption model is no more than 20000 
MS, which is significantly less than that of the traditional 
model. In terms of encrypted data transmission, the running 

time of the optimized argmax output encryption module is 
1.76ms and the running loss is 0.26 MB, which is less than the 
traditional encryption model. It can be seen that the encryption 
model designed in the research has higher security and higher 
encryption and decryption efficiency in the encrypted storage 
and transmission of oral English education resources. At the 
same time, the cloud platform itself also has strong 
realizability and economic advantages, which is more suitable 
to help the school carry out the encrypted storage of oral 
English education resources and improve the security and 
access efficiency of educational resources. 
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Abstract—Interior design image generation process is prone 

to the interference of many factors, resulting in the interior 

design image denoising effect decreases, denoising time increases, 

so the interior design image denoising method based on median 

filtering algorithm is proposed. The architecture of interior 

design image collection is set up, including video signal 

conversion module, compression coding module, programmable 

logic chip module and power module. The interior design image 

collection is realized by using sensors to collect interior design 

related video information and converting video signals. Based on 

the results of image acquisition, the median filtering algorithm 

based on rough set theory is used to realize the denoising of 

interior design images. Experimental results show that the 

denoising effect of the proposed method is better, the average 

signal-to-noise ratio of interior design images is 54.6dB, and the 

denoising time is always lower than 0.3s, which can be widely 

used in practice. 

Keywords—Median filtering algorithm; interior design; image 

denoising; image acquisition architecture; the rough set 

I. INTRODUCTION 

Interior design is a comprehensive discipline that studies 
the artificial environment. It is “a rational creative activity that 
takes science as the functional basis and art as the form of 
expression in order to shape an indoor environment where 
spiritual wealth and material wealth coexist” [1]. With the 
application of computer image digital interior decoration 
design technology, the design drawing is no longer an abstract 
design drawing, but can fully and truly present the design 
effect and improve the design quality. Before the formal start 
of interior design, designers should make full preparations. 
First of all, the designer should build a complete interior 
design layout in his mind. Based on this layout, the framework 
should be gradually enriched by collecting data and 
understanding customer needs [2]. According to the 
information provided by the customer, the decoration design 
concept map is sorted out and used as the design framework, 
which is constantly modified and optimized to form an interior 
design image. Therefore, the rise of computer image 
digitization technology has provided great help for interior 
design. This technology makes designers say goodbye to the 
traditional manual drawing method and improves the 
efficiency of drawing work [3]. On the other hand, each detail 
of interior space can be expressed in a dynamic way, which 
improves the expressiveness of design drawings. Therefore, 
the digital work of design drawings has gradually become the 
mainstream direction of the development of the industry, with 
high market potential. However, due to the influence of many 
factors in the process of interior design digitalization, interior 

design images include noise, resulting in the deterioration of 
interior design quality, so it is urgent to study a method of 
interior design image denoising. 

Research for indoor design class image denoising is not 
much, much more to the rest of the research achievements in 
the field of migration to the interior design in the image 
denoising to reference [4], for example on at night, such as 
indoor under low illumination scene image sensor collected 
video images are widespread low signal-to-noise ratio and 
poor visual effect, In order to improve the de-noising effect, a 
video de-noising method based on time-space frequency(TSF) 
domain set is proposed. First, a digital gain low illumination 
image noise model is established, and then, according to the 
theory of the original video before and after two adjacent 
frames, finish the image registration based on the optical flow 
method, get the displacement map, in time-space domain to 
high frequency image denoising and reconstruction, and then 
realize the infinite impulse response combined with 
subsequent noise image processing, at the same time in the 
airspace for noise reduction, the output after a frame denoising 
image. However, this method has low signal-to-noise ratio and 
poor image quality for interior design images, so the practical 
application effect is not good. In reference [5], an image 
denoising method based on deep learning is proposed in order 
to make the noise image clear and obvious, as the image will 
be polluted by noise due to imperfect equipment and lose the 
details of the original image. The structure of image denoising 
network based on convolutional neural network is constructed, 
and the back propagation algorithm in convolutional neural 
network is optimized, so as to accelerate the training speed of 
the model and improve the denoising effect effectively. In 
order to solve the problem of poor image denoising and 
rendering in interior design system and consider data 
rendering, a research method of interior design system 
combining digital processing technology and image 
processing technology is proposed, which transmits the image 
after data processing to the logic layer, by digital processing 
module using the new threshold function of image denoising 
algorithm of energy distribution into consideration, Image 
denoising is realized by multiplying the denoising factors with 
the same wavelet coefficients. In the image processing module, 
the bidirectional reflection distribution function model is used 
to simulate the diffuse reflection of objects, and the 
Torrance-Sparrow microplane model is used to simulate the 
specular reflection of objects to achieve image rendering. The 
logic layer transfers the processed interior design image to the 
application layer, and displays the interior design result 
through PC or browser interface, so as to improve the image 
denoising effect [6]. However, this method is too complicated 
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and has the problem of long denoising time for interior design 
images. 

In order to solve the problems of the above methods, this 
paper proposes a denoising method of interior design image 
based on median filtering algorithm, and verifies the 
effectiveness of the proposed method through experiments. 

II. STANDARD IMAGE ACQUISITION 

A.  Interior Design Image Collection 

In order to improve the quality of interior design class 
image acquisition, this paper designed image acquisition 
architecture interior design class, including video signal 
conversion module, compression module, a programmable 
logic chip module, power supply module, mainly through the 
use of sensors to collect interior design related video 
information, and transformed the video signal processing, 
image acquisition in interior design class. 

1) Video signal conversion module: DMD sensor is used 

to collect interior design related video information, and the 

video signal is converted. The conversion of video signals is 

realized by a dedicated video processing chip [7]. This paper 

uses special video processing chip SAA7113, is a powerful 

and simple operation of the bit video input processing chip, 

the chip adopts technology, through the bus and or 

microcontroller connected to form an application system. It 

contains two analog processing channels, which can realize 

video signal source selection, anti-aliasing filtering, 

conversion, automatic box position, automatic gain control, 

clock generation, multi-standard decoding, brightness contrast 

saturation control and multi-standard data decoding. 
After the SAA7113 is turned on, the chip does not 

immediately collect analog video signals for A/D conversion 
processing and output digital signals. It must be initialized by 
the front-end processor through the serial bus to set up its 
internal register before it can operate normally. LLC is the 
output of line locking clock, which is twice the frequency of 
pixel clock, and 27MHz is used to synchronize the whole 
interior design image acquisition architecture. One CYCLE of 
LLC generates one byte of image data, and the rising edge of 
LLC can be used as the write signal of frame storage after 
being inverted in CPLD [8-9]. The function of RTS0 and 
RTS1 is determined by programming the internal register. 
RTS0 and RTS1 are thresholds for different routers. The 
interface is set RTS0 as the horizontal output reference signal 
line effective signal, and RTS1 as the vertical output reference 
signal and parity field signal. RTS0: high level means a row of 
valid pixels, low level means field blanking signal. The rising 
edge of RTS0 represents the beginning of the effective 
singular field image, and it is also used to represent the 
beginning signal of the frame image. The falling edge of RTS1 
indicates the start of output of a valid even field image. 
SAA7113 and its peripheral circuits are shown in Fig. 1. 
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Fig. 1. SAA7113 and its peripheral circuit 

2) Compression coding module: The JPEG compression 

and coding part adopts THE JPEG special codec chip 

ZR36060, which can realize the image compression and 

decoding function. In this paper, only its compression and 

coding function is used [10-11]. ZR36060 is specially 

designed for computer video acquisition and editing 

applications, which can easily realize real-time compression 

and decompression of video signals. During compression, 

ZR36060 receives digital video signal and encodes it as JPEG 

stream period; during decompression, it receives a JPEG 

stream and decodes it into digital video output. The internal 

structure of ZR36060 is shown in Fig. 2. 
VCLK and VCLK×2 are the external clock input. External 

clock input is connected to the machine terminal by using 
external oscillation pulse. VCLK×2 is the video clock. For 
CCIR digital video format, it is connected to the 27MHz clock. 
VCLK is half the frequency of VCLK×2 and requires 
synchronization with VCLK×2. SATRT and FRAME are 
external control signals. The interface of ZR36060 can be 
divided into video interface, host interface and code interface. 
The video signal is input and output by the video terminal, the 
control word of the chip is written and read by the host 
interface, and the JPEG code is input and output by the code 
in the activation mode. 
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Fig. 2. ZR36060 internal structure 

3) Programmable logic chip module: The microcontroller 

AT89S52 is the transaction control core of this paper [12]. It 

will enter the working state after power-on and will run 

continuously. Therefore, the reset circuit of the 

microcontroller part adopts power-on reset. Interior design 

image acquisition architecture does not have high 

requirements for the running speed of the microcontroller. The 

clock circuit of the microcontroller is composed of 12mb 

external crystal and grounding capacitor. Reset circuit and 

clock circuit are shown in Fig. 3. 
The communication between the microcontroller and 

GPRS network is realized through the universal asynchronous 
serial interface (UART), and its level standard is RS-232, 
which is a serial physical interface standard developed by the 
American Electronics Industry Association. The RS-232 has 
the fastest transmission speed and the maximum transmission 
distance of 30m. The serial port adopts MAX232 level 
conversion chip and DB9 interface. The interface circuit is 
shown in Fig. 4. 

4) Power module: The front-end circuit of interior design 

image acquisition architecture includes digital part and analog 

part. The interface level of each chip consist of 5 volts and 3.3 

volts. To reduce the interference of digital signals with analog 

circuits, the digital and analog power circuits need to be 

separated and connected to a point on the circuit board. 

Considering the power consumption of image acquisition, a 

three-terminal voltage stabilizer power supply of 5V to 3.3V is 

utilized. The circuit of the power supply is shown in Fig. 5. 
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Fig. 3. Reset and crystal oscillator circuit 
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Fig. 4. UART interface circuit 
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III. INTERIOR DESIGN IMAGE DENOISING METHOD 

A.  Image Denoising based on Median Filtering Algorithm 

As a representative of nonlinear filtering methods, 
standard median filtering technology can protect image edges 
while reducing noise, but it only considers the sorting 
information of data in the filtering window, not the timing 
information of data, so it will produce edge jitter in image 
processing. It is possible to remove important image details 
such as points, corners, and thin lines [13-14]. Considering the 
problems existing in the standard median filtering, national 
and international scholars have improved it from many aspects, 
and produced many improved median filtering algorithms, 
which make full use of the sorting and timing information of 
data and improve the filtering quality. Therefore, this paper 
applies it to interior design image denoising process to 
improve the effect of denoising. 

The basic idea of median filtering is to replace the value of 
a point in interior design images or digital sequences with the 
median value of each point in a neighborhood of the point [15]. 
The median is defined as follows: 

For a group of numbers
1 2, ,..., nx x x , which are expressed 

as 
1 2, ,...,t t tnx x x  in order of size, then: 

 
 

   

1 /2

1 2

/2 1/2

, 2 1

, ,...,
/ 2, 2

t n

n

t nt n

x n n

y Med x x x
x x n n

  

  

 


  
   

 (1) 

y
 is called the median of sequence 

1 2, ,..., nx x x . 

A neighborhood of a particular size or shape of a point is 
called a window. In the one-dimensional case, the median 
filter is a sliding window with an odd number of pixels. The 
value of the center pixel of the window is replaced by the 
median value of each pixel in the window [16-17] for filtering. 

Suppose 
  2

, , ,i jx i j I
 represents the gray value of each 

pixel of interior design images, then the two-dimensional 

median filtering with a filtering window of A  can be defined 
as: 

      2

, , , , , ,i j i j i r j ry Med x Med x r s A i j I      (2) 

Median filtering also has the following main features: 

1) The output of median filter is related to the density 

distribution of noise, and it has obvious effect on the 

interference of narrow pulses with small pulse width and long 

distance. 

2) Through the observation of the overall test, it is found 

that the spectrum characteristics of the median filter have little 

fluctuation and the mean value is relatively stable. Therefore, 

it can be considered that the spectrum of the signal after the 

median filter is basically unchanged [18]. 

3) Some specific input signals can remain unchanged after 

median filtering, such as monotonically decreasing or 

monotonically increasing sequences. 

For interior design image processing, standard median 
filtering mainly has the following deficiencies: 

1) From the perspective of signal estimation theory, 

because the standard median filter is a non-parametric 

estimation, it does not make full use of the statistical 

knowledge of the observation model available in practice 

during processing, so it is quite blind and conservative. 

2) Although median filtering has a good suppression 

effect on long trailing probability distribution noise, such as 

impulse noise, it has a less ideal suppression effect on short 

trailing distribution noise and medium trailing distribution 

noise, such as uniform distribution noise and Gaussian 

distribution noise. 

3) When the number of interference samples in the 

filtering window is larger than half of the window length, 

median filtering has no effect. In this case, increasing the size 

of the filtering window can improve the noise filtering ability, 

but will destroy the image details. 

4) After the median filtering of the image, some thin lines 

or sharp edges and corners may be eliminated, which destroy 

the geometric structure of the image. 

5) Edge jitter will occur after median filtering for 

nonconstant signals disturbed by pulse. Even in low noise area, 

edge displacement still exists. 
In order to further improve the filtering effect of standard 

median filter, rough set theory is used. For noisy interior 
design images, the effect and quality of early processing often 
determine the quality of subsequent processing (such as 
feature extraction, image segmentation, etc.) [19-20]. The 
complexity and strong correlation of image information cause 
incompleteness and uncertainty in image processing. Rough 
set theory has been successfully applied to image processing, 
among which image filtering is a key research direction in the 
future. Its basic idea is to treat the information expressed in 
each image as a knowledge system, and to detect and process 
the noise pixels in the image by using the approximate set 
concept of rough set. In this paper, a median filtering 
algorithm based on rough set theory is proposed to denoise 
interior design images. 

An interior design image can be regarded as a knowledge 
system. Image I  and equivalence relation R  constitute an 
approximate space of interior design image, which is 

represented by  ,K I R . For a filtering window, an 

approximate space is formed by the pixels in the window(W ) 

and equivalence relation R , and is represented by 

 ,K W R . 

Rough set theory includes conditional and decision 

attribute. The conditional attribute set  1 2,C c c , where 

1c  is the extreme value attribute and 2c  is the region 

attribute of the pixel (hereinafter referred to as the region 
attribute). 

Let the extreme value attribute  1= 0,1c , where 0 
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represents that the current pixel is the extreme point, that is, its 
gray value is greater than or equal to the maximum or less 
than or equal to the minimum gray value of the neighborhood 
pixel, and 1 represents that the current pixel is not the extreme 
point. Generally, it is assumed that the gray image to be 
processed consists of flat region and detail region. If the gray 
value of the current pixel is close to that of most neighboring 
pixels, it indicates that the pixel is located in a flat region. 
Otherwise, it indicates that it is in the detail area. Let the 

region attribute be  2 = 0,1c , where 0 means that the current 

pixel is in the flat region and 1 means that the current pixel is 
in the detail region. According to the equivalent concept of the 
irresolvable relation, draw the molecular diagram, classified 

by attribute C . 

1) Drawing the molecular diagram according to 
1c
: 

Let 

x  represent image pixel, and the equivalence relation 
1cR  

is defined as the following: 
If the gray values of the two pixels are greater than or 

equal to the maximum or less than or equal to the minimum 
gray values of the neighboring pixels, then the two pixels are   
related, that is, they belong to the equivalence class and can be 
described by the following formula: 

      1
max minc ij w ij wR x x f f or f f    (3) 

Where, ijf  is the gray value of the corresponding pixel, 

 max wf  represents the maximum gray value of pixel in 

neighborhood x , and  min wf  represents the minimum 

gray value of pixel in neighborhood x .  
1cR x  represents 

the set composed of all pixels with extreme gray value, and 

the complement of 
1cR  represents the set composed of all 

pixels with non-extreme gray value. 

2) Drawing the molecular diagram according to 1c
: 2cR

is defined as a small difference between the gray value of a 

pixel and its adjacent pixels.  
2cR x  represents the set of 

pixels in all plane areas, and 
2cR  is complement represents a 

group of pixels in all detail areas. The difference of gray 

values is measured by introducing fuzzy membership degree. 

For a certain pixel point x , the following fuzzy membership 

function is defined as its degree of belonging to surrounding 

points: 

 
 

1
2

1
ij z

z

z

f f
u x

f 



 
  

 
 

 (4) 

Where, z  represents the point in the neighborhood of x , 

zf  represents the gray value of the neighborhood pixel of 

pixel x , and   is a constant, which is the square of the 

mean gray value of the image. According to the definition of 

membership function, the larger  zu x  is, the more similar 

x  and z  are, and the more likely x  and z  are to be 

classified into the same category. Therefore, we can use fuzzy 
membership function to judge the similarity of gray values 
between pixels. 

The flatness pixel area to be processed for the current pixel 
() is determined based on the above analysis, can choose the 
current pixel as elements to be processed, calculate the fuzzy 
membership degree, on the other a pixel the sum of 
membership degree, the greater the means of each pixel gray 
value are more close to, on the basis of pixel gray similarity to 
measure area, To judge the flatness of the region. Therefore, 
for any point in the image, the following conditions can be 
used to determine whether it is located in the detail region or 
flat region: If the sum of the membership degree of the point 
to be processed relative to all neighborhood points is greater 
than or equal to a threshold value, the point is considered to be 
located in the flat region; otherwise, it is considered to be 
located in the detail region. 

To sum up, it can be concluded that: 

   
2c z

x Z

R x x u x T


 
  
 
  (5) 

Where, W  represents the selected window centered on 

the current pixel, that is, a neighborhood of the current pixel, 

and T  represents the preset threshold. 

After combining the subgraphs, we can get: 

   
1 2c cW R x R x   (6) 

The pixel in A  is median filtered, while the gray values 
of the other pixels remain unchanged. 

In the interior design noisy image, the pixel at position 

 ,i j  is represented by x , and its gray value is zf . ijA  

is the filtering window for median filtering of pixel point x , 

the neighborhood pixel of x  is represented by z , and the 

gray value of pixel z  is set as ijA . T  is the preset 

threshold. 

The denoising process of interior design images based on 
median filtering algorithm is as follows: 

Step 1: Determine the gray maximum value  max wf  

and minimum value  min wf  of the neighborhood pixel of 

pixel x  in the filtering window ijA ; 

Step 2: Judge the extreme value attribute of pixel point x . 

If    min maxw ij wf f f  , When the pixel point x  

is a signal point, directly output ijf , and execute step 6; 

Otherwise, when the pixel x  is an extreme point, the fuzzy 

membership function is used to further judge its regional 
attributes. 

Step 3: Calculate the fuzzy membership of pixel x  with 

respect to its neighbor pixel z  according to the fuzzy 
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membership function  zu x , and sum it. 

Step 4: Compare the summation result  z

x Z

u x


  with 

threshold T . If  z

x Z

u x T


 , pixel point x  is located 

in the flat area and is the signal point. Output ijf  directly and 

go to step 6. If  z

x Z

u x T


 , pixel x  is a noise point, 

and median filtering is performed on it. 

Step 5: According to the standard median filtering 

principle, replace the gray value ijf  of pixel x  with the 

gray median of pixel in the filtering window; 

Step 6: If all pixels in the image are processed, complete 
the process; otherwise, go to the first step to continue to 
process with the next pixel, so as to achieve interior design 
image denoising. 

IV. EXPERIMENTAL DESIGN 

In order to verify the effectiveness of the interior design 
image denoising method based on median filtering algorithm 
designed in this paper, experimental tests were carried out. 
The proposed test parameters are shown in Table I. 

In order to verify the application effect of different 
methods, LYX’s method, HCX’s method, LYF’s method and 
the method designed in this paper are selected as experimental 
methods. By selecting multiple interior design scenes, 
collecting interior design images with sensors, and taking the 
collected data as experimental sample data, by comparing the 
denoising effect of interior design images of different methods. 
The signal-to-noise ratio of interior design images and the 
denoising time of interior design images are used to verify the 
practical application effects of different methods. 

1) Comparison of denoising effects of interior design 

images: The indoor design image denoising effects of LYX’s 

method, HCX’s method, LYF’s method and proposed method 

in this study are compared in 50 experimental scenes. The 

comparison results are shown in Fig. 6-7. 

TABLE I.  EXPERIMENTAL ENVIRONMENT PARAMETERS 

Runtime environment Parameter Explanation 

Hardware 

environment 

CPU 
Intel(R) Core 

(TM)i5-9400 

Frequency 2.90GHz 

RAM 16.0GB 

Software environment 

Operating system Windows 10 

Version 18362.1082 pro 

Digits 64bit 

Analog software 

language 
APDL 

Simulation software Matlab 7.0 

By analyzing the results of Fig. 6 and Fig. 7, it can be seen 
that the image denoising effect of HCX’s method is the worst 
of the four methods, and the image denoising effect of LYX’s 
method and LYF’s method is better than that of HCX’s method. 
Compared with the three experimental comparison methods, 
the image denoising effect of this method is better. 

 
(a) Reference [4] method 

 
(b) Reference [5] method 

 
(c) Reference [6] method 

 
(d) Paper method 

Fig. 6. Scene 1 image denoising effect 
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(a) LYX’s method 

 
(b) HCX’s method 

 
(c) LYF’s method 

 
(d) Proposed method 

Fig. 7. Scene 2 image denoising effect 

2) Comparison of signal-to-noise ratio of interior design 

images: The signal-to-noise ratio of interior design images of 

LYX’s method, HCX’s method, LYF’s method and this 

proposed method are compared. The results are shown in 

Table II. 
By analyzing the data in Table II, it can be seen that the 

maximum signal-to-noise ratio of interior design images in 
LYX’s method is 39.7dB, the minimum value is 32.7dB, and 
the average value is 35.9dB; The maximum signal-to-noise 
ratio of interior design image in HCX’s method is 28.9dB, the 
minimum value is 23.1dB, and the average value is 26.4dB; 
The maximum signal-to-noise ratio of interior design image in 
LYF’s method is 39.6dB, the minimum value is 29.7dB, and 
the average value is 33.1dB; Compared with these methods, 
the maximum signal-to-noise ratio of interior design image in 
this method is 58.4dB, the minimum value is 50.6dB, and the 
average value is 54.6dB, which shows that the signal-to-noise 
ratio of interior design image processed by this method is 
higher, the image is clearer, and the practical application effect 
is better. 
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TABLE II.  SIGNAL TO NOISE RATIO OF INTERIOR DESIGN IMAGES

Number of 

experiments 

Image signal-to-noise ratio/dB 

LYX’s method HCX’s method LYF’s method Paper method 

10 35.1 25.6 30.6 50.6 

20 34.2 28.9 31.2 51.4 

30 36.9 27.6 35.6 52.3 

40 39.7 24.7 30.7 56.4 

50 36.4 25.6 35.4 58.4 

60 35.6 28.7 29.8 53.2 

70 34.1 23.1 29.7 56.7 

80 32.7 25.8 32.8 58.2 

90 38.5 26.7 35.7 53.6 

100 35.7 27.5 39.6 54.7 

average value 35.9 26.4 33.1 54.6 

T
im

e/
s

1 11 21 31 51 61 81 91 10141 71

Number of experiments

0

0.5

3.5

3.0

2.5

2.0

1.5

1.0

LYX’s  method

HCX’s method

LYF’s  method
Paper method

 

Fig. 8. Comparison of denoising time of interior design images 

3) Comparison of denoising time of interior design 

images: The denoising time of interior design images of 

LYX’s method, HCX’s method, LYF’s method and proposed 

method in this study are compared. The results are shown in 

Fig. 8. 
By analyzing the data in Fig. 8, it can be seen that the 

denoising time of interior design image of LYX’s method is 
between 2.1s and 3.4s, the denoising time of interior design 
image of HCX’s method is between 1.0s and 2.9s, the 
denoising time of interior design image of LYF’s method is 
between 0.3s and 1.8s, The denoising time of this method for 
interior design images is always less than 0.3s, which shows 
that the denoising time of this method for interior design 
images is shorter and more effective. 

T
im

e/
s

1 11 21 31 51 6141 71
Number of experiments

0

0.5

2.0

1.5

1.0

Goyal’s  method
Paper method

 
Fig. 9. Comparison of denoising time of interior design images 
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4) Comparison of image denoising time with the latest 

method: The method proposed in this paper and Goyal’s 

method are used to denoise the interior design image. The 

results are shown in Fig. 9. 
By analyzing the data in Fig. 8, it can be seen that the 

denoising time of Goyal’s method for the design image is 
between 0.35s and 0.98s, and the overall time required is still 
greater than that of the research method. This shows that the 
method has shorter and more effective noise reduction time for 
interior design images. 

V. CONCLUSION 

With the development of computer technology, the 
functions provided by digital interior design software have 
become more and more abundant. The application of relevant 
software can completely replace the traditional manual design 
method. Digital room design software can quickly and 
conveniently complete sketch design. In short, it is to process 
the two-dimensional plane image through computer software, 
so that it can be presented in a digital way, so that people can 
understand the content of the image in a more intuitive way. 
However, in the process of interior design image generation, 
interior images are easily interfered by various external factors, 
resulting in the rise of image noise. Therefore, this paper 
proposes an interior design image denoising method based on 
median filter algorithm. The experimental results show that 
the image denoising effect of this method is better. The 
average signal-to-noise ratio of interior design image is 
54.6dB, and the denoising time of interior design image is 
always less than 0.3s. It can realize accurate and rapid 
denoising of interior design image and improve image quality. 
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Abstract—The current landscape design methods ignore the 

depth rendering of scene elements, resulting in low spatial 

utilization of landscape plant diversity index and landscape 

spatial pattern. Therefore, this study explores the application of 

CAD in landscape design. AutoCAD aided intelligent technology 

is adopted to display the scene in multiple directions and from all 

angles with terrain design, planning design and planting design 

as the main contents. Using 3D graphics engine to render 

landscape elements. On this basis, the spatial coordination 

planning model of plant landscape is established. The color 

attribute of landscape space staggered pattern is added to 3D 

visual reconstruction model by image library function, and the 

CAD intelligent technology is applied in landscape design. The 

results shows, the method scored higher in graphic refresh rate, 

visual brightness and visual contrast, a higher plant diversity 

coefficient in multiple iterations, and a higher spatial utilization 

ratio of the landscape pattern than the other two design methods, 

and the spatial utilization ratio of the landscape pattern of the 

proposed method is higher than that of the reference method. 

Keywords—Landscape design; CAD intelligent technology; 

engine rendering; image library function; 3D visual reconstruction；
digital design; landscape architecture 

I.  INTRODUCTION 

Landscape design requires consideration of relevant 
theories, based on landscape planning and the integrated use 
of scientific, technology and art means to create and protect 
the outdoor environment. The design work needs to be both 
aesthetically pleasing and coherent [1]. These landscape 
elements provide a lot of material for creating a high-quality 
urban spatial environment, but to form a unique urban 
landscape, it is necessary to organize various landscape 
elements systematically and combine them with the layout to 
make them form a complete and harmonious landscape system 
and orderly spatial form. Regardless of the scale of landscape 
design, it is expected to achieve a step-by-step effect in space 
organization. Therefore, it is very important for designers to 
express their works in an all-round, real and even dynamic 
way. Current landscape design process mostly uses AutoCAD 
to draw the 2D construction drawings [2]. 

Contemporary society with the development of 
information technology, production methods from the past 
empirical to knowledge-based, scientific and information 
direction transition, as the human habitat of the landscape 
because of the impact of computer network technology, 
multimedia technology, electronic communication technology 
is showing unprecedented changes. The landscape design is 
also deeply engraved with the brand of information technology. 
Multimedia technology, computer network technology and 

other information technology are becoming an indispensable 
part of contemporary landscape design, and they are also an 
important driving force of landscape design changes. Through 
the use of information technology and from the information 
expression of the landscape, people feel the comprehensive 
impression of the landscape‘s efficiency and smoothness [3]. 
As the most widely used CAD software at present, it has rich 
drawing and editing functions, and provides convenient 
operation under friendly user interface, so it has a good 
reputation in the design industry. In particular, AutoCAD 
software can also provide various editing interfaces and tools, 
and strengthen the function of 3D modeling and image 
processing, supporting ActiveXAutomation program design 
interface. 

The study [4] puts forward the reconstruction method of 
landscape spatial staggered pattern based on the coupling 
mechanism of pattern and process, analyzes the connotation 
and extension between landscape spatial pattern and 
ecological development process, considers that human 
activities will interfere with and control the reconstruction of 
landscape spatial pattern, and reveals the external performance 
and internal mechanism of landscape spatial pattern from the 
aspects of function and connectivity of landscape spatial 
pattern, Finally, the steps of landscape spatial pattern 
optimization are summarized to realize the optimization of 
landscape spatial pattern. The research [5] proposed a 
landscape spatial staggered pattern reconstruction method 
based on remote sensing image, analyzed the landscape spatial 
pattern characteristics of northern rural areas by using remote 
sensing image technology, reflected the characteristic changes 
of northern rural spatial pattern, and calculated the forest land 
area of northern rural areas by using the patch density and 
type of landscape spatial pattern, experiments show that 
proposed method can improve optimization effect of 
landscape spatial pattern. 

The existing methods ignore the depth rendering of scene 
elements, which leads to the low spatial utilization of 
landscape plant diversity index and landscape spatial pattern. 
Therefore, this study explores the application of CAD in 
landscape design. Therefore the study uses CAD as the 
development platform. 

II.  APPLICATION OF CAD INTELLIGENT TECHNOLOGY IN 

LANDSCAPE DESIGN 

A.  CAD Software in Landscape Image Processing 

AutoCAD (hereinafter referred to as ―CAD‖) [6]: 
developed by Autodesk, USA, is the core software of choice 
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for landscape design. It has powerful 2D graphics editing 
function and powerful 3D drawing and solid modeling 
function. It assisted intelligent technology to generate vector 
graph, its main feature is to generate a variety of editable 
straight lines, circles, text and size. It has many other editing 
features, such as copy, pruning, mirroring, and rotation. 
Mainly used for the drawing of landscape plans, elevations, 
sections, construction drawings, so that the main line of 
landscape graphics. Before making landscape, it is better to 
collect and set up various elements of the library system, 
which is of great significance to the completion of image 
processing quickly and beautifully. Different software needs 
different atlas types, according to the mountains, rocks, plants, 
architecture, sculpture, sketching and other related factors, you 
can establish different atlas system. In addition, thinning 
classification can improve the efficiency of graphics 
processing. 

CAD has become an important technology for landscape 
designers, and CAD technology is widely used in the 
landscape design process because of its convenience, 
creativity and visual impact. It has become a mainstream 
technology for landscape design due to its easy modification 
and fast and beautiful drawing. At present, the methods 
applied to landscape design are mainly divided into two 
categories: one is the application of GIS technology; the other 
is the application of traditional image processing software. 
The former is mostly used in the planning and design of scenic 
spots, which can generate real topography, landscape and 
background, and manage and analyze geographic data. And 
the latter is more widely used in garden planning, elevation 
drawings, section drawings and rendering, which can draw 
more beautiful effects. The software can be divided into 
several modules of modeling, editing, terrain design, planning 
design, planting design, sprinkler design, data statistics, 
construction drawing production, rendering and animation 
production, and the overall structure of the software is shown 
in Fig. 1. 
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Fig. 1. Application of CAD in landscape architecture design 

B.  Scene Multi Feature 3D Rendering 

In the digital technology of garden design, the system 
through three-dimensional animation, three-dimensional 
rendering, virtual scene design, the design intention is well 
expressed, so that the design technology of garden landscape 
from the original two-dimensional construction drawing stage 
gradually upgrade, really reach the stage of three-dimensional 
simulation, so that the efficiency of garden design greatly 
improved, in China has been applied as a commercial software, 
its development prospects are very promising [7-8]. 3D 
graphics engine is a set of functional modules that allow 
building full-fledged graphics applications with minimal 
effort. The visualizer has the ability to extend the architecture, 
so developers can create their own object classes, inherit them 
from existing objects, and thus place their own properties and 
rules in them. Classes can be set up as needed until the objects 
in the scene are rendered. 3D graphics engine creates graphics 
applications that use a geometric representation of the scene, 
i.e. lines, surfaces, edges and other objects drawn in the active 
window. The direct interaction of the user with the graphics 
application has some kind of representation of the scene 
display. This can complicate the use of efficient methods if the 
view does not have a hierarchical structure, but is represented, 
for example, by a simple linear array of objects. Using 
hierarchical scene views has several advantages. In this case, 
scene objects have very similar functionality and can be 
grouped into individual groups and then combined into 
higher-level groups. The advantages that platform has over 2D 
design drawings are shown in Table I. 

Platform can be used to build the texture and transparency 
of water body, but it cannot reflect the refraction and reflection 
of the dynamic water body under the illumination of light. 
Static water body needs to be built by platform software first, 
and then the refraction and reflection of water body can be 
realized by animated walkthrough software, so that the water 
body model has strong vividness and authenticity [9, 10]. 
There are a large number of tree models in landscape design. 
If the number of trees is too large, the data and rendering 
consumption will be too large. TreeEngine engine can be used 
to load and render tree models in landscape. The tree model 
rendering consumption can be effectively reduced by adding 
the branch and leaf information of the tree model to the 
hierarchical detail model and building the leaf information 
with the Billboard model. The TreeEngine engine effectively 
draws and renders parameterized tree models, and includes all 
the functions of the OSG scene. Load the created tree model 
into the rendering process of the created 3D terrain scene 
model, as shown in Fig. 2. 

TABLE I.  COMPARISON WITH PREVIOUS METHODS 

/ 2D design drawings Platform 

Models 2D 3D 

Similarity Possible detail errors Realistic restoration 

Reuse 
Inheritance is strong 
and conducive to 
innovation 

Inheritance is not 
possible 
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Fig. 2. Tree model rendering flow chart 

The tree model is read into the TreeEngine engine, the tree 
format is parameterized, and the tree multi-level detail is 
obtained. When the multi-level detail level is more than one, 
the tree trunk and the whole texture and mesh are established. 

C.  Spatial Coordination Planning Model of Plant Landscape 

According to the analysis results of landscape pattern, the 
following formula is used to extract the spatial information 
characteristics of ecological plant landscape in green city: 

( , ) ( , )nQ x y Q x y   (1) 

In the formula, 
( , )Q x y

 represents the feature 
information existing in the landscape group space, 

( ) ( , )nQ x y
 represents the feature information existing in the 

landscape group space in block n ,   represents the feature 

extraction coefficient, and 
( , )x y

 represents the position of 
the landscape group in the whole ecological plant landscape 
space. 

Combining the information of decision variables, the 
relationship between landscape spatial planning and different 
decision variables was determined. The utility function is used 
to solve the problem of ecological plant landscape spatial 
planning from the perspective of ecological plant landscape 
spatial coordination planning. Through the above analysis, the 
following formula is used to describe the spatial planning of 
green urban ecological plant landscape: 

1

max ( , )
I

i

i

R Q x y 


      (2) 

Formula (2) satisfies the following formula: 

( , ), 1,2,i iQ x y i    (3) 

In the formula, I  represents the number of planning 

objectives, i  represents the importance of i  
corresponding to ecological plant landscape management 

objectives,   represents the rationality coefficient of spatial 

planning, and iq
 represents the value of i  corresponding to 

the objective variable. 

Utility functions generally consist of sub-efficacy 
functions (Fig. 3), restrictive efficacy functions (Fig. 4), 
evenly increasing efficacy functions (Fig. 5) and evenly 
decreasing efficacy functions (Fig. 6). 
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Fig. 3. Sub efficacy function 
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Fig. 4. Restricted efficacy function 
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Fig. 5. Uniformly increasing efficacy function 
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Fig. 6. Efficacy function of uniform decline 

Taking green urban ecological plant landscape planning as 
an object, a green urban ecological plant landscape 
coordination and planning model is established by maximizing 
the utility function combined with basic model and utility 
function theory: 

1 2 3 4

1

I

i

i

U




   


 
 (4) 

Where, 1
, 2

, 3
and 4

 represent the weight of 
sub objectives. 

D.  3D Planting Design 

a) Description of planting method: 3D graphics engine 

can provide a lot of drawing tools, such as grass point filling, 

garden corridor, water barge, slate road, gravel road, hedge 

line, forest edge line, etc., and can also be used to mark plants, 

positioning line, elevation, garden road, angle, radius and area, 

etc. The system also has similar to AutoCad fill pattern 

function and rich content of the two-dimensional library, and 

the corresponding effect can be printed. The system also has 

similar functions to AutoCad and a rich library of 2D 

drawings, and can print out the corresponding effect drawings. 

In general, the system is used for parameterization, definition 

of plots, road planning, generation of steps, fences and walls, 

ponds, planters, planters, ramps, curbs, and other landscape 

models and design of mountain roads. The design function 

also provides a rich plant database and pictures, and records 

the various plant habits, providing a variety of planting 

methods such as mixed planting, piece planting, column 

planting, and solitary planting, as well as modifying the 

number and properties of some already planted plants, and 

expanding the planting on flat surfaces to undulating terrain. 

The expression of plantation plan should meet the standard of 

landscape design. It should be shown according to plantation 

legend or plantation point and plant contour. In order to 

achieve the unity of 2D and 3D planting design, the planar 

planting plan is displayed in the top view and the plantation 

plan is displayed in the perspective view. 

b) Methods of representation for plants: In landscape 

construction, many plants may be used. If a 3D model is used 

to represent plants, then a plant will use a large number of 

patches, which back use a larger system space and even cause 

the software to crash. Based on the above reasons, the system 

provides another plant representation, using platform bulletin 

board, using pictures to simulate the plant. Bulletin board is a 

very useful technology, it can be a simple way to achieve a lot 

of special effects, but it is most attractive to achieve these 

effects with very low system resources. So for each plant 

entity, it only needs to store its location and the index 

information of the picture, instead of the storage cost of the 

3D model, so it saves the system space greatly. In the display 

effect, the system will collect nearly a thousand kinds of 

plants in the south and north of the picture have done the 

hollow processing, using platform expansion function to 

achieve the hollow texture display effect, the results more 

realistic. 
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E.  Dynamic Browsing and Rendering Technology 

After the creation of a 3D model, after assigning materials 
to entities and setting up light sources and viewpoints 
(cameras), dynamic browsing can be conducted at any time, 
3D realistic rendering or animation can be made, and the 
rendering effects and texture can be reflected by the rendering 
effect pictures. As can be seen, the difficulty of building a 
three-dimensional model is that it is difficult to achieve a large 
volume and a large amount of data for the implementation of 
the model to browse. The landscape design software uses a 
more cost-effective display card and its mature interface 
language for acceleration. At the same time, data processing is 
greatly reduced by smoothing the special 3D mesh. Landscape 
design software rationally uses the triangle belt and triangle 
fan mode provided by platform to reduce the repetition of 
records on nodes and reduce number of nodes representing 
stereotyped objects [11-12]. 

In addition, the use of a specific 3D mesh surface 
smoothing processing also greatly reduces the data processing, 
in practical applications played a significant effect. Since the 
platform requires the map to be a power of two in size. 
Therefore, it will be sorted when it is passed to the platform. 
Considering the characteristics of landscape design, we cannot 
use a simple cutting method, but a combination of color 
compression, color combination and softening technology to 
achieve the desired results. 

Through reading transparent channel information of 32-bit 
color bitmap and combining with application of platform 
template, the hollowed-out texture display technology is 
realized. The tree image is mapped by hollowing out, and the 
tree image size is set to power of two to improve the display 
accuracy. In the aspect of realistic rendering and rendering 
algorithm, by comparing the depth buffer, ray tracing and 
radiance, the improved radiance algorithm is used to solve the 
problem of low rendering speed. The light module in the 
platform can realize the whole scene, and can display various 
effects such as daytime and nighttime scenes. In a daytime 
environment, ambient lighting consists of ―parallel light‖, 
―light‖ and ―sky light‖ by way of simulated sunlight. The 
camera is equivalent to another point and determines the final 
rendering type. The landscape design software can drag and 
modify the position of the camera, display the position and 
angle of the camera in real time, and display the observation 
range of the camera in the camera view to achieve a 
WYSIWYG effect. Meanwhile, the software also supports six 
types of light sources, including point light source, cone light 
source, parallel light source, column light source, surface light 
source and sunlight source. Each light source can be 
interactively set and modified. 

F.  Construct 3D Visual Reconstruction Model 

Based on the index of landscape spatial staggered pattern, 
the characteristic points of landscape spatial staggered pattern 
are mapped into the 3D visual reconstruction model, and the 
3D visual reconstruction model is established [13-14]. If there 

are A  points in the 3D visual reconstruction model, the 
space coordinate of the scanning base station of texture 

mapping is  , ,X Y Z , and the a  point coordinate of the 

staggered pattern of A  points and landscape space is E, the 

mapping relationship between  ,x y  points and a  points 

of the staggered pattern of landscape space in the 3D visual 
reconstruction model is as follows: 

 

 

1

2

,

,

x h X Y

y h X Y






 (5) 

0 0

0 0

n n i
i j

ij

i j

n n i
i j

ij

i j

x a X Y

y b X Y



 



 






 


 

 
 (6) 

Because of the error of data transmission and the noise in 

the feature data of landscape pattern, the coordinates of X  

and Y  axes are different, but the coordinates of Z  axes are 
the same. In order to make the mapping result more accurate, 

the threshold   is introduced, and the 
iA  is assumed to be 

a point in the 3D visual reconstruction model. The threshold 

  is used to find A ‗s adjacent point iA  in the 
iA -point 

range. By expanding formula (6), the mapping model of A  

and A  from 3D visual reconstruction model to point a  

can be obtained: 

 

 

2 2

1 00 10 01 20 11 02

2 2

2 00 10 01 20 11 02

,

,

h X Y x A A X A Y A X A XY A Y

h X Y y B B X B Y B X B XY B Y

       


      

  (7) 

 

 

2 2

1 00 10 01 20 11 02

2 2

2 00 10 01 20 11 02

,

,

i i

i i

h X Y C C X C Y C X C XY C Y

h X Y D D X D Y D X D XY D Y

      


     

 (8) 

In the formula, A  represents the landscape 

autocorrelation coefficient; B  represents landscape 

heterogeneity coefficient; C  represents the basic 

characteristics of landscape pattern; D  represents the global 
characteristics of landscape pattern [15]. 

Using formula (7) and formula (8), it can be obtained that 
the mapping model includes 24 positions. When the number of 
3D visual reconstruction model and its corresponding 
landscape spatial staggered pattern is greater than 12, the 3D 

visual reconstruction models of  1 ,h X Y ,  2 ,h X Y , 

 1 ,i ih X Y  and  2 ,i ih X Y  can be calculated according to 

the principle of least square method. 

Substituting  , ,i i i iA X Y Z  into formula (7), 

respectively obtain that the coordinates of 
ia  are  ,i ix y  

and the distance between 
ia  and a  is 

1d ; Substitute 

 , ,A X Y Z  into formula (8) and obtain that the coordinate 
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of a  is  ,x y   and the distance between a  and a  is 

2d . 

Comparing the size of 
2d  and 

1d , the size of the sum is 

compared and the corresponding polynomial with smaller 
distance is selected to express the mapping relationship of the 
3D visual reconstruction model. 

III.  EXPERIMENTAL DESIGN OF PERFORMANCE TEST OF THE 

PROPOSED METHOD 

A.  Presentation of Landscape Design Effect 

Select Visual Studio 2021 as the development platform, 
using VC+ language as the development language to develop 
this landscape design software. The landscape design of a 
residential quarter in a certain city is selected as the 
verification object. The residential quarter is located in the 
southeast of the city and is a newly developed ecological 
residential quarter. The total area of the residential quarter is 
38759m2, the total construction area is 16748m2, and the 
residential quarter includes eight residential buildings, 
including villas, multi-storey areas and high-rise areas. The 
landscape design requires that the green area within the 
residential quarter shall be more than 40%. 

As can be seen in Fig. 7, the 3D model built using the 
platform can contain all the architectural information needed 
in the relevant landscape project, and the 3D terrain scene 
model and the actual building can be presented in a 1:1 scale, 
which makes the design drawings more intuitive and easy to 
modify. 

N

1:600

 
Fig. 7. Reconstruction of 3D terrain scene model 

 

Fig. 8. Final effect of landscape design 

The final effect drawing of landscape design for this 
residential area is shown in Fig. 8. 

The simulation results of Fig. 8 show that the proposed 
method can effectively reduce the labor intensity of landscape 
designers and shorten the design cycle. Compared with the 2D 
landscape design, the 3D terrain scene model is more accurate. 
Because the 3D terrain scene model is 1:1, the accuracy of 
landscape design is improved effectively. The method of this 
paper can be used to design landscape in 3D scene model. 

Analytic Hierarchy Process is selected to evaluate the 
effect of landscape design in this paper. Analytic Hierarchy 
Process is a quantitative and qualitative multi-objective 
decision analysis method. The results of AHP evaluation of the 
landscape designed by this method are shown in Table I. 

TABLE II.  LANDSCAPE DESIGN RESULTS OF THIS METHOD 

Evaluating indicator  Weight Evaluation results 

/ score 

Illumination 0.08237 94 

Visual contrast 0.09263 98 

Resolving power 0.08356 94 

Visual brightness 0.06657 91 

Shadow processing 0.16849 98 

Graphics refresh rate 0.26478 99 
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As can be seen from Table II, the AHP method can be used 
to evaluate the final effect of the landscape design using the 10 
indicators listed in the table to rate each indicator, and the 
average of each score sought is 93.7. The result shows that the 
method has high design effectiveness. 

B.  Application Performance Test of the Proposed Method 

In order to the overall effectiveness of the proposed 
method, it is necessary to test the analysis method of green 
urban ecological plant landscape spatial coordination planning 
model. This test is completed in Simulink platform. Set the 
plant diversity coefficient in the interval [0,1]. The larger the 
plant diversity coefficient, the more categories of plants in the 
landscape space, and the better the diversity. The proposed 
method, the landscape spatial design method based on pattern 
coupling mechanism proposed in study [4] and the landscape 
spatial design method based on remote sensing image 
proposed in research [5] are tested respectively. 

The plant diversity coefficients of different methods are 
shown in Fig. 9. 

By analyzing the data in Fig. 9, it can be seen that the plant 
diversity coefficient obtained by the proposed method in 
multiple iterations is more than 0.8, and the plant diversity 
coefficient obtained by the landscape spatial design method 
based on pattern coupling mechanism proposed in study [4] 
fluctuates around 0.5. The plant diversity coefficient obtained 
by research [5] method in multiple iterations fluctuates around 
0.5. Comparing the test results of different methods, it can be 
seen that the plant diversity coefficient of the proposed 
method is high in multiple iterations. 
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Fig. 9. Plant diversity coefficients of different methods 
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Fig. 10. Rationality coefficients of different methods 

The above methods are further tested through the 
rationality coefficient of green urban ecological plant 
landscape spatial planning. The rationality coefficients of 
different methods are shown in Fig. 10. 

According to the data in Fig. 10, when the proposed 
method is used to design the ecological plant landscape space 
of green city, the rationality coefficient is more than 8, When 
the landscape space design method based on pattern coupling 
mechanism proposed in study [4] and the landscape space 
design method based on remote sensing image proposed in 
research [5] are used to plan the ecological plant landscape 
space of green city, the rationality coefficients obtained are 
within the interval [4, 8]. The comparison shows that the 
rationality coefficients of the proposed methods in multiple 
iterations are higher than those in references. Because the 
proposed method uses 3D graphics engine to render garden 
landscape scene elements. Based on this, the spatial 
coordination planning model of plant landscape is constructed. 
Color attribute of landscape spatial staggered pattern is added 
to 3D visual reconstruction model through image library 
function, which improves the planning rationality of the 
proposed method. 

The landscape spatial design method based on pattern 
coupling mechanism proposed in study [4], the landscape 
spatial design method based on remote sensing image 
proposed in research [5] and the proposed method are used to 
calculate the utilization rate of landscape spatial pattern. The 
calculation formula is as follows: 

0S

S
   (9) 
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Fig. 11. Comparison results of landscape spatial pattern utilization 

In the formula, 
0S  represents the area of the utilized 

landscape spatial pattern; S  represents the area of 

reconstructed landscape spatial pattern. The results are shown 
in Fig. 11. 

As can be seen from the results in Fig. 11, the spatial 
utilization rate of landscape spatial pattern is significantly 
higher than that of the other two design methods, indicating 
that the design method has advantages in spatial utilization 
rate and can effectively improve the spatial utilization rate of 
landscape spatial pattern. 

IV.  CONCLUSION 

This study explores the application of CAD in landscape 
design. It has powerful 2D graphics editing function and 
powerful 3D drawing and solid modeling function. In this 
paper, platform technology is used to generate landscape 
vector map. Topographic design, planning design and planting 
design are main contents. Landscape can be dynamically 
browsed and displayed. After reconstructing terrain and 
environment information of landscape to be designed by 
binocular stereo vision camera, landscape elements are 
rendered by 3D graphics engine. Based on this, coordination 
and planning model of plant landscape space is constructed by 
maximizing utility function combined with basic model and 
utility function theory. The color attribute of landscape space 
staggered pattern is added to the 3D visual reconstruction 
model by using image library function, and the platform 
intelligent technology is applied in landscape design. The 
results show that the design evaluation index score of the 

proposed method is higher, the plant diversity coefficient is 
higher, and the spatial utilization ratio of the landscape spatial 
pattern is higher. 
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Abstract—Due to poor ambient light or uneven lighting, the 

old decoration image acquisition methods are easy to cause the 

image blur. To solve this problem, this paper proposes a neural 

network-based filtering enhancement method for ancient 

architectural decoration images, which preserves image details 

by enhancing contrast, smoothing noise reduction and edge 

sharpening. Based on the convolutional neural network which is 

composed of encoder, decoder and layer hop connection, the 

residual network and hole convolution are introduced, and the 

hole U-Net neural network is constructed to fuse the pixel feature 

blocks of different levels. This method enhanced the image 

contrast according to the gray level and frequency histogram, 

and aiming at the gray value of the pixel to be processed in the 

image. And the middle value of the gray value of the 

neighborhood pixel is used to filter the noise of the ancient 

building decoration image. The paper also analyzes the joint 

strength of beams and columns in ancient buildings, and 

calculates the elastic constants of beams and columns and the 

stress at the joint of them, considering the image texture 

characteristics of the wood in ancient buildings with the mortise 

and tenon connection of beams and columns. Experimental 

results show that the proposed method has good noise 

suppression performance, can effectively obtain image detail 

features, and significantly improve the subjective visual effect of 

ancient architectural decoration images. 

Keywords—Neural network; decorative images of ancient 

buildings; filter enhancement method; encoder; decoder; pixel gray 

value 

I. INTRODUCTION 

Ancient buildings are one of the most important cultural 
heritages left over by the history of various countries, marking 
the national civilization, the pride of various countries and the 
wealth of all mankind [1-2]. The comprehensive protection of 
ancient buildings is conducive to the promotion of national 
traditional culture and can benefit future generations of 
mankind. On the vast land, there are many distinctive ancient 
villages and residential buildings, as well as many magnificent 
royal ancient buildings, which can be said to be countless. 
These buildings integrate ancient folk culture and architectural 
art, and are the witness of history and the crystallization of 
culture [3-4]. Its existence not only leaves exquisite evidence 

for the development of architectural history and human 
civilization history, but also provides diversified development 
reference for contemporary architectural art [5]. With the 
substantial improvement of people’s living standards and 
cultural level, tourism has developed very rapidly around the 
world, in which the visit of ancient buildings has become 
more and more popular, and more places of interest have 
begun to be open to the public and for the public to visit. More 
and more developers began to explore the cultural connotation 
and historical value of ancient buildings, followed by the birth 
of a series of antique buildings, trying to restore the ancient 
architectural style in terms of layout and building materials. In 
recent years, people pay more and more attention to the 
protection of ancient buildings [6], especially China, which 
has a long history and many ancient buildings. But after years 
of erosion, most China ancient buildings have been weathered, 
corroded and even man-made damage to varying degrees. 
How to reconstruct the damaged ancient buildings and ensure 
the high degree of restoration after reconstruction has become 
the main research problem in the field of ancient building 
restoration [7]. Image filtering and enhancement processing is 
an enhancement strategy to improve the decorative features of 
ancient buildings. It can improve the overall image quality 
from the aspects of pixel definition, contrast and brightness. 
However, in daily life, because of the photographer’s 
photography level and surrounding environment, the initial 
image quality is usually poor. Therefore, it is imperative to 
design a reasonable and complete image filtering and 
enhancement processing method. 

The body of the study consists of six parts. In Section III, 
the convolutional neural network is introduced and modified 
into U-Net neural network, which establishes the basic 
framework for the proposed method. In Section IV, the beams 
and columns of ancient buildings are introduced, and their 
properties such as handover strength, elastic constant and 
connection stress are calculated. The characteristics of the 
application objects of the proposed method are investigated to 
make the method more suitable for this kind of image. In 
Section V, the image filtering enhancement method based on 
neural network is introduced in detail. The validity of the 
proposed method is verified by experimental analysis in the 
Section VI. Conclusion and prospect are described in Section 
VII. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

1039 | P a g e  

www.ijacsa.thesai.org 

II. RELATED WORKS 

There are many research types in the field of filtering and 
enhancement of ancient architectural images. The study [8] 
proposes a quantitative evaluation of the architectural style of 
Agora, an ancient Greek city in Athens based on image 
correlation and fractal dimension analysis. Agoras is the 
center of Western European life and can be called the starting 
point of western European civilization. In previous studies, 
image processing technology was used to restore the initial 
shape of buildings and cities. Then, each building in the 
three-dimensional model of the square is built around the 
formation of the square. In this study, the 3D model of temple 
focuses on temple buildings and corridor extracts the facade of 
each building, quantitatively evaluates the similarity by 
performing fractal dimension analysis and image analysis, and 
considers the correlation of the two analysis results. The 
research [9] pointed out the evolution of Vladivostok’s spatial 
structure and architectural image, and the problems and 
contradictions existing in the modern stage of the development 
of Far East maritime cities, which is the result of insufficient 
consideration of the basic principles of its formation and 
development. The solution to these problems is to analyze 
their spatial structure and architectural image from the 
perspective of evolution. This method can reveal all the 
existing shortcomings and contradictions, and formulate the 
main direction, principles and means of urban environmental 
construction, so as to improve and humanize the urban 
environment. From the perspective of evolutionary method 
and complex analysis method proposed by the author, the 
development of Vladivostok urban spatial structure and 
architectural image is considered. In the latest research, the 
performance of machine learning has been further optimized. 
The authors [10] proposed a new NA-DE hybrid neural 
network algorithm. It incorporates NNA and differential 
evolution algorithms. In the experiment, the controller 
optimized by this algorithm has better performance. In 
addition, it shows better robustness to the uncertainty of 
parameters in the system. The literature [11] proposes a 
trainable network framework based on attention mechanism. 
The framework combines model training, feature extraction 
and band selection. The experimental results show that the 
model constructed based on this framework has higher 
regression R2 value and classification accuracy, and the 
original spectral space information can be used to effectively 
select the band while training the model. 

Although the above research has made some progress, 
because only the feature information is enhanced and the 
enhanced information is not matched, the visual effect of 
image filtering and enhancement is poor, and it is easy to lose 
the local detail information of the image. Therefore, this study 
proposed a neural network-based filtering and enhancement 
method for ancient architectural decoration images. In this 
method, residual network and hole convolution are introduced 
to build hole U-Net neural network, which can fuse pixel 
feature blocks of different levels, enhance the contrast of 
decorative images of ancient buildings, and filter the noise of 
decorative images of ancient buildings. 

III. NEURAL NETWORK 

Using cavity convolution with different convolution rates, 
a neural network [12] is constructed to obtain more and more 
detailed image information of ancient architectural decoration, 
provide as perfect a visual image as possible for image 
filtering and enhancement, and further improve the image 
enhancement effect. 

The neural network composed of encoder, decoder and 
layer hopping connection is shown in Fig. 1. The encoder is 
similar to the feature extraction layer, while the decoder 
mainly carries out an operation similar to deconvolution. In 
the process of decoding, image features extracted during 
encoding are also added. Jump joins can bridge the semantic 
gap between the encoder and the decoder, and it can also 
recover fine-grained details of the target object. The image is 
first down-sampled by the encoder to obtain the high-level 
semantic feature map, and then up-sampled by the decoder to 
restore the feature map to the resolution of the original image. 
Each time the decoder is upsampled, the jump connection will 
fuse the feature maps corresponding to the same resolution in 
the decoder and the encoder in a splicing way to help the 
decoder recover the details of the target better. 

Input Output

Encoder Decoder

Convolution module

Down sampling

Convolution module

Layer hopping connection

Convolution module

Up sampling

Convolution module

 

Fig. 1. Neural network architecture 

As can be seen from Fig. 1, the encoder and decoder have 
symmetry, and the number of ancient building decoration 
image channels and resolution and other parameters 
correspond one by one. They are respectively composed of 
two convolution modules. Each convolution module contains 
two convolution stages, and its functions are to extract the 
deep features of ancient building decoration image and repair 
the details of ancient building decoration image; The function 
of layer hopping connection is to associate the image feature 
blocks between codec and decoder, and further optimize the 
image restoration effect of ancient architectural decoration of 
decoder by using the deep features extracted by encoder 
feature blocks. 

The process of using neural network filtering to enhance 
the image of ancient architectural decoration is described as 
follows: 

1) Based on the gray level and single channel initial 

ancient building decoration image, the encoder uses the 

maximum pool of two steps for down sampling processing, so 
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that the ancient building decoration image channel is multiplied 

by 2 and the resolution is divided by 2; 

2) After the decoder uses the same step deconvolution of 

2*2 convolution kernel for up sampling, it also performs the 

same processing on the ancient building decoration image and 

resolution. Finally, the number of compression channels is the 

number of types to be output, and the segmentation result of 

the ancient building decoration image is obtained. 

3) Layer hopping connection integrates the semantic 

information and orientation information contained in different 

levels of features through splicing, so that the number of 

feature channels is one fourth of the input, and accurately 

segment the ancient building decoration image. 

The semantic information and orientation information of 
ancient architectural decoration image have certain 
randomness, so the deep and shallow feature weights change 
constantly with the image content; Moreover, the decoration 
image of ancient buildings will change with the passage of 
time, which increases the probability of problems such as 
blurred boundary, uneven illumination and high noise in the 
visual image [13], which brings great difficulty to the 
subsequent processing and application of the image. 
Therefore, in order to balance the feature weights of different 
levels of neural network and improve the image quality of 
ancient architectural decoration, the residual network and 
cavity convolution are integrated into the neural network to 
construct the cavity neural network, so as to remove the 
network gradient and fully extract the multi-scale features of 
the image. 

Assuming that based on the neural network with 

convolution layers of n , the following formula is used to 
derive the gradient of the network whose first layer weight is 

1w
, and the calculation formula is: 

3 2 1

1 2 1 1

...
n

q q qQ Q

e q q q e

   
    

    
 (1) 

In formula (1): 
Q

 represents the loss function,

( , ( )) ( )Q y f x y f x 
.

 1, 2,...,iq i n
 represents the 

activation function output with the number of layers of i , and 

  represents the sign of partial derivative. When the partial 

derivative of n

Q

q




 satisfies 

1
n

Q

q





, the more network 

layers, the faster the network gradient decreases, and infinitely 
approaches 0. 

According to the correlation between the output value of 
the simultaneous loss function and the number of network 
layers, the residual network structure composed of 
convolution layer and curve is used to remove the network 
gradient. The input items reach the network output through the 
curve and convolution layer respectively, so the definition 
formula of residual network structure is as follows: 

 aW D n n Q    (2) 

In formula (2): aW
 represents the network output part, 

 D n
 represents the residual network part, and n  

represents the input item or direct mapping structure. 

Neural network hole convolution is to increase the 
convolution rate index in the convolution core of convolution 
layer, expand the field of view of convolution layer and 
prevent the loss of down sampling information. Based on the 
3*3 cavity convolution with the expansion rate of 1, when the 
expansion rate increases to two, insert a zero between the two 
adjacent points of the convolution core to make it 7*7; when 
the expansion rate increases to four, insert three 0 between the 
two adjacent points of the convolution core to make it 15*15, 
and so on. Thus, a positive correlation between the field of 
view of cavity convolution and the expansion rate is 
established. 

After the convolution of residual network and hole, the 
neural network is improved into hole U-Net neural network, as 
shown in Fig. 2. 

According to Fig. 2, the operation process of U-NET is 
shaped like “U”, which can be divided into two parts: code 
and decode, including input and output layer, convolution 
layer and pooling layer, but not full connection layer. Through 
the network structure, pixel feature blocks of different levels 
in the decoration images of ancient buildings are fully 
integrated. Published in 2015, U-Net is a variant of FCN. Its 
original intention is to solve the problem of biomedical 
images. Due to its good effect, it has been widely applied in 
various directions of semantic segmentation, such as satellite 
image segmentation, industrial defect detection, etc [14]. Its 
structure is simple but effective, and it can recognize 
multi-scale features of image features. Therefore, it is selected 
in this study to expand the neural network. 

Decode

3 * 3 convolution, relu activation 

function + batch standardization, 64

Residual network 

structure, 64

1 * 1 convolution, relu activation 

function + batch standardization, 1

Residual network 

structure, 128

3 * 3 convolution, relu activation 

function + batch standardization, 64

2 steps, maximum 

pooling

Residual network 

structure, 128

3 * 3 convolution, relu activation function 

+ batch standardization, 128

2 * 2 deconvolution, 

64

Residual network 

structure, 256

3 * 3 convolution, relu activation function 

+ batch standardization, 128

2 steps, maximum 

pooling

... ...

2 * 2 deconvolution, 

512

3 * 3 convolution, relu activation function + 

batch standardization, 1024

Cavity convolution 

structure

Code Decode

Sikp connection

Sikp connection

Sikp connection
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Fig. 2. U-Net neural network architecture 
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IV. BASIC CHARACTERISTICS OF BEAMS AND COLUMNS IN 

ANCIENT BUILDINGS 

A. Orthotropic 

In general, wood is constructed according to cells with 
different shapes, sizes and arrangement order. This 
construction characteristic also determines the anisotropy of 
wood. The anisotropy of wood elasticity is obtained by 
applying the principle of orthogonal symmetry to wood. When 
wood materials in ancient buildings are cut from different 
directions, they will show inconsistent texture characteristics. 
Specifically, they can be divided into four characteristics: 
along grain direction, chord direction, radial direction and 
tangent direction. The longitudinal cutting of wood refers to 
the direction parallel to the wood fiber in the process of actual 
operation, that is, the cutting direction of the trunk from the 
bottom line, which becomes the direction along the grain; 
Chord direction and radial direction refer to the direction 
perpendicular to wood fiber, which can be called transverse 
grain direction; In general, after the wood is cut, the center of 
the trunk will show an annual ring like a concentric circle, 
while the radial cutting and chord cutting are perpendicular to 
the annual ring. The only difference is that the radial direction 
passes through the tangent direction of the tree center, and the 
chord direction does not pass through the tangent direction. 

B. Mechanical Properties of Beams and Columns in Ancient 

Buildings 

1) Flexural strength: Since the bending strength of wood 

is higher than the strength under external force, in general, the 

external force strength and bending strength along the grain of 

wood can be improved respectively, and on this basis, it 

conforms to the following formula: 

3 1 / 1l l
sd

y y

W
 

 

   
        
   

 (3) 

In formula (3), l  and y
 represent the external force 

strength and bending strength of wood samples respectively. 

When the wood in ancient buildings is damaged by 
bending, the wood fiber under external force on the cross 
section of the material will be unstable and wrinkled. With the 
strength of cyclic load, the position of fiber instability will 
develop to the neutral axis of the section, and finally the wood 
will break. 

2) Bearing strength: In ancient buildings, wood bearing 

pressure refers to the performance of transmitting load on the 

cross section of the intersection of beams and columns when 

they intersect into nodes. The intersection point of force is 

called bearing stress on this cross section, and the 

corresponding resistance is called bearing strength. However, 

because the actual intersecting section is unstable, the bearing 

capacity along the grain of wood is lower than that along the 

grain. 

When the cross grain of the whole surface is under 
pressure, the appropriate maximum proportion will be selected 
as the measurement standard of the bearing strength. The 
bearing pressure of part of the cross grain is consistent with 

that of the whole surface. However, due to the bearing 
pressure of the cross grain on the length of some wood, it is 
necessary to consider the improvement of the strength caused 
by the fiber action of the wood on both sides of the bearing 
pressure point. 

In general, the elastic characteristic constants of wood 

include: elastic modulus iE
, Poisson’s ratio ij

 and shear 

elastic modulus ijG
. The elastic modulus of longitudinal L , 

radial R  and chord T  of wood cutting is the elastic 

modulus in the main direction. Assuming 1LE E
, 

2RE E
 and 3TE E

. LE
、 RE

 and TE
 represents the 

elastic modulus of wood cut longitudinally, radially and 
vertically, respectively.  And it is determined that there is 
only one normal stress in the main direction, the ratio of 
normal stress to linear strain in the corresponding direction 
can be written as: 

 / , , or 1,2,3i i iE i L R T i     (4) 

According to the ratio of formula (4), Poisson’s ratio ij
 

is the normal stress, and i  acts alone in the L  direction; 
when the corresponding bearing stress is zero, the opposite 

number of the ratio of stress in L  direction to strain in R  
direction is: 

 

, /

, , or 1,2,3, 1,2,...,3

i j j i

i L R T i j

   

  
 (5) 

According to formula (5), ,L RG
, RTG

 and TLG
 can be 

described as shear elastic modulus in bearing plane LR , 

RT  and TL  respectively. 

C. Characteristic Analysis of Beam Column Joints 

1) Characteristic points of mortise and tenon structure: 

Mortise and tenon connection is a semi-rigid connection 

between rigid connection and hinge connection. Because most 

ancient building structures adopt straight mortise connection, 

the straight mortise is mainly analyzed, and the finite element 

numerical simulation analysis of mortise and tenon connection 

of building structure is carried out [15]. According to the 

unique characteristics of the building structure in this 

technology, the virtual spring element will be used to simulate 

the semi-rigid structure. In practical application, this spring 

element has no substantial mass and element. 

2) Analysis of tenon joint intersection: In order to calculate 

and solve the stress effectively and simply, assuming that the 

shear capacity of wood along the x  axis and y  axis is the 

same, and the bending and torsion capacity in different 

directions is the same, the simplified 1xk k , 2y zk k k   

and 3x y zk k k k      can be obtained. Only these three 

unknown variables need to be solved, and there are: 
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x
x

x

F
k 


  (6) 

According to formula (6), similarly, the load zF
 

treatment along the z  axis can be carried out on the model 
to obtain the shrinkage strength of the mortise joint along the 
z  axis: 

4 5

z
z

z z

F
k 

 
 (7) 

In formula (7), 
4

z
 and 

5

z
 are respectively described 

as the average value of all nodes on section 4A
 and section 

5A
 moving along the z  axis. 

 

According to the calculation result of formula (7), the 

torque yM
 rotating around the 

y
 axis is applied to the 

surface 3A
 of the mortise joint, and the state is determined 

after multiple iterative calculations, the moving distance of i  

node in the upper surface 1A
 along the x  axis is solved, 

where 
4

z
 and 

5

z
 are expressed as the average value of 

multiple nodes on FF and 4A
 moving along the 5A

 axis 
respectively. According to the simplified expression of 
formula (7), the value of stress in each direction of mortise 
and tenon joint can be obtained. 

V. FILTERING AND ENHANCEMENT OF ANCIENT 

ARCHITECTURAL DECORATION IMAGE BASED ON NEURAL 

NETWORK 

A. Filtering and Enhancement of Ancient Architectural 

Decoration Image 

Using the hollow U-Net neural network, after fusing the 
different levels of features in the ancient building decoration 
image, the image is transformed into a mode more convenient 
for automatic analysis and visual observation through the 
stages of enhancing contrast, smoothing and noise reduction 
and edge sharpening, so as to realize the filtering enhancement 
of the ancient building decoration image and improve the 
visual effect. 

1) Contrast enhancement: The pixel gray variable   of 

the ancient building decoration image is any integer between 0 

and 255. When processing the image, the gray variable is 

normalized to the interval of 0 to 1. If the gray variable is 

continuous, the initial gray distribution of the image can be 

described by using the probability density function  S  . 

The decoration image of ancient buildings is usually discrete, 

and the discrete gray level can be expressed by xZ . The 

corresponding gray level distribution is qwA , and the 

calculation formula is: 

 qw x as avA S Z R V      (8) 

In formula (7): asR
 represents the total number of image 

pixels, and avV
 represents the number of gray pixels. 

Randomly select a normalized gray variable   and convert 
the gray value using the following expression: 

 dz ab qwH M S A    (9) 

In formula (8): dzH
 represents the new gray value after 

conversion, 
 M 

 represents the monotonically increasing 

conversion function, and abS
 represents the probability of 

occurrence of the converted gray value. 

Most ancient architectural decoration images have fixed 
shapes, so histogram regularization processing needs to be 
carried out on the basis of equalization processing to further 
enhance the image contrast [16-17]. For the converted gray 

value function dzH
, the equalization result is kT

. After 

replacing the inverse gray u  with uniform gray s , the 
calculation formula for contrast enhancement of ancient 
building decoration image is as follows: 

 bd dz kD H T T u s      (10) 

If there is 

  1 1
T T



  
  

  , the histogram 
regularization completes the contrast enhancement of ancient 
architectural decoration image. 

2) Smooth noise reduction: In the process of collecting, 

transmitting and quantifying the ancient building decoration 

image, the noise of fuzzy image information will be formed. 

Therefore, the median filter method is used to remove the noise 

of the ancient building decoration image on the premise that 

the image edge contour and line can be well preserved. 

For the gray value of the pixel to be processed in the 
image, the intermediate value of the gray value of the pixel in 
its neighborhood is used to complete the replacement. The 
implementation form is as follows: 

      1 1 2 2, , , ,..., ,JZ n nZ med M M M       (11) 

In formula (10): JZZ
 represents the intermediate value of 

the neighborhood gray of the pixel to be processed, med  

represents the median value, 
 ,n nM  

 represents the 

pixel whose coordinate is 
 ,n n 

,   represents any 

integer, and 


 represents the number of rows and columns 
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of the pixel. 

3) Edge sharpening: A gradient method is designed to 

sharpen the pixels with significant changes in image edge and 

gray level. Based on the field theory, set a vector field as

 , ,t t    , and obtain the vector field gradient according 

to the extreme value of directional derivative at any point, as 

shown below: 

 grad

O O O
A t a b c

  

  
  
  

  (12) 

In formula (11): a , b  and c  represent arbitrary 
constants. 

Given the pixel 
 , ,O   

, the following vector 
formula is used to define the corresponding gradient of the 

coordinate 
 , ,  

: 

 , ,grad

O

O
B O

O



  




 
 
 
 

     
 
 
 
 

┬

 

(13) 

The amplitude of the vector is 
 , ,G O      , and the 

following absolute value operation method is used for 
approximate calculation: 

     

   

, , , , 1, ,

, , , 1,

G O O O

O O

        

     

    

  
 (14) 

In order to simplify the complexity of edge sharpening, the 

obtained gradient 
 , ,G O       is used to describe the 

pixel 
 , ,O   

 and obtain the gradient image. 

B. Filtering and Enhancement of Ancient Architectural 

Decoration Image 

Before realizing the filtering and enhancement of ancient 
building decoration image, obtain the ancient building 
decoration image data through tilt photography technology 
and preprocess it. Obtain the ancient building decoration 
image data through three-dimensional laser scanning system 
and preprocess it [18]; Then, based on the preprocessed tilt 
image data and point cloud data, ICP algorithm is used to 
register the tilt image data and point cloud data; Finally, 
according to the registration results, the filtering and 
enhancement of ancient architectural decoration image is 
realized by using CGA rules. 

1) Image preprocessing of ancient architectural 

decoration: The acquisition of ancient building decoration 

image needs to determine the UAV aerial photographing area, 

route and time according to the target ancient building and 

UAV elevation information, set the UAV flight take-off and 

landing points, and obtain the ancient building decoration 

image by controlling the UAV. In tilt photography, the vertical 

ground shooting method is adopted, also known as central 

projection. In order to ensure the accurate expression of the 

target ancient architecture, the central projection image is 

converted into the map projection mode of Orthophoto 

projection, and the conversion formula is as follows: 

     
     

     
     

1 1 1

3 3 3

2 2 2

3 3 3

g g g

g g g

g g g

g g g

a X X b Y Y c Z Z
x j

a X X b Y Y c Z Z

a X X b Y Y c Z Z
y j

a X X b Y Y c Z Z

     
 

    


    
 

    

 (15) 

In formula (14), 
j

 represents focal length, 1a
, 2a

, 3a

, 1b
, 2b

, 3b
, 1c

, 2c
 and 3c

 represent the parameters of 

external orientation element matrix, 
 , ,X Y Z

 represents 

point cloud data coordinate information, 
g

 represents 

ranging observation value, and 
 , ,g g gX Y Z

 represents the 
coordinate information of a point of the target building in the 
ground coordinate system. 

The obtained target ancient architecture decoration image 
has multiple perspectives, such as left perspective, right 
perspective, front perspective, rear perspective and positive 
perspective. The inclined image of each perspective contains 
rich geographic information of the target ancient architecture. 
The definition of the target ancient architectural decoration 
image plays an important role in image filtering and 
enhancement. Tilt images from different perspectives will 
produce large overlapping areas, resulting in some deviation 
between tilt image data and real data, which will affect the 
accuracy of filtering and enhancement of ancient architectural 
decoration images. Therefore, it is necessary to preprocess the 
target ancient building decoration image data to improve the 
filtering and enhancement accuracy. 

Tilt image preprocessing is mainly divided into two stages, 
as follows: 

Stage 1: Configure relevant information, such as sensor 
pixel information and parameter information, so as to reduce 
the displacement deviation during filtering and enhancement 
of ancient building decoration image; 

Stage 2: uniform light and color processing, so as to ensure 
the filtering of ancient architectural decoration image and 
enhance the consistency of hue. The hierarchical diagram of 
point cloud data of ancient building decoration image 
preprocessing is shown in Fig. 3. 
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Fig. 3. Hierarchical diagram of point cloud data of ancient building 

decoration image preprocessing 
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(a) Flat point cloud data partition 
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(b) Flat point cloud linked list 

Fig. 4. Image preprocessing point cloud data partition storage graph 

As shown in Fig. 3, the image preprocessing point cloud 

data in each sub cube is still stored hierarchically with the Z  
axis coordinate value from small to large. The maximum and 

minimum values of coordinates X  and Y  are used as the 
point cloud data segmentation points, the plane data is divided 
into four parts and stored as a point cloud data linked list. The 
above point cloud data preprocessing process is shown in Fig. 
4. 

According to Fig. 4, calculate the cube space containing all 
point cloud data, and the calculation formula is: 

 

 

 

max min

max min

max min

abc

abc

abc

L roundup X X

W roundup Y Y

H roundup Z Z

 


 
  

 (16) 

In formula (15), abcL
 represents the length of the cube 

and abcW
 represents the width of the cube; abcH

 

represents the height of the cube; 
 roundup 

 represents 

the upward rounding function; 
 max max max, ,X Y Z

 
represents the maximum coordinate of cube space; 

 min min min, ,X Y Z
 represents the minimum coordinate of 

cube space. 

According to the above calculation results, the point cloud 
data of ancient buildings are simplified, and the specific steps 
are as follows: 

Step 1: Combine the point cloud data to segment points, 
and cluster and sort the point cloud data of each layer; 

Step 2: Set an appropriate reduction step according to the 
filtering and enhancement requirements of ancient 
architectural decoration images; 

Step 3: Based on the point cloud data reduction standard, 
retain the point cloud data that meets the reduction standard, 
and delete the point cloud data that does not meet the 
reduction standard; 

Step 4: If the point cloud data is in the layer, return to step 
1; If the point cloud data is not in the layer, proceed to step 5; 

Step 5: If the point cloud data is in the cube, update the 
point cloud data segmentation points; if the point cloud data is 
not in the cube, the point cloud data reduction is completed 
and the reduced point cloud data is output. 

2) Filtering and enhancement of ancient architectural 

decoration image: According to the above preprocessing 

results of ancient building decoration image, the filtering and 

enhancement of ancient building decoration image is realized 

under the neural network by applying CGA rules. The specific 

process is as follows: 

CGA rule is a computer language that can automatically 
build models and has the characteristics of target description 
and visual observation. The basic idea of the rule is to replace 
a shape symbol with a certain number of new shapes. By 
inserting extruded taper and scatter, rendering texture and so 
on, the decorative details of ancient buildings can be modeled 
[19]. Nowadays, CGA rules have been integrated into the CE 
platform, and the rule programming has been completed in 
collaboration with C++ language to realize the filtering and 
enhancement of ancient architectural decoration images with 
numbering programs. The CGA rule commands are shown in 
Table I. 

Based on the registration results of the ancient building 
decoration image and the point cloud data, execute the CGA 
rule command shown in Fig. 1, and finally complete the 
filtering and enhancement of the ancient building decoration 
image through the conversion operation. The expression is: 

 , ,fg g g g s t rV X Y Z R H Y   
 (17) 
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TABLE I.  CGA RULE COMMAND TABLE 

Operation 

Category 
Function Name Command 

Addition 

operation 

I(insert) Insert 

Extrude taper Pull up 

RoofGable;roof Hip;Roof 

Pyramid;roof Shed 
Roof lifting 

Scatter Scatter 

Subtraction 

operation 

InnerRect Inner rectangle 

Shape L;shape U;shape O Deformation 

Convexity De convexity 

Setback Back off 

Offset Deviation 

Comp split Decompose 

Conversion 

operation 

Mirror;mirrorScope；Reverse 

Normals 
Image 

Texture Mapping 

T(scope translate) translateUV Move 

AlignScope ToAxes center Alignment 

R(scope rotate) rotateUV Rotate 

S(scope size) sizeUV Zoom 

Set Set up 

Color To color 

In equation (16), sR
 represents the image scaling 

coefficient, tH
 represents the image motion vector, and rY

 
represents the rotation coefficient. Through the above 
conversion operation, the research on the filtering and 
enhancement method of ancient building decoration image 
under neural network is realized, which not only provides a 
means to solve the contradiction between opening and 
protection of ancient building decoration image, but also 
provides accurate and complete data support for ancient 
building management and repair. 

VI. EXPERIMENTAL ANALYSIS 

In order to verify the performance of the filtering and 
enhancement method of ancient architectural decoration image 
based on neural network in practical application, an 
experiment is designed. The specific experimental process is 
as follows: 

A. Selection of Experimental Objects 

A Hutong in Beijing, China is selected as the experimental 
object of ancient architectural decoration image, which is a 
quadrangle in the Ming and Qing Dynasties. The South and 
east of the ancient building are qilinbei Hutong and scissors 
Lane Hutong respectively. Opposite is Fuxue primary school. 
It can be seen that the experimental object has a strong flavor 
of old Beijing life. The experimental object covers an area of 
about 15000 square meters and is now a key unit of cultural 
relics protection in Beijing. With the change of history, the 
owner of the experimental object has changed for several 

generations, but the shape and architectural layout of the main 
house have not changed significantly, and the original 
appearance of ancient buildings in the Ming and Qing 
Dynasties is basically retained. The schematic diagram of 
experimental objects of various ancient architectural 
decoration images is shown in Fig. 5. 

 

Fig. 5. Schematic diagram of experimental object 

B. Experimental Instrument Setting 

The experiment is carried on Matlab 7.1 platform and runs 
on the microcomputer platform configured with Genuine 
Intel(R) CPUT1600 1.66 GHZ and 1GB RAM. The effects of 
the decorative image filtering and enhancement methods of 

this method, literature [8] method、literature [9] method and 

literature [10] method are compared. In the experiment, the 
UAV camera and three-dimensional laser scanner are mainly 
used to obtain the information data of the experimental object. 
In order to ensure the accuracy of the obtained information, 
the parameters of the experimental instrument are reasonably 
set, as shown in Table II and Table III. In addition, the 
superparameter of the neural network as shown in Table IV is 
set, so that the maximum iteration of the network is 1000 
times, and the training will stop when the set accuracy is 
reached. 

TABLE II.  CAMERA PARAMETER SETTING 

Camera 

Parameters 

Numerical 

Value 

Image 

Parameters 

Numerical 

Value 

Camera model ILCE-QX1 Image size 
5462 * 3632 

pixels 

Time of 

exposure 
1/1000 秒 

Ground 

resolution 
5cm 

Aperture value F/5.6 
Horizontal 

resolution 
350dpi 

Focal length 16mm 
Vertical 

resolution 
350dpi 

Maximum 

Aperture 
2.96875 Image overlap 80%-90% 

ISO speed ISO-200 Image bit depth 24 
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TABLE III.  PARAMETER SETTING OF 3D LASER SCANNER 

Parameter Name Numerical Value Company 

Scanning principle Pulse - 

Field of view range 360270 Degree 

Ranging range 1-350 m 

Angle measurement accuracy 60 mrad 

Single point ranging accuracy 6(50) mm 

Maximum scan rate 5000 Spot/s 

There are about 30 courtyards and 60 houses, including 
rockeries, shrubs, gardens, etc. 

TABLE IV.  HYPERPARAMETER SETTING OF CONVOLUTIONAL NEURAL 

NETWORK 

Parameter Name Numerical value 

Learning rate 0.001 

Batch_size 128 

Iterations 1000 

Step size 1 

C. Result Analysis 

The signal-to-noise ratio is used to measure the noise 
suppression performance of the four methods in the process of 
image enhancement. Generally, the higher the signal-to-noise 
ratio, the smaller the noise contained in the ancient building 
decoration image, and the better the image quality. The 
calculation process of signal-to-noise ratio is as follows: 

2 2

, ,

= ' / ' '
n n

SNR ij ij ij

i j i j

X x y x   (18) 

Different Gaussian white noises are introduced into the 
image, and four methods are used for enhancement 
respectively. The enhanced images’ signal-to-noise ratio is 
compared. The results are shown in Table V. 

TABLE V.  COMPARISON RESULTS OF SIGNAL-TO-NOISE RATIO OF THREE 

METHODS 

White Gaussian 

Noise 

Reference 

[8] 

Method 

Reference 

[9] 

Method 

Reference 

[10] 

Method 

Paper 

Method 

1 11.15 11.44 13.12 14.52 

2 10.20 10.43 12.20 12.42 

3 9.73 9.91 11.33 11.89 

4 7.82 8.99 9.96 10.92 

5 7.57 7.82 9.69 10.45 

6 7.18 7.54 9.10 9.99 

7 7.11 7.43 8.84 9.85 

8 7.07 7.24 8.52 9.75 

9 6.92 7.04 8.13 8.99 

10 6.76 6.94 8.21 8.77 

It can be seen from Table V that under the same Gaussian 
white noise, the signal-to-noise ratio of the method in this 
paper is greater than that of the methods in literature [8], [9] 
and literature [10], which can effectively suppress the adverse 
impact of noise on the image. This is because this method uses 
the median filter method to remove the noise of ancient 
architectural decoration image on the premise of better 
preserving the image edge contour and lines. For the gray 
value of the pixel to be processed in the image, the 
intermediate value of the gray value of the adjacent pixel is 
used to complete the replacement, which is helpful to suppress 
the adverse effect of noise on the image to a certain extent. 

Fig. 6 is a comparison diagram of ancient building 
decoration image after filtering and enhancement processing 
under three methods. 

(a) Paper method

(b) Reference [8] method (c) Reference [9] method

 

Fig. 6. Image filtering and enhancement processing effect under three 

methods 

It can be seen from Fig. 6 that the images processed by the 
methods of literature [8] and literature [9] can only get gray 
images, and the processing of image target details is relatively 
rough, resulting in blurred image edge feature extraction. 
However, the filtering enhancement processing effect of 
ancient building decoration image under this method is very 
close to the original image, and the color is consistent, 
Visually, the image obtained by this method is clearer than 
that obtained by the literature method. This method can show 
more detailed information in the image, greatly improve the 
image contrast, enhance the processed image content, and has 
strong practicability and robustness. Mainly because most of 
the ancient architectural decoration images in this method 
have fixed shapes, histogram regularization processing is 
carried out on the basis of equalization processing to further 
enhance the image contrast. 

VII. CONCLUSION AND PROSPECT 

The filtering and enhancement method of ancient 
architectural decoration image based on neural network can 
effectively suppress the adverse impact of noise on the image, 
show more detailed information in the image, greatly improve 
the image contrast and enhance the processed image content. 
It has strong practicability and robustness. Although the work 
has achieved preliminary results, there are still many 
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deficiencies, and a large number of technical problems need to 
be further studied and solved. Although this work has 
achieved preliminary results, it only has a good adaptability to 
the decorative images of Chinese ancient buildings, and 
cannot be well adapted to other types and styles of decorative 
images. In the following work, other types of decorative 
images of ancient buildings should be studied, and the 
information acquisition problem of some colored images that 
are not covered and exposed to light and wind and rain for a 
long time will be studied. 
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Abstract—There is noise interference in low-illumination 

images, which makes it difficult to extract weak signals. For this 

reason, this paper proposes a low-illumination image weak signal 

enhancement algorithm based on neural network. Multi-scale 

normalization is performed on low-light images, and multi-scale 

Retinex is used to enhance weak signals in low-light images. On 

this basis, the GAN artificial neural network is used to detect the 

weak signal of the weak signal in the image, the normalization of 

the weak signal of the low-illumination image is completed based 

on the residual network, the self-encoding parameters of the 

depth residual are generated, and the weak signal enhancement 

result of the low-illumination image is output. The experimental 

results show that the method in this paper has better 

enhancement effect on low-illumination images and better image 

denoising effect. When the scale value is large, the low-contrast 

area of the low-illumination image has a better enhancement 

effect. The saturated area of the low-light image has a better 

enhancement effect. 

Keywords—Artificial neural network; GAN neural network; 

low-light image; weak signal enhancement 

I.  INTRODUCTION 

With the advancement and development of science and 
technology, the methods of image acquisition are becoming 
more and more abundant, and people's requirements for image 
quality are getting higher and higher. However, the process of 
image acquisition will be affected by many factors. Under 
special lighting conditions, optical imaging equipment may 
cause uneven exposure of the obtained image, loss of scene 
details, and unclear recognition of weak and small targets due 
to uneven lighting. Since the dynamic range of the shooting 
equipment is limited, if you just adjust the exposure rate of the 
equipment, it still cannot solve the problem of overexposure or 
oversaturation in some areas. Under the conditions of lack of 
light and low visibility such as at night and dusk, the image 
collected by the image acquisition device not only has dark 
areas, but also the brightness and contrast of the image will be 
seriously reduced, making it difficult to distinguish the details 
of the image or even unable to see any details. The 
identification and judgment of images and the extraction of 
information in project management and control have a certain 
impact. Therefore, it is the current focus in the field of image 
processing to study and enhance the detail features of 
low-light images and ultimately improve the overall quality of 
the image [1]. 

Image weak signal enhancement is to perform specific 
processing on a given image, purposefully emphasizing the 
overall or local characteristics of the image, making the 

original unclear image clear or emphasizing some interesting 
features, and expanding the difference between the 
characteristics of different objects in the image. To meet some 
special application requirements [2], the difference between 
them can be suppressed, and the features that are not of 
interest can be suppressed. Low-illumination images are 
generally images collected in scenes with insufficient ambient 
light. The gray levels of such images are concentrated in a 
lower gray-scale range, and the details of the images are not 
obvious. In addition, the image will also contain a lot of noise, 
which seriously affects the image quality. To make the 
low-illumination image have a better display effect or meet the 
input requirements of other image processing algorithms, it is 
necessary to carry out enhancement and noise reduction 
processing to emphasize the useful information in the image 
and effectively suppress the interfering information such as 
noise [2]. 

Study [3] proposes a low-light image adaptive 
enhancement algorithm based on maximum difference map 
decision. First, the concept of a maximum difference map is 
proposed, and the initial illumination component is roughly 
estimated by the maximum difference map; then, an alternate 
guided filtering method is proposed. The algorithm uses 
alternating guided filtering to correct the initial illumination 
components to achieve accurate estimation of the illumination 
components; finally, an adaptive gamma transform for image 
brightness is designed, which can adaptively adjust the gamma 
transform parameters according to the acquired illumination 
components to enhance the image, also eliminates the effects 
of uneven lighting. Research [4] proposes a recurrent image 
enhancement network based on generative adversarial 
networks (GAN). An unsupervised learning method is 
introduced to estimate the original illumination of low-light 
images by reducing the loss of cycle consistency and 
adversarial loss. The image enhancement model formula is 
used to enhance the brightness of the images collected under 
insufficient illumination. Finally, the synthetic low-light image 
data set and the real natural low-light image data set are 
evaluated qualitatively and quantitatively. Liu Y's team 
proposed a GAN model that can perceive the lighting details. 
This model can fine-tune the image lighting effect in the case 
of high noise and loss of texture details, and use residual dense 
encoding and decoding strategy to suppress noise. The 
performance results show that the model is better in the 
ultra-low light image data set [5]. Jung E's team proposed a 
multi-frame GAN concept that can enhance stereo vision 
image sequences under low light conditions. This method is 
based on the reversible generation of the confrontation 
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network, which can transfer the features of bright lighting 
scenes to the bottom lighting scenes. The research results 
show that this method has great advantages in visual mileage 
[6]. Ma Y et al., focusing on the field of medical images, 
proposed a GAN model that can add terms to the circular 
structure and illumination constraints of medical images. This 
model can learn the overall and local details of images. The 
research results show that this method is better than traditional 
methods [7]. The above methods are all effective to a certain 
extent, but it is difficult to ensure the details of the image 
while realizing the enhancement of the low-illumination 
image, and the visual perception of the enhanced image still 
needs to be improved. To this end, this paper proposes a 
low-light image weak signal enhancement algorithm based on 
a neural network. 

II.  RESEARCH ON WEAK SIGNAL ENHANCEMENT OF LOW 

ILLUMINATION IMAGE 

A.  Multi-Scale Normalization of Low-Light Images 

For low-light images, normalization can reduce the 
probability of image distortion during the enhancement 
process and improve the ability to retain details. Through the 
unified management of image features, the misjudgment rate 
of target information is reduced and the enhancement 
efficiency is improved. However, in most cases, the original 
low-light image contains a large number of isolated discrete 
pixels, and there is no spatial correlation between these pixels, 
but the pixels follow the Gaussian distribution, indicating that 
the data of the original image has a certain influence of noise. 
To this end, the image is denoised first and then normalized 
[8]. 

In this paper, the wavelet transform method is used to 
denoise the data points in the multi-frequency domain in the 
image, which helps to deepen the pixel signal characteristics 
in the image, and can ensure the processing effect of signal 
noise even in the state of different resolutions. The key to 
wavelet transformation lies in the selection of the transformed 
threshold. There are two commonly used thresholds: one is the 
hard threshold, which is closer to the actual situation and 
retains the edge information of the image better, but the noise 
reduction effect for Gaussian white noise is poor. The second 
is the soft threshold, which has a certain continuity, which can 
improve the low-light enhancement performance and make the 
visual expression more natural. In contrast, the latter is more 
suitable for low-light image processing [9]. 

By establishing a unified Gaussian frequency division 
noise reduction model, the original low-light image is used as 
the input value of the model. In the model, the transform value 
of each wavelet packet frequency band depends on the 
frequency band value of the image, and the complex wavelet 

packet is decomposed. It is assumed that X  is the initial 

value of the image, P  is the noise, and Z  is the 
observation image with noise. The expression formula is as 
follows: 

Z X P   (1) 

If each noise in the image follows the Gaussian 

distribution of its frequency band, its mean value is 0, and its 

variance value is 
2

k . The variance value can be calculated 
according to statistical values [10]. 

After determining the frequency band parameters of the 
image, use the multi-scale method to quickly estimate the 
noise reduction model, and then use the soft threshold to 

correct the estimated value 


 to obtain the actual output 

value 
2e . The correction formula is: 

22 2 2

2 2

/ 4 4
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k
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   

 

  

 
 (2) 

From the corrected output value, derive the noise value in 
all frequency bands in the image: 

 2 2 2/ ke e  
 (3) 

Finally, the estimated value is restored to the original 
decomposition domain by wavelet packet transform to realize 
image noise reduction. 

Calculate the multiple scale values of the denoised image, 
and divide the size threshold of the image normalization 
process according to the scale value. The algorithm framework 
is as follows. 

Given a low-light image of size 
p q

, where 
q

 is the 

sampling factor, M  is the scaling factor of the image, and 

1,2, ,m M
. Pixel sampling according to 

p q

q p
 , pixel 

point i C . 

The constraint function is: 

 1,

1
,s s i

i

C i j j N
N

     (4) 

In the formula, iN
 is the neighborhood of image 

sampling point i . 

Calculate the refraction value 
c

sW
 of the image passing 

through the light, the radius is r , and the multi-scale value of 

the image is calculated by 
 1,,c

s s sW C 
: 
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 (6) 

In the formula, W  represents the multi-scale weight. 

Calculate the image projection value 
Q

: 

 
1

1T TQ I AC CA C CA


 
 (7) 

In the formula, A  represents a multi-scale normalized 
matrix: 

   
, 1

, ,
n

i j

A i i W i j



 (8) 

The low-light image is substituted into the matrix, and the 
final normalized result can be obtained by multiple iterative 
calculations. 

B.  Weak Signal Enhancement of Low-Light Images based on 

Multi-Scale Retinex 

1) Low-light sub-image segmentation based on LIP model: 

In image processing, general arithmetic operations are not 

suitable for some actual image processing work, and the result 

obtained by directly adding (or multiplying) two images has a 

certain gap with the human visual effect, and will produce 

“hyper-interval value” problem, the LIP model provides a new 

arithmetic construct that defines new vector operations such as 

addition, subtraction, multiplication, etc. The gray values of 

the images applied with this model are all in the (0, M) 

interval, so as to avoid the problem of exceeding the interval 

value, which is also consistent with the saturation 

characteristics of the human visual system [11]. 
In order to make the enhancement effect of the proposed 

method more obvious, when the low-illumination image is 
denoised, it is decomposed in two dimensions according to the 
background intensity and gradient information. 

Let 
( , )I x y

 be the background intensity, which is 
obtained by calculating the weighted mean of the pixels in the 
field, as shown in the following formula: 

( , ) 2 ( , )
m

L

I x y m n f x y
 

   
 


 (9) 

In the formula, the set of neighborhood pixels in the four 

directions of the pixel to be processed is L ; the weights are 
m  and n ; the set of domain pixels on the diagonal of the 

pixel to be processed is 'L . 

If the gradient ( , )G x y  of the pixel value of the 

low-light image is used as the information transition rate, the 
maximum difference value of the low-light image pixel needs 
to be defined. The calculation method is as follows: 

 max( ( , )) min( ( , ))Id f x y f x y   (10) 

Let iI
 be the threshold of the background intensity; iG

 
be the threshold of the gradient, and use the following formula 
to divide the low-light image into regions: 

1 2 3

1

2 1 2

3 1 3

* ; * ; *

0.01 max( ( , ) ( , ))

I a Id I b Id I c Id

GG GG x y I x y

GG GG I

GG GG I



  






   (11) 

Pixels in saturated regions of low-light images satisfy the 
following equation: 

3

3

( , )

( , )

( , )

I x y I

GG x y
GG

I x y






  (12) 

Pixels in the de Vries region of a low-light image satisfy 
the following equation: 

2 1

2

( , ) ( , )

( , )

( , )

I x y I x y I

GG x y
GG

I x y

 




  (13) 

Pixels in the Weber region of a low-light image satisfy the 
following equation: 

3 2

1

( , ) ( , )

( , )

( , )

I x y I x y I

GG x y
GG

I x y

 




  (14) 

The proposed method decomposes the low-illumination 
image into several sub-images and then merges the remaining 
pixels into the low-contrast area uniformly, which completes 
the division of each area of the low-illumination image and 
realizes the purpose of image enhancement for different 
sub-images [12]. 

2) Local multi-scale Retinex algorithm: The Retinex 

theory believes that an image can be divided into incident 

components and reflection components. First, the 

low-illumination image is segmented by the area division 

method of the above LIP model. Then, according to the 

illumination characteristics of each sub-image after 

segmentation, Retinex of different scales   is used to 

highlight the advantages of Gaussian functions of different 

scales are enhanced, and the specific process of the method is 

shown in Fig. 1. 
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Fig. 1. Local multi-scale Retinex algorithm process 

The pixels in the low-contrast area are filtered using 

Gaussian template 1( , )F x y
 with scale 1 . 

First, the incident component of the image in this area is 
estimated, and then the reflection component is discarded to 
complete the enhancement of the low-contrast area in the 
low-illumination image, as shown in formulas (15) and (16): 

2 2

1 1 2

1

1
( , )=2 exp( )

2

x y
F x y 

 




 (15) 

 1 1 1 1( , ) lg ( , ) lg ( , )* ' ( , )R x y S x y S x y F x y 
 (16) 

In the formula, the Gaussian function with a scale of 1  

is 1( , )F x y
; the pixel in the low-contrast area is 1( , )S x y

, 
and the processing result of the low-contrast area in the 

original image is 1( , )R x y
. 

Use Gaussian filters of different scales to estimate the 
incident components of the remaining de Vries area, Weber 
area, and saturation area, and complete the enhancement of 
each area according to the above calculation method. The 
calculation method is as shown in formulas (17) and (18). 
Show: 

2 2

2

1
( , ) 2 exp( )

2
K K

K

x y
F x y 

 


 

 (17) 

 ( , ) lg ( , ) lg ( , )* ( , )
K K K KR x y S x y S x y F x y 

 (18) 

Through the above calculation, three sub-images 

2( , )R x y
、 3( , )R x y

、 4( , )R x y
 are obtained in the same 

way for the other three regions, and the sub-images 1( , )R x y
、

2( , )R x y
、 3( , )R x y

、 4( , )R x y
 are combined together to 

obtain the final enhancement effect. 

Because the pixel contrast in the low-contrast area of the 

low-illumination image is low, choosing a relatively small 
-value can better highlight the details of the image and achieve 

an enhanced effect. Among them, 1 、 2 、 3 、 4  are 

different scales selected in the four regions decomposed in the 
low-illumination image by using the Gaussian function. 

The de Vries region represents the low-light region of the 
low-light image, the Weber region represents the medium-light 
region of the low-light image, and the saturated region 
represents the high-light region of the low-light image. 
Therefore, the scale can be selected according to the rule of 

2 3 4   
. At the same time, through the improved 

multi-scale Retinex algorithm, the proposed method satisfies 
the enhancement requirements for different specific pixel 
regions in low-illumination images, so that low-illumination 
images can obtain better color fidelity and detail enhancement 
effects. 

III.  IMPROVED ALGORITHM FOR WEAK SIGNAL 

ENHANCEMENT OF LOW-LIGHT IMAGES BASED ON NEURAL 

NETWORK 

A.  Weak Signal Detection of Weak Signal in Image based on 

Artificial Neural Network 

Before designing the low-light image weak signal 
enhancement algorithm, extract the weak signal of the image, 
apply the mathematical model and other techniques to plan the 
image edge data into a set of multi-dimensional data structure 
[13], and then use the random process of the data and the 
feedback in the artificial neural network. The mechanism 
divides the weak signal of the image into functional regions 
and non-functional regions [14], and its noise function 
expression is as follows: 

1 ( )
( ) exp

22

y
g y





 
  

   (19) 

In the formula, y  represents the gray value of the noisy 

edge image, and   represents the expected value of the 

image edge noise on the gray value. The formation of 
Rayleigh noise is mainly caused by other elements in the edge 
data collection environment during the image generation 
process, and the noise is relatively high. The complex data 
edge environment, and then the formation of noise, the 
function representation is as follows: 

22 ( )
( ) ( )exp ,

y a
g y y a y a

b b

 
    

   (20) 

In the formula, a  represents the high probability 

complex factor existing in the weak signal data environment 

of the image, and b  represents the correlation between the 

weak signal data of the image and the original data of the 
image edge. In order to observe the influence of different 
noises on the image edge more intuitively, this paper extracts 
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the noise data of the original image edge, and then the Matlab 
software is used for model simulation processing. The 
obtained weak signal detection processing results of different 
types of images are as follows: 

The application of artificial neural network technology to 
extract image weak signal edge noise data requires the 
application of various types of algorithms and filtering 
techniques [15-17]. As the feedback object and data extraction 
library of artificial neural network, the filtering algorithm 
formula used in this paper is as follows 

,

1
( , ) ( , )

M N R

f x y f m n
M N 





  (21) 

In the formula, M and N respectively represent the average 
noise wave value of different types in the image weak signal 
edge data, which can produce a certain degree of defense 
against the image edge noise data, and complete the image 
edge noise without losing the original image clarity. Data 
detail processing and extraction will not affect the 
post-processing of images such as missing data. 

After filtering and classifying the relevant data in the weak 
signal of the image by applying filtering technology, two parts 
of noise coefficients are generated, which respectively exist in 
the image edge database with different noise frequencies. 
Initialize the data information at the edge of weak signal. The 
specific change expression is as follows: 

, ,

,

,0

j k j kn

j k

j k

w w
w

w





 
 

  (22) 

In the formula,   represents the image edge noise 

threshold, and ,j kw
 represents the noise coefficient in the 

neural network. To accurately extract the noise coefficient, the 
data connection state in the artificial neural network has been 

in a continuous mode, resulting in obvious threshold division 
and easy to make other noise factors. Reshape the details of 
the weak signal edge of the image. 

B.  Create a Normalized Processing Structure for Weak 

Signals in Low-Light Images 

GAN technology is actually a low-light image weak signal 
confrontation processing program, which mainly processes the 
weak signals of low-light images one by one according to the 
corresponding steps. First, we need to prepare a low-light 
image weak signal discriminator and a generator. The 
discriminator mainly makes a corresponding judgment on 
whether the weak signal of the low-illumination image 
belongs to the real data distribution, and calculates the 
respective probability values of the data input and output. The 
generator captures relevant data and indirectly forms a similar 
data distribution. Calculate the objective function of the GAN. 
Calculated as follows: 

  1+ 5G F a,b E Lg 
 

（ ） （ ）
 (23) 

In the formula, G represents the value of the objective 

function, F  represents the set range of the function, a  

represents the maximum value of the function, b  represents 

the minimum value of the function, and E  represents the 
corresponding separation function of the GAN objective 
function. Through calculation, its objective function is 
obtained. Then, a model is generated using the objective 
function and balanced optimization is performed on it. In a 
specific low-light image weak signal processing environment, 
use SRGAN to build a GAN network architecture processing 
structure, as shown in Fig. 2: 

Fig. 2 shows the related process of the low-light image 
weak signal processing structure of the created GAN network. 
After that, a normalized processing relationship is established 
between the weak signal loss function of the low-illumination 
image obtained in the model and the adversarial function, as 
shown in the following formula: 

Nobe data

SRGAN Image 

Environment 

Processing Set

image data 

generator

GAN objective 

function

image 

processing 

model

Image 

information 

discriminator

Image 

normali

zation

 
Fig. 2. GAN network low-light image weak signal processing architecture 
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Y B C r    (24) 

In the formula, Y represents the relationship between the 

loss function and the adversarial function, B  represents the 

directional processing distance, C  represents the target 

processing distance, and r represents the error distance. After 
the processing relationship is established, the weak signal of 
the low-illumination image is imported into the processing 
system, and the generator is used to first obtain the data 
information corresponding to the weak signal of the 
low-illumination image, and then a convolution layer of the 
weak signal of the low-illumination image is established to 
improve its resolution. Subsequently, the convolutional layer 
is activated using the ReLU activation layer in the 
discriminator, and then 10 residual network modules are 
constructed through the processing steps, and these modules 
are skip-connected. At this time, the connection surfaces of 
each layer are superimposed on each other and continue to be 
superimposed under the action of the convolution layer. Such 
a low-light image weak signal processing mode can prevent 
the low-level low-light image weak signal features from being 
generated. loss, and expand the size, length, width, and area of 
weak signals in low-light images. In general, it can be 
expanded to about four times the weak signal of the original 
low-light image, and finally, a picture with four times the 
resolution is obtained. Then, the discriminator is used again to 
superimpose the weak signal of the low-illumination image 
processed above by using the processing path again to 
superimpose the connection surface. This time, multiple 
convolution structures need to be repeated, and their lengths 
are separated into two types, one and two, using different 
processing types used to process low-light images, weak 
signals, and pictures in different formats. Subsequently, the 
image scale was changed to 1/16 in the original image 
processing system. Adjust the number of channels to 612, 
activate the discrimination result, output the result in another 
system dimension, and set the sigmoid function to perform the 
final processing on the weak signal of the low-light image, to 
use the related technology of GAN to create a low-light image. 
Normalized processing structure for weak signals. 

C.  Low-Light Image Weak Signal Enhancement Algorithm 

based on Residual Network 

After the normalization of the weak signal of the 
low-illumination image is completed, next, a low-illumination 
residual network is constructed to enhance the weak signal of 
the low-illumination image. First, the auto-encoding 
parameters of the depth residual are generated. Auto coding is 
a neural network control value that uses a backpropagation 
algorithm to process data information. It compresses the weak 
signal of a low-light image to an editable size, hides its spatial 
representation, and then outputs it through the representation. 
Next, the low-light processing coefficient of the residual 
processing model is established in a low-light processing 
environment. The calculation formula is as follows: 

1
X

l
  （ ）-

  (25) 

In the formula, X  represents the low-light processing 
coefficient of the model, represents the processing distance, 
represents the straight-line processing distance of the model, 
and one represents the number of inertial protons. Through the 
above calculation, the low-light processing coefficient is 
obtained. On this basis, next, the total iteration value of the 
discrimination of the weak signal of the low-light image is 
calculated. The calculation formula is as follows: 

1i
K

j v


 
   (26) 

In the formula, K represents the total iterative value of 
discrimination for weak signal processing of low-illumination 

images, i represents the total distance of calculation iterations, 

j  represents the number of iterations, and v  represents the 

objective function. After obtaining the iterative value of the 
weak signal processing of the low-illumination image, next, 
the processing system is used to establish an enhancement 
relationship between the weak signal of the original 
low-illumination image and the weak signal of the target 
low-illumination image to enhance its versatility. 

The cyclic residual neural network is used to enhance the 
weak signal of the low-light image. First, optical color 
analysis needs to be performed on the low-light image that 
needs to be processed, and the color that cannot be edited is 
recorded. Then, use the residual neural network technology to 
amplify the weak signal of the low-light image to a size that 
can be processed, separate the color replacement factors in the 
low-light image, and adjust the color of the low-light image to 
a single mode, and turn on the intelligent color in the system 
processing. Adjustment function, a kind of original low-light 
image weak signal, restores the color and increases the control 
parameters of its saturation so that the low-light image weak 
signal overall is more three-dimensional. Then, set the residual 
coefficients that satisfy the weak signal enhancement 
processing of low-illumination images in the system, add 
auxiliary graphics processing programs, and change the 
processing mode of the system to multiple-simultaneous loop 
processing. Then, in the low-light and low-light image 
processing environment, the corresponding low-light image 
weak signals and photos are enhanced at various levels, to 
complete the low-light image weak signal enhancement 
processing by the cyclic residual neural network. 

IV.  EXPERIMENTAL ANALYSIS 

A.  Experimental Conditions 

To verify the effectiveness of the low-light image weak 
signal enhancement algorithm based on a neural network, a 
simulation comparison experiment was carried out. Select the 
images in the Joint Video Stitching and Stabilization from 
Moving Camer 
(http://www.liushuaicheng.org/TIP/VideoStitching2016/index.
html) dataset, and the schematic diagram of the low-light 
image is shown in Fig. 3. 
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Fig. 3. Schematic diagram of low-light image 

TABLE I.  GAN NEURAL NETWORK PARAMETERS 

Index Parameter 

The number of network layers 3 

The number of iterations 94 

The weight of the first layer 0.5 

The offset term 0.7 

The learning rate 0.001 

The parameters of the GAN neural network are set as 
shown in Table I. 

Under the above experimental conditions, the method of 
studies [3] and [4] are used as experimental comparison 
methods to test the effectiveness of the low-light image weak 
signal enhancement algorithm. 

B.  Analysis of Experimental Results 

Fig. 4 is a low-illumination image enhancement effect 
diagram obtained by applying the method of study [3], the 
method of research [4] and the method of this paper to the 
low-illumination image enhancement operation. 

 
(a) Reference [3] method 

 
(b) Reference [4] method 

 

(c) This paper method 

Fig. 4. Low-light image enhancement effect diagram 

As can be seen from the above figure, the original 
low-illumination image is dark in brightness and the blurring 
phenomenon is serious. The enhancement effect of the method 
in studies [3] and [4] is poor, while the low-illumination image 
enhanced by the method in this paper has low brightness and 
sharpness. It shows that the application of this method can 
realize the enhancement of low-light images, and the 
enhancement effect is better, which can better meet the needs 
of practical work. 

Clarity and information entropy are two important 
indicators that reflect the enhancement effect of weak signals 
in low-light images. Table II shows the values of sharpness 
and information entropy at different scales obtained by 
performing sub-image enhancement operations on saturated 
areas of weak signals and low-contrast areas of 
low-illumination images using the method in this paper. 
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TABLE III.  CLARITY AND INFORMATION ENTROPY AT DIFFERENT SCALES 

Scale 

value 

low contrast area saturation area 

sharpness 
information 

entropy 
sharpness 

information 

entropy 

0.6 20.52 6.21 23.63 8.63 

1.2 21.52 6.59 22.52 8.52 

1.8 22.03 7.03 22.02 8.01 

2.4 22.96 7.42 21.96 7.56 

3.0  23.65 7.86 21.56 6.98 

3.6 24.52 7.99 20.32 6.23 

4.2 25.63 8.09 19.56 5.56 

4.8 26.66 8.33 18.96 4.98 

5.4 27.33 8.86 18.23 4.88 

6.0  27.86 9.01 17.63 4.35 

It can be seen from Table II that with the increase of the 
scale value, the sharpness and information entropy value of 
the low-contrast area of the low-illumination image both show 
an increasing trend. When the value is 0.6, it is increased by 
34%; the sharpness and information entropy of the saturated 
area of the low-light image shows a decreasing trend with the 
increase of the scale. When the scale value increases from 0.6 
to 6.0, the sharpness of the image decreases by 25%. 
Description: When the value of the scale is large, the 
low-contrast area of the low-light image has a better 
enhancement effect, and when the value of the scale is small, 
the saturated area of the low-light image has a better 
enhancement effect. Therefore, when applying the method in 
this paper to perform image enhancement on low-illumination 
images, large-scale and small-scale combined operations 
should be performed in the low-contrast and saturated regions 
of the low-illumination image to achieve better image 
enhancement effects. 

Fig. 5 shows the sharpness curves under different 
signal-to-noise ratios obtained by applying the method in this 
paper, the method in study [3] and [4] to perform weak signal 
multi-scale enhancement operations on low-illumination 
images respectively. In Fig. 5, with the increase of the 
signal-to-noise ratio, the sharpness curves of the three 
methods all show an upward trend, but the sharpness curves of 
the method in this paper are higher than those of the methods 
in researches [3] and [4] from the beginning, and with the 
increase of the signal-to-noise ratio, the sharpness curve 
obtained by applying the method in this paper to perform the 
image enhancement operation on the low-illumination image 
has an obvious upward trend. Increased by 50% and 65%. 
Prove: Applying the method in this paper to perform image 
enhancement operations on low-light images can obtain higher 
image clarity, and the advantages of low-light image 
enhancement are more obvious. 
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Fig. 5. Comparison of sharpness curves 
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Fig. 6. Peak signal-to-noise ratio curves of different methods 

In order to verify the advantages of the method in this 
paper in denoising low-illumination images, the peak 
signal-to-noise ratio curves under different noise variances 
obtained by applying three methods to perform denoising 
operations on low-illumination images are shown in Fig. 6. 

Analysis of Fig. 6 shows that the peak signal-to-noise ratio 
curves obtained by applying the three methods to perform 
denoising operations on low-illumination images all gradually 
decrease with the increase of noise variance, but the peak 
signal-to-noise ratio curves obtained by applying the method 
decrease from one to one. In the beginning, it is higher than 
the methods of [3] and [4], and with the increase of noise 
variance, the downward trend of the curve is very insignificant. 
Experiments show that the method in this paper is used to 
perform denoising operation on low-illumination images, and 
the denoising effect is better than the methods in [3] and [4], 
and it has more advantages in denoising low-illumination 
images. 
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V.  CONCLUSION 

This paper proposes a low-light image weak signal 
enhancement algorithm based on a neural network. The 
experimental results show that the method in this paper has a 
better enhancement effect on low-light images. When the scale 
value is large, the low-contrast area of the low-light image has 
a better enhancement effect. When the scale value is small, the 
saturation area of the low-light image has a better effect. It has 
a better enhancement effect, and the image-denoising effect of 
this method is better. 
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Abstract—In this study, the digital intelligent management 

platform of high-rise building construction based on BIM 

technology is used for real-time monitoring and management of 

construction progress and quality. In the data acquisition and 

processing layer, construction site data is obtained through RFID 

technology. After processing such as cleaning and integration, it 

is input to the BIM model layer to dynamically generate various 

real-time BIM models, and these real-time BIM model 

information is input to the application layer to query, monitor 

and correct the construction progress and quality. The results 

are presented by the display layer. The actual application results 

show that the real-time BIM models generated by the platform 

have clear details and can realize the query, monitoring and 

correction functions for the construction progress of high-rise 

buildings, and effectively correct the construction progress 

according to the construction progress monitoring query results 

to achieve the unification with the planned progress. It can 

effectively realize the visual measurement of the size of each 

component in construction and monitor the construction quality 

in real time. 

Keywords—BIM technology; high-rise building construction; 

digitization; intelligent management; BIM model; RFID 

technology 

I.  INTRODUCTION 

With more and more complex high-rise construction and 
longer construction cycle in recent years, it makes the control 
of construction progress and quality more and more difficult. 
Therefore, the collaborative management of construction 
progress and quality of high-rise buildings has become a very 
important research topic in the field of engineering 
construction [1]. Many studies have been done by scholars at 
home and abroad for this purpose. At present, most of the 
studies are exploring the working principles of management 
and platform for comprehensive monitoring of progress and 
quality implementation in the construction phase. However, 
such management platforms lack specific responses in case of 
changes in project construction and are not effective in 
ensuring that high-rise buildings proceed as planned [2, 3]. 
Therefore, there is a need to create a platform that can adapt to 
this change. 

J. Zhang et al. (2021) study the project critical chain 
schedule monitoring method based on project resource 
segmentation, and determine the early warning state value by 
multi-objective fuzzy comprehensive evaluation method, solve 
the overdue minimization objective function, and finally use 

BPNN to predict the next phase of the project so as to deal with 
the problems in the project implementation process in a timely 
manner. In order to realize the monitoring and management of 
project progress, this monitoring method of construction 
project progress can effectively predict the project risk 
situation and has good effect on reducing the overdue 
completion rate and overcapacity rate, but it does not 
implement monitoring and management of construction quality 
of the construction project [4]; Zhou, C et al. (2020) proposed 
that the digital construction management platform in EPC 
mode is mainly from EPC mode starting from the EPC model 
to solve the key problems in the digital construction of large 
enterprises, so as to analyze the necessity of applying the EPC 
model in digital construction. Although this platform can 
realize the basic digital management in construction, it lacks 
the function of real-time correction and adjustment according 
to the plan in the actual construction process [5]; Ma, G et al. 
(2019) proposed an engineering construction schedule 
optimization model based on improved genetic algorithm, 
constructed the overlapping strategy decision model of 
engineering schedule, combined with the optimization 
algorithm to output the overlapping strategy with precise 
overlapping rate, and obtained the overlapping strategy in 
meeting the premise of schedule requirements, the optimal 
schedule plan is obtained. This model can achieve the optimal 
management of project construction schedule, but does not 
have the ability to control the project construction quality [6]. 
In recent decades, information simulation technology has been 
widely used in the construction industry, especially the 
Building Information Modeling (BIM) technology. This 
technology is considered as an essential tool for construction 
project management. All project participants can share and 
exchange information with each other with the help of BIM 
technology platform, which is also an upgrade of CAD 
technology. In a real sense, it realizes industrialization, 
refinement, digitization, informatization, and intelligence in the 
construction industry [7, 8]. It not only reflects the geometric 
information of building entities, but also shows a large amount 
of building information such as structure type, material type, 
manufacturer, construction quality, etc. during the whole life 
cycle of a construction project. It not only provides a unified 
data and information source for the collaborative management 
of all project participants, but also promotes the reform process 
of building construction progress and quality management [9]. 
Obtaining 3D models through BIM technology can enhance the 
interactivity of manual models [10]. However, due to the large 
volume and high investment in the construction of high-rise 
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buildings, the wide range of specialties and long period, the 
impact on the surrounding environment and complex 
construction organization and other challenges. Therefore, in 
the construction process of high-rise buildings, we need to 
adopt BIM technology to solve the problems of construction 
progress and quality management in real time. For the 
pre-processing of the data, RFID technology is required. This 
technology, also known as radio frequency identification, is a 
communication technology [11]. This technology allows the 
identification of specific targets and the reading and writing of 
relevant data through wireless communication without the need 
to establish mechanical or optical contact between the 
identification system and the specific target. 

Based on the above analysis, this paper innovatively 
proposes a digital intelligent management platform for 
high-rise building construction based on BIM technology. The 
digitalization of construction progress and quality in the 
construction process of complex high-rise buildings is visually 
and intelligently monitored and managed, which improves the 
comprehensive management level in the construction process 
of high-rise buildings and ensures the construction progress 
and quality of high-rise buildings. Firstly, RFID technology is 
used for data collection, and then the data is input into the BIM 
model proposed in this study. 

II.  DIGITAL INTELLIGENT MANAGEMENT PLATFORM FOR 

HIGH-RISE BUILDING CONSTRUCTION 

A.  Overall Architecture Design of the Platform 

Architecture design of the digital intelligent management 
platform for high-rise building construction based on BIM 
technology. The key objective of the platform is to realize the 
visual digital intelligent management of the construction 
progress and quality of high-rise buildings, as well as to ensure 
the construction quality and progress. The overall architecture 
design of the platform is shown in Fig. 1. 

The intelligent management platform is mainly composed 
of data acquisition and processing layer, BIM model layer, 
application layer and display layer. The data of high-rise 
building’s construction site is collected through the data 
acquisition and processing layer. After processing the collected 
data, the BIM model layer uses the processed high-rise 
building’s construction site data to build terrain BIM model, 
high-rise building’s BIM model, high-rise building’s 
construction information BIM model, construction machinery 
and equipment’s BIM model and the 4D BIM model of 
high-rise building construction. Various BIM models are 
introduced into the application layer to prepare the progress 
plan and progress report of high-rise building construction, 
monitor and correct the construction quality and progress in 
time, simulate and optimize the construction process, and 
present various application results in the application layer to 
the construction manager in real time through the display layer, 
so as to complete the digital intelligent management of 
high-rise building construction progress and quality. 
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Fig. 1. Overall architecture diagram of digital intelligent management 

platform for high-rise building construction based on BIM technology 

B.  Design of Data Acquisition and Processing Layer in 

Digital Intelligent Management Platform for High-Rise 

Building Construction 

In the digital intelligent management platform for high-rise 
building construction designed in this paper, the data 
acquisition and processing layer mainly realizes the collection 
and processing of building and mechanical equipment data on 
the high-rise building construction site. Therefore, this layer 
can be divided into two parts: data acquisition and data 
processing. The key contents of the two parts are as follows: 

1) Data collection part: mainly using RFID technology to 

collect construction site data of high-rise buildings in real time. 

It provides strong data support for the realization of digital 

intelligent management of the building. In terms of 

applicability, RFID technology has technical advantages in the 

field of building management. Its superior non-contact reading 

and writing function can be used to quickly identify 

information such as high-rise building construction [12]. In this 

study, RFID technology is used to quickly identify and collect 

information from each instrument and equipment in high-rise 

buildings and construction, and to complete the storage and 

transmission of the collected information. Its structure is shown 

in Fig. 2. 
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Fig. 2. Structure diagram of data acquisition part of RFID technology 

The realization process of RFID technology in the data 
acquisition part is as follows: i) identification and information 
acquisition of buildings and mechanical equipment: the RFID 
technology in the data acquisition part is mainly composed of 
RFID tag, RFID reader and antenna. In the on-site construction 
process, RFID tag is generally placed in mechanical 
equipment, and RFID reader and writer are placed in each floor 
of buildings; when the RFID reader scans the RFID tag, the 
antenna of the RFID reader transmits radio waves, and the 
antenna of the RFID tag receives the transmitted radio waves, 
activates the RFID tag, and collects the existing building and 
mechanical equipment and other information, such as building 
and mechanical equipment ID; for mechanical equipment with 
motion range on the construction site, RFID can not only 
collect its construction information, but also realize the 
accurate positioning of mechanical equipment according to the 
collected information. ii) Information storage and transmission 
of buildings and mechanical equipment: after the RFID reader 
obtains the actual construction information of buildings and 
mechanical equipment on the construction site in real time, it 
can write the information into the RFID tag, decode it and 
transmit it to the RFID background database for storage by 
GPS or wireless network, or directly to the data acquisition 
terminal. 

2) Data processing part: the data processing part is the 

intermediate filter layer for effective information transmission 

from the data acquisition part to the BIM model layer. The 

amount of information collected by RFID technology in the 

data acquisition part is huge and miscellaneous. It must be 

further processed by data analysis, data cleaning and data 

integration, so as to provide efficient data information flow for 

the management of high-rise building construction. Since a 

large amount of complex data will be generated during the 

construction of high-rise buildings, NoSQL, Sybase, Oracle 

and other databases can be selected for data storage of the 

information of buildings and mechanical equipment on the 

construction site obtained by RFID technology in the data 

acquisition part [13]; At the same time, due to the non-standard 

data form, data conflict, data duplication and other situations in 

the obtained information, in order to effectively manage the 

construction progress and quality of high-rise buildings in the 

digital intelligent management platform, it is necessary to 

analyze and clean such complex and diverse information data. 

Through the statistical analysis and network analysis of such 

information data, the classification and standardized processing 

of such information can be realized [14]; The cleaned and re 

selected data cannot be directly applied to the intelligent 

management platform. It is necessary to sort out such data 

forms through data integration, so that the BIM model layer in 

the intelligent management platform can directly extract and 

use these data, and use these data to obtain various 

corresponding BIM models, so as to lay a foundation for the 

application and implementation of the management platform. 

C.  Design of BIM Model Layer in Digital Intelligent 

Management Platform for High-Rise Building 

Construction 

1) Structure Design of BIM Model Layer 

Based on its own characteristics, if the traditional 
construction management mode is adopted, the management 
efficiency is not only low, but also easy to cause the loss of 
information and other problems. In this paper, the BIM model 
layer is designed by using BIM integration technology in the 
digital intelligent management platform of high-rise building 
construction, which can effectively solve the above problems. 
According to the digital intelligent management requirements 
of high-rise building construction, the BIM model layer 
structure of the digital intelligent management platform for 
high-rise building construction is designed. This layer uses 
different software to build three-dimensional terrain’s BIM 
model, high-rise building’s BIM model, construction 
machinery and equipment’s BIM model, high-rise building’s 
construction information BIM model and the 4D BIM model of 
high-rise building construction. Through the application layer 
of the digital intelligent management platform of high-rise 
building construction, the integration and application of this 
BIM model are realized, so as to realize the digital visual 
intelligent management of high-rise building’s construction 
progress and quality. The structural design of BIM model layer 
is shown in Fig. 3. 
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Fig. 3. Structure design drawing of BIM model layer 
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Various BIM models in the BIM model layer are described 
as follows: 

a) Three-dimensional terrain’s BIM model: this model 

is a three-dimensional real scene model, which can well reflect 

the terrain and geomorphic characteristics of the high-rise 

building’s construction area. It is intuitive, vivid and realistic. 

The model is composed of terrain mapping data and real 

image. After collecting the terrain image of the area where the 

high-rise building construction is located, the 

three-dimensional digital model of surrounding buildings, 

terrain and geomorphic vector data and other information, it is 

imported into BIM software for processing, to obtain the 

three-dimensional BIM model of terrain and landform. 

b) BIM model of high-rise building: in order to 

maximize the coincidence between the construction simulation 

and the actual construction process, taking the construction 

process of high-rise building as the goal and based on the 

construction scheme plan, the construction project of high-rise 

building is divided into different construction areas for 

modeling. The model is the basis of realizing digital intelligent 

management of high-rise building construction. It integrates 

physical and functional characteristics, including the spatial 

location, shape structure and material properties of high-rise 

building’s construction projects. BIM model construction of 

high-rise building mainly includes two parts: terrain surface 

solid model and high-rise building’s partition solid model. 

Whether it is terrain surface solid model or high-rise building’s 

partition solid model conforming to partition, the multi-level of 

detail accuracy of components generated by BIM component 

assembler directly determines the accuracy of partition solid 

model of high-rise building construction [15-17]. BIM 

software editor can be used to improve the overall accuracy of 

generated components. The specific process is shown in Fig. 4. 
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Fig. 4. BIM model assembly flow chart of high-rise building 

c) BIM model of high-rise building’s construction 

information: the BIM model of high-rise building’s 

construction information based on BIM technology mainly 

includes construction progress and construction quality 

information, which has better visibility. This model can be 

created with the help of Microsoft Project (MSP), and the bar 

chart of on-site construction progress can be prepared 

according to the created model. 

d) BIM model of construction machinery and 

equipment: the information data of various construction 

machinery and equipment on the high-rise building’s 

construction site obtained and processed by the data acquisition 

and processing layer in the platform is used to import into the 

BIM software to generate the real-time BIM model of 

construction machinery and equipment in the operation of the 

construction site. 

e) 4D BIM model of high-rise building construction: 

the 4D BIM model of high-rise building construction is the 

integration of BIM model and high-rise building’s BIM model 

of high-rise building’s construction information. 

2) Design of Dynamic Modeling Process in BIM Model 

Layer 

The accuracy of traditional manual modeling methods 
cannot be guaranteed, and it is time-consuming and laborious. 
It costs a lot in practical application. Due to many 
uncontrollable factors in the intermediate process of 
automatically creating BIM model, it is easy to miss or deviate 
from the model. Therefore, in the digital intelligent 
management platform of high-rise building construction, the 
dynamic modeling process of BIM model layer combines time 
series and planning model to realize the dynamic generation of 
various BIM models. In the design stage before the 
construction of high-rise building project, the pre generated 
BIM model corresponding to the construction plan of high-rise 
building project [18] is the planning model. According to this 
planning model, various BIM models can be dynamically 
created, which can make full use of the planning model to 
complete the verification of the real-time creation model, 
ensure the accuracy and integrity of high-rise building 
construction, and reduce the complexity of automatic 
modeling. 

The dynamic modeling method used in the BIM model 
layer in this paper is to obtain the spatial position and 
orientation of each model component in the actual high-rise 
building’s construction project by using the processed on-site 
construction data on the basis of the data acquisition and 
processing layer, and change the planning model to obtain 
various actual BIM models according to this kind of actual 
information. This way of creating the actual BIM model based 
on the planning model can not only ensure the accuracy of the 
BIM model, but also reduce the complexity and workload. For 

the convenience of description, aU
 is defined as the actual 

BIM model generated by the BIM model layer, and bU
 is 

defined as the plan model. Then the relationship between the 
two is: 
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 a bU U
 (1) 

Where,   represents the model change function, which 
aims to transform the planned model components according to 
the information of the actual high-rise building’s construction 
site, such as rotation, clipping, spatial position movement and 

so on. The planning model bU
 can be described by a series 

of elements bC
 and the relationship bH

 between elements, 
that is: 

,b b bU C H
 (2) 

Therefore, only a certain transformation of bC
 and bH

 

is needed to generate aU
. The transformation equation used 

here is: 

 max , ~l l

b b afit B U U U  
   (3) 

Where, B  represents the characteristics of the obtained 

construction site data; 
l

bU
 represents the BIM planning 

model modified by l  iterations; 
 , l

bfit B U
 represents a 

function for calculating the similarity between B  and 
l

bU
; 

bU
 represents an approximate solution of aU

 and the 

optimal solution of 
fit

 function. This dynamic modeling 
method of real-time generating BIM model based on planning 
model not only has high modeling efficiency, but also has high 
precision, and can reconstruct the covered part. The dynamic 
modeling process of BIM model layer combining time series 
and planning model is shown in Fig. 5. 
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Fig. 5. Dynamic modeling process diagram of BIM model layer combined 

with time series and planning model 

The detailed steps of dynamic modeling process of BIM 
model layer combining time series and planning model are as 
follows: 

1) Format conversion of high-rise building’s information 

model: in order to obtain the detailed information in the BIM 

model, it is necessary to convert the irregular geometry in the 

BIM model into triangles, that is, convert the parametric BIM 

model into STL data format [19]. Relatively complex planes or 

surfaces can be represented in detail by triangles. 

2) Rough model registration: rough registration of the 

converted model is carried out based on the spherical 

coordinate system. The converted model is an entity to be 

pseudo scanned in the coordinate system. In the matching 

process, it is necessary to select the datum points of high-rise 

building’s construction engineering facilities to obtain more 

than three point pairs, and then rough registration is carried out. 

3) Fine model registration: for each scanning point in the 

data generated after laser scanning of the solid parts of the 

converted model, the model points of the corresponding parts 

can be found in the planning model after mapping, to record 

the included angle in the horizontal direction and the 

inclination angle in the vertical direction when the laser 

scanner scans the solid parts of the converted model. These two 

angles can determine the direction of the ray for the pseudo 

scanning of the converted model; Then, by calculating the 

intersection and distance between the triangular surface of a 

part in the planning model and the previously determined ray, 

the obtained intersection is the model point matching the 

scanning point; The vertices and corresponding intersections of 

STL triangles in the converted model need to be represented by 

spherical coordinate system, so the horizontal included angle 

and vertical inclination of the boundary of each triangle 

element can be identified. 

4) Model point matching: in the construction of high-rise 

buildings, each model point of each component can be matched 

with the corresponding scanning point. The previous coarse 

registration and fine registration ensure that each model point 

has the same angle with the actual scanning point. Therefore, it 

only needs to compare the distance D  between the model 

point and the scanning point to determine the relationship 

between this distance and the preset threshold      . If  
        , it is considered that the two-point pairing is 

successful. Therefore, the definition of D2 directly determines 

whether the automatic matching can be successful.       is 

defined as: 

 

max 1 2D    
 (4) 

Where, 1  represents the acceptable construction error in 

the actual high-rise building construction; 2  represents the 
average value of registration error. 

5) Recognition of model components after conversion: for 

the point matching method, as long as a certain number of 
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point pairs are judged to match, it can be considered that the 

components are recognized, but its stability depends on the 

number of point pairs sought [20]. Here, a method with higher 

stability is combined to judge whether the object is recognized 

more effectively. The process of the method is as follows: i) 

define parameter    as the surface area of the model, that is, 

the sum of the areas formed by the equal division of the 

distance between adjacent discrimination points. ii) Define the 

model’s surface area threshold    as: 
2

maxtan tan disteS n  
 (5) 

Where, n  represents the minimum number of model 

recognition point pairs; tan  and 
tan

 represent the 
tangent functions of the horizontal included angle and vertical 

inclination of the model components respectively; 
2

maxdist
 

represents the highest distance function of the distance between 
adjacent discrimination points. The accuracy of component 
identification is guaranteed by setting an appropriate threshold

eS
. When the threshold eS

 is less than or equal to eA
, the 

component can be considered to be successfully identified. 

6) Spatial position calculation of model components after 

identification: after the components of the converted model are 

successfully identified, the position and orientation of such 

components need to be calculated. After the third step of fine 

registration, the converted model will be paired with the 

real-time high-rise building’s state data points, so that the 

spatial position information such as the position and orientation 

of the components that have been successfully identified can be 

calculated. According to the spatial position information of 

such actual components, various real-time BIM models in 

high-rise building construction can be obtained by adjusting the 

parts of the plan model, such as rotation and clipping. 

D.  Construction Progress and Quality Monitoring Process of 

Application Layer in Digital Intelligent Management 

Platform for High-Rise Building Construction 

In this paper, the application layer of the digital intelligent 
management platform for high-rise building construction 
mainly realizes the functions of construction progress planning, 
report generation, monitoring, correction, construction quality 
monitoring, and the optimization and simulation of the whole 
construction process, etc. Among them, construction progress 
monitoring and construction quality monitoring are particularly 
keys. Therefore, the design is implemented for the monitoring 
process of high-rise building’s construction progress and 
quality. Fig. 6 shows the details. 
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Fig. 6. Monitoring process diagram of construction progress and quality 

Construction progress and quality monitoring is based on 
the construction plan. The BIM model layer is used to import 
various BIM models in the actual construction of high-rise 
buildings in the application layer, so as to visually and 
intelligently supervise whether the actual construction progress 
and quality of high-rise building projects under construction 
are consistent with the construction plan, so as to achieve the 
purpose of digital intelligent management of high-rise 
building’s construction progress and quality. The management 
of high-rise building’s construction progress and quality 
realizes the input of time nodes and construction tasks of 
high-rise building’s project construction. In the management 
process, the generated construction progress chart and 
construction quality model chart can be reviewed to observe 
whether they meet the construction requirements, and the 
construction progress and quality can be checked and recorded 
in real time. 

In the digital intelligent management platform of high-rise 
building construction, the construction progress and quality 
report is generated according to different time periods. 
Through the comparative analysis of the current construction 
progress and quality and the planned construction progress and 
quality, the report is formed and output through the display 
layer to realize the supervision and reminder of high-rise 
building’s construction progress and quality; At the same time, 
it can query the completion of high-rise building’s construction 
tasks according to the time, content, cycle and other keywords 
of construction tasks, and adjust the construction progress and 
quality of high-rise buildings in real time to avoid the waste of 
time, manpower and economic cost. So far, the design of 
digital intelligent management platform for high-rise building 
construction based on BIM technology has been completed. 
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III.  ANALYSIS OF EXPERIMENTAL RESULTS 

Taking a high-rise building project under construction in an 
area as an example, this platform is applied to the construction 
management of the high-rise building project to test the 
practical application effect of this platform. The high-rise 
building project is divided into 10 partitions, each partition is 
numbered a ~ j. Digital intelligent management is implemented 
for the construction progress and construction quality of each 
partition through the platform of this paper. The specific 
inspection process and results are analyzed as follows: 

A.  Construction Progress Management Process and Result 

Analysis 

Firstly, two partitions c and f are randomly selected from 
the 10 partitions of the experimental high-rise building project, 
and the real-time BIM models of the two selected partitions are 
obtained through the platform in this paper. The presentation 
results are shown in Fig. 7. 

 
(a)C Partition real-time BIM model 

 
(b)F Partition real-time BIM model 

Fig. 7. Real-time BIM model of each partition of experimental high-rise 

building presented by this platform 

It can be seen from Fig. 7 that the real-time BIM model of 
each partition of the experimental high-rise building presented 
by the platform in this paper can show the internal information 
and layered information of the building in detail, and the 
visualization effect is clear, which is convenient for users to 
view and monitor the construction progress in real time, so as 
to realize the digital intelligent management of high-rise 
building construction. 

The real-time construction progress of partitions c and f of 
the experimental high-rise building is obtained through the 
platform in this paper. The deviation between the obtained 
real-time construction progress and the planned construction 
progress is compared and analyzed to realize the real-time 
monitoring of the construction progress. The bar chart of 
deviation comparison and analysis is shown in Fig. 8. 

According to the analysis of Fig. 8, the real-time 
construction progress of each partition of the experimental 
high-rise building can be obtained through the platform. After 
comparing the implementation deviation between the real-time 
construction progress of each partition obtained by the platform 
and the planned construction progress, it is found that the 
real-time construction progress of partition c of the 
experimental high-rise building is basically consistent with the 
planned construction progress, and there is almost no 
deviation; The real-time construction progress of partition f is 
different from the planned construction progress, and the 
deviation between the two is obvious. The actual construction 
progress of the partition is one day later than the planned 
construction progress. Therefore, the platform in this paper can 
monitor the actual construction progress of experimental 
high-rise buildings in real time, so as to provide guarantee for 
correcting the construction progress in time and ensuring the 
completion of the overall construction on schedule. 

Through the platform in this paper, the real-time 
construction progress of all partitions of the experimental 
high-rise building is obtained according to the above methods, 
and compared with the implementation deviation of the 
planned construction progress of each partition respectively, 
the obtained data are stored in the background database of the 
platform in this paper, and the number of each partition is used 
to query the planned and actual construction progress data of 
each partition to complete the construction progress query task. 
The query results are shown in Table I.
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TABLE I.  REAL-TIME QUERY RESULTS OF CONSTRUCTION PROGRESS OF THE PLATFORM IN THIS PAPER 

Partition 

number 
Plan time The actual time Schedule analysis Delays 

a 

 

March 10, 

2021 
March 15, 2021 

The required progress has been reached, but the 

progress is delayed 
Delay 5 days 

b 
March 13, 

2021 
March 12, 2021 Arrive ahead of schedule Without delay 

c March 8, 2021 March 8, 2021 
According to the original schedule to reach the 

specified progress 
Without delay 

d 
March 15, 

2021 
March 18, 2021 

The required progress has been reached, but the 

progress is delayed 
Delay 3 days 

e 
March 20, 

2021 
March 24, 2021 

The required progress has been reached, but the 

progress is delayed 
Delay 4 days 

f March 6, 2021 March 7, 2021 
The required progress has been reached, but the 

progress is delayed 
Delay 1 day 

g March 5, 2021 March 5, 2021 
According to the original schedule to reach the 

specified progress 
Without delay 

h 
March 17, 

2021 
March 18, 2021 

The required progress has been reached, but the 

progress is delayed 
Delay 1 day 

i March 1, 2021 March 3, 2021 
The required progress has been reached, but the 

progress is delayed 
Delay 2 days 

j 
March 25, 

2021 
March 31, 2021 

The required progress has been reached, but the 

progress is delayed 
Delay 6 days 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15Time

C 

partition

Real time construction schedule

Planned construction schedule

 
(a)Comparison between real-time construction progress and planned 

construction progress in c partition 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15Time

F 

partition

Real time construction schedule

Planned construction schedule

16

 
(b)Comparison between real-time construction progress and planned 

construction progress in f partition 

Fig. 8. Horizontal chart of deviation between real-time construction progress 

and planned construction progress in each partition 

It can be seen from Table I that the platform in this paper 
can query the actual construction progress of each partition of 
high-rise building in real time. From the query results, it is 
known that the actual construction progress of three partitions 
b, c and g of the experimental high-rise building project is not 
delayed compared with the planned construction progress, and 
the construction progress of the other seven partitions is 
delayed to varying degrees. 

Based on the above query results, under the management of 
the platform in this paper, the construction progress correction 
is implemented for the seven partitions with construction 
progress delay. Taking three partitions a, f and j as examples, 
the bar chart of the real-time construction progress and planned 
construction progress of each partition after the correction of 
this platform management is presented to test the correction 
effect of construction progress management of this platform. 
The construction progress bar chart of each partition is shown 
in Fig. 9. 

As can be seen from Fig. 9, after the construction progress 
correction is implemented under the management of the 
platform in this paper, the actual construction progress and 
planned construction progress of each partition with 
construction progress delay in the experimental high-rise 
building project can be gradually unified. The construction 
progress management effect of the platform in this paper is 
remarkable, which can provide effective guarantee for the 
construction period of high-rise buildings. The data processing 
efficiency and progress error of this method, digital twin (DT) 
technology and EPC mode digital building management 
platform in construction progress are compared and analyzed. 
The results are shown in Table II. 
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Time

A 

partition

Real time construction schedule

Planned construction schedule

13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

 
(a)A partition real-time construction progress bar chart 

Time

F 

partition

Real time construction schedule

Planned construction schedule

13 14 15 16 17 18 19 20 21 22 23 24 25 26

 
(b)F partition real-time construction progress bar chart 

Time

J 

partition

Real time construction schedule

Planned construction schedule

13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28

 
(c)J partition real-time construction progress bar chart 

Fig. 9. Horizontal chart of real-time construction progress and planned 

construction progress in each partition after correction of platform 

management in this paper 

TABLE II.  COMPARATIVE ANALYSIS TABLE 

Comparison Items BIM DT EPC 

Data processing 
efficiency 

91.89% 78.93% 79.97% 

Progress advancement 
error 

0.156 0.342 0.459 

It can be seen from Table II that the data processing 
efficiency of BIM model is 91.89%, and the progress error is 
0.156, which is better than the processing progress of digital 
twin (DT) technology and digital building management 
platform under EPC mode. The construction progress 
management of BIM technology platform has a remarkable 
effect, which can provide an effective guarantee for the 
construction period of high-rise buildings. 

B.  Construction Quality Management Process and Result 

Analysis 

Based on the platform in this paper, the parts of the 
real-time BIM model of the two partitions c and f of the 
experimental high-rise building are obtained. Using these parts, 
we can measure whether the size of the internal components in 
the construction of each partition of the experimental high-rise 
building meets the construction requirements in real time, so as 
to achieve the purpose of real-time visual monitoring of the 
high-rise buildings’ construction quality. Taking the random 
components in the real-time BIM model of partitions c and f 
obtained by the platform in this paper as an example, the 
real-time measurement is shown in Fig. 10. 

①

②

 
(a)BIM model component measurement in partition C 

①

②

 
(b)BIM model component measurement in partition F 

Fig. 10. Real-time measurement of BIM model components in each partition 

of experimental high-rise building obtained by the platform in this paper 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

1066 | P a g e  

www.ijacsa.thesai.org 

As can be seen from Fig. 10, the internal details for the 
BIM model components of each partition of the experimental 
high-rise building obtained by the platform in this paper are 
clear, which can be used to realize the real-time visual 
measurement of the dimensions of each component in the 
component, so as to achieve the purpose of real-time 
monitoring the quality of each component in the construction 
of high-rise building. 

IV.  DISCUSSION 

This paper mainly analyzes the practical application effect 
of the platform in this paper from two aspects: the first aspect 
is the management effect of this platform on the construction 
progress of high-rise buildings; The second aspect is the 
management effect of the platform on the construction quality 
of high-rise buildings. Among them, the management effect of 
this platform on the construction progress of high-rise 
buildings is mainly tested through the actual construction 
progress monitoring, query and correction. The test results 
show that this platform can realize the functions of real-time 
progress monitoring, query and correction in the actual 
construction of high-rise buildings, and has a significant effect 
on the comprehensive management of construction progress; 
The management effect of this platform on the construction 
quality of high-rise buildings is only tested by the quality 
monitoring in the actual construction. The test results show that 
this platform can realize the real-time monitoring function of 
each component quality in the actual construction of high-rise 
buildings, but it is not verified for other functions of 
construction quality. This part needs to be further carried out in 
the future research, in order to improve the verification of the 
comprehensive management effect of high-rise building 
construction quality. 

V.  CONCLUSION 

With the development of science and technology, 
infrastructure construction is developing rapidly, and also 
showing the development trend of scale and complexity. In 
order to ensure that building construction can be put into use 
properly, it is necessary to ensure that the project can be 
completed on time as planned. Therefore, this paper proposes a 
digital intelligent management platform for high-rise building 
construction based on BIM technology to achieve 
comprehensive management of progress and quality during 
high-rise building construction by integrating the processes of 
data collection and processing, dynamic generation of BIM 
models, and construction progress and quality monitoring. The 
application effect of the platform was tested through practical 
engineering applications. The results show that the data 
processing efficiency of the BIM model proposed in the study 
is 91.89%, and the progress error is significantly lower than 
that of the digital construction management platform model 
under digital twin (DT) technology and EPC mode, and the 
application effect in construction progress monitoring, query, 
correction and construction quality monitoring is significant, 
which can realize the digital, visualization and intelligent 
management of high-rise building construction. In the future, 
we will continue to study the energy consumption and cost 
management in high-rise construction and further expand the 
practical application of this platform. This research can track 

the construction progress and monitor the construction quality 
in real time, which has significant effect compared with other 
technologies. 
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Abstract—The intelligentization of building interior 

decoration construction is of great significance to the 

construction of smart city, and robot automation has brought an 

opportunity for this. Robot self-decoration is the development 

trend in the future. One of the key issues involved, is the 

self-planning of mobile path. In this regard, the research adopts 

the proximal policy optimization algorithms (PPO) to improve 

the self-planning path ability of the decoration robot. For the 

information of lidar and robot status, the Full Connect Neural 

Network (FCNN) is used to process it. In addition, the reward 

function and the corresponding Credit Assignment Problem 

(CAP) model are designed, to accelerate the learning process of 

path planning. Aiming at the dynamic uncertainty in the actual 

environment, the adaptive loss function is used to build an 

auxiliary model to predict the environmental change. The 

simulation results show that the research and design strategy 

significantly improves the learning efficiency and path planning 

success rate of the decoration robot, and shows good adaptability 

to the dynamic environment, which has important reference 

significance for the practical application of the decoration robot. 

Keywords—Interior decoration; path planning; deep 

reinforcement learning; reward function; credit allocation 

I.  INTRODUCTION 

Smart city is the universal vision of urban development in 
various countries. It uses modern technologies such as the 
Internet, big data and the Internet of things to solve urban 
governance problems, involving many fields such as 
architecture, transportation, medical treatment and smart home 
[1]. Intelligent robot is indispensable in the comprehensive 
environment of smart city [2]. In smart city architecture, the 
building scale is gradually expanding, but the number of labor 
is decreasing. Building construction automation has become 
an inevitable trend to improve production efficiency and 
quality. Robot technology provides new conditions and 
foundation for this [3]. On the whole, the development of 
construction robots is still at an early stage. The main robots 
that have been put into use at home and abroad are wall 
construction robots, decoration robots, facade maintenance 
robots, 3D printing robots, etc. [4-6]. The decoration robot has 
realized the plastering, painting, door and window installation 
and other processes of interior decoration, which has promoted 
the automation of interior decoration. The decoration robot 
mainly includes sensor, positioning system, control system 
and other parts. The sensor combined with the positioning 
system enables the decoration robot to realize the movement 

path planning, positioning, obstacle avoidance and other 
actions. Traditional robots use simultaneous localization and 
mapping (SLAM) to construct prior knowledge to avoid 
obstacles [7]. Therefore, the degree of intelligence is not high, 
and automatic identification cannot be carried out. Faced with 
the uncertainty of the actual indoor environment, the 
adaptability to the dynamic environment is not high, and the 
ability of path planning and obstacle avoidance needs to be 
improved. Therefore, a path planning strategy based on PPO 
deep reinforcement learning algorithm is proposed, which 
enables the decoration robot to obtain external information 
through the sensor system, make path selection decisions 
through autonomous learning, and improve the intelligent 
degree of the robot. Through the auxiliary model based on 
adaptive loss function, the adaptive degree of the robot is 
improved, providing a new way for the practical application of 
the indoor decoration robot. 

II.  RELATED WORK 

Interior decoration is an important part of urban 
construction, and its construction automation is an important 
direction of future development. In this regard, robot 
technology is a key technology, in which the research on robot 
path planning is an important issue and research hotspot. 
Using voxel space modeling and vector field path 
optimization, Min JK et al. proposed a new method for 
planning the robot's three-dimensional obstacle avoidance path 
to realize the robot's three-dimensional obstacle free path 
planning in the factory environment [8]. Guo X et al. proposed 
a robot intelligent assembly path planning scheme based on 
the improved Q-learning algorithm by adding a dynamic 
reward function to accelerate the convergence speed and 
design a trap avoidance scheme. Experiments show that the 
six joint robot UR10 has a good three-dimensional path 
optimization ability under this algorithm [9]. Zhang S et al. 
used information entropy to describe the population diversity 
of ant colony algorithm, thus improved an adaptive ant colony 
algorithm and improved the optimization ability of the 
algorithm. Through evaluation and significance test, it is 
proved that the algorithm is feasible in mobile robot path 
planning and has good performance [10]. Zhao W et al. 
proposed a heuristic search path planning method to solve the 
defects of traditional path planning methods in high demand 
environments. The experimental results show that more robots 
in narrow and long channels can run in a coordinated and 

*Corresponding Author 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 12, 2022 

1069 | P a g e  

www.ijacsa.thesai.org 

orderly manner and have better path planning ability [11]. Jing 
et al. designed an intelligent interactive system for home 
robots, so that the robot has a perception and positioning 
system, and can realize autonomous navigation and obstacle 
avoidance. Experiments show that the robot using this system 
can better adapt to the family dynamic environment, and the 
human-computer interaction effect is good [12]. Islam M R et 
al. reset and introduced a new basic operator of chemical 
reaction optimization algorithm, and proposed an improved 
meta heuristic path planning algorithm. The experimental 
results show that the algorithm has good performance and can 
effectively improve the robot's path optimization ability in 
complex tasks [13]. 

Sharma K and Doriya R use the intelligent distance 
measurement method to improve the path planning ability of 
multi robot systems when performing tasks in large 
warehouses. This method has achieved good results in the 
coordinated operation and path optimization of multi robot 
systems [14]. Kang J G et al. designed a rerouting method 
using trigonometric inequality to improve the Rapid Exploring 
Random Tree (RRT). The simulation results show that, 
compared with RRT and RRT connection algorithm, the 
planning ability and path optimization ability of this algorithm 
are improved [15]. Zhang Z et al. proposed a path planning 
method based on the improved A* algorithm according to the 
special kinematic characteristics of the spherical motion robot, 
which improved the search efficiency of the robot and could 
find the optimal path in a short time [16]. Zhang TW et al. 
proposed an improved firefly algorithm (FA) combined with 
genetic algorithm (GA) to solve the defect of local optimal 
solution of FA algorithm. The experimental results show that 
the performance and accuracy of the improved algorithm are 
improved, and good results can be achieved when applied to 
robot path planning [17]. Chi W et al. proposed a heuristic 
path search method by using the feature extraction algorithm 
of Generalized Voronoi Diagram (GVD) to improve the path 
planning ability of fast robots in obstacle environments. The 
results show that this method is highly efficient, the results of 
one-time feature extraction can be reused, and the robot can 
efficiently search the obstacle free path [18]. Yang Y et al., 
based on the global and local levels, used the two-level path 
planning method to enable the robot to effectively avoid 
obstacles in a multi obstacle mobile environment. The results 
show that the actual application effect is good [19]. Xu T et al. 
perceived the shape of obstacles and planned the obstacle 
avoidance path of the robot arm under specific circumstances 
by improving the artificial potential field method. The results 
show that the method is highly adaptable to the environment 
and can effectively avoid obstacles [20]. In spherical tank 
inspection, Li J et al. planned the path of their inspection robot 
by improving Fleury algorithm, and recognized the welding 
line through depth learning network. The results show that the 
application effect of the path planning method is good [21]. 

From many researches on robot path planning, it can be 
seen that the current common path planning methods mainly 
include graph planning algorithm, spatial sampling, deep 
reinforcement learning and so on. The deep reinforcement 
learning method combines the deep learning and 
reinforcement learning, so that the robot can realize the 

autonomous learning of path planning in the interaction with 
the external environment. Compared with the traditional 
methods, it has obvious advantages, and is more suitable for 
the path planning of indoor construction of decoration robots. 
However, previous studies have mostly used the existing 
algorithm framework to build models, neglecting the design of 
the algorithm itself, especially the shaping of the reward 
function, and the quality of the reward function is directly 
related to the effect of robot learning. The novelty of this 
paper is to optimize the algorithm through the construction of 
reward function, aiming to improve the ability of robot 
autonomous planning. In this regard, this research focuses on 
the shaping and use of reward function, and deeply discusses 
the deep reinforcement learning method of robot path 
planning, hoping to propose an effective autonomous planning 
learning scheme. 

III.  DESIGN OF SELF PLANNING LEARNING SCHEME FOR 

MOBILE PATH OF DECORATION ROBOT 

A.  Learning Method of PPO Algorithm and FCNN Neural 

Network 

With the development of smart cities, intelligent interior 
decoration has become a new direction of interior decoration 
development. Robots replace manual workers to carry out 
relevant decoration operations. During this period, the robot 
path planning problem needs to be solved. In this paper, PPO 
algorithm is used as the basic algorithm of path planning 
learning for decoration robot. This algorithm is a gradient 
optimization algorithm based on policy garden and off policy. 
It combines the advantages of strategy and value function, and 
performs well in tasks with continuous control and continuous 
scenarios. Generally, a reinforcement learning process can be 
described as a Markov Decision Process (MDP) [22]. This 

process can be expressed as a four tuple  , , ,M S A R P , S

is the environment state set, A is the action set, R is the 
reward function, and P is the state transition function. In the 
interactive environment, at each time step t , the agent's status 

is ts  and the action is ta . It gets a reward 1tr  and moves to 

the next state 1ts  . When the cumulative reward reaches the 

maximum tG , as shown in equation (1), the agent enters the 

termination state. 

1

10

T t n
t t nn

G R
 

 
  (1) 

In equation (1), [0,1]  is the attenuation coefficient. 

PPO algorithm is based on Actor-Critic algorithm. The 
Actor-Critic algorithm combines two reinforcement learning 
methods, value based and policy based, and is divided into 
two different network structures, Actor and Critic [23]. The 
idea of the algorithm is to use Actor network to generate 
actions to interact with the environment, and Critic network to 

evaluate actions. In the strategy  , the state estimation of 

Critic output is shown in equation (2): 

   , ,Q s a Q s a
   (2) 
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In equation (2),  is the parameters of Actor network, 
is the parameters of Critic network. Therefore, as a Policy 
Gradient (PG), the calculation of Actor-Critic algorithm is 
shown in formula (3): 

     log , ,J E s a Q s a
            (3) 

The Policy Gradient has a high square difference, which 
can be solved by subtracting a Baseline [12]. During actual 
operation, you can select a Baseline function and add an 
Advantage function in the form of

     , ,A s a Q s a B s    
  , so as to obtain a new 

calculation formula of Actor-Critic algorithm, as shown in (4): 

     log , ,J E s a A s a




       

 
 (4) 

According to formula (4), the Actor-Critic algorithm 
adopts online update, that is, it needs to collect data again after 
completing an update, which is inefficient. In this regard, PPO 
algorithm introduces Importance Sampling into the existing 
framework, so that samples can be reused and offline updates 
can be realized.In this method, when it is impossible to obtain 

the expected  e x  of a variable x  subject to a continuous 

random distribution m , a distribution n  with close values is 

set, and the expected  f x  of the distribution is calculated 

to obtain the expected score distribution m , as shown in 
formula (5): 

       
 

 
 

 
 

 

~

~

x m

x m

m x
E e x f x m x dx f x n x dx

n xm x
E e x

n x

    
 

  
  

 
 (5) 

Therefore, the Actor-Critic gradient calculation formula of 
Importance Sampling is introduced, that is, the gradient 
calculation formula of PPO algorithm is shown in (6): 

   

 

 
 ,

|
,

|t t

t t

t ts a
t t

m a s
J E A s a

m a s

 







 
  

  
 (6) 

The path planning training flow chart of PPO algorithm is 
shown in Fig. 1. 
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Fig. 1. PPO training process 

FCNN neural network is used to process the state 
information of laser radar and robot. The algorithm has good 
fitting effect on nonlinear data. The full connection layer is 
converted into a convolution layer, which can be classified at 
the pixel level. However, it is not precise enough in the 
sampling process and is insensitive to some details. FCNN 
consists of input layer, hidden layer and output layer. The 
basic unit is neurons. There is no correlation between neurons 
in each layer, but all neurons in the other layer are associated. 
Information propagates unidirectionally from input layer to 
input layer. Its structure is shown in Fig. 2. 

Input layer

Hiden layer1 Hiden layer2

Output layer

 

Fig. 2. Structure of FCNN 

The propagation mode of FCNN can be expressed as 
formula (7): 

 
1i i i i

i i i

L K H C

K F L

 



 (7) 

In equation (7), iL represents the linear input of layer, iK

represents the output after layer activation, iH represents the 

weight matrix from layer to layer, iC represents the offset 

vector of layer, and iF represents the activation function of 

layer. In deep learning, a reverse algorithm is usually used to 
make FCNN propagate from the output layer to the input layer 
to update the neuron weight matrix and bias vector. The 

principle is to bring the data set 1{( , )}
pp p
pI x y   into FCNN 

training so that the output layer get py as shown in formula 

(8): 

 ,p py FCN x  
 

 (8) 

In Eq. (8),  FCN represents a FCNN neural network 

and  represents the training parameters of the FCNN 

network. After we get py , we can use the cost function to 

calculate ( , )p pLoss y y , and the gradient of the network can 

be obtained according to the partial derivative and learning 
rate  of the loss function to the weight and offset. Finally, 

the inverse algorithm updates the weight H and offset C of 

the network, as shown in equation (9): 

 

 

,

,

Loss H C
H H

H

Loss H C
C C

C





 
 

 



  

 (9) 
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B.  Design and Optimization of Reward Function 

In the process of deep reinforcement learning, the learning 
goal is to achieve the maximum cumulative reward, so the 
setting of reward function is directly related to the realization 
effect of learning goals [24]. The research aims at the problem 
of autonomous planning of the robot's indoor moving path, 
which involves two key abilities, namely, the ability of path 
optimization and the ability of obstacle avoidance. Therefore, 
two potential energy reward functions can be created 
respectively, and an initial reward function can be combined 
to get a better training effect. The initial reward function 

 , ,R s a s is shown in equation (10): 

 

 
0

40 0.25

, , 20 0.2

0.15

dif m

R s a s if m

p every step





 


  



 (10) 

In Eq. (10), 0.25d m  means that the robot successfully 

reaches the target within 0.25m, successfully completes the 
task, and the reward value is 60, and starts the next round of 

training; 0 0.2m  means that if the robot reaches within 

0.2m of the obstacle and the task fails, the reward value is -30 

and the next round of training starts; p is punish, motivating 

robots to perform training tasks. For the path optimization 
capability, it involves the distance from the end of the task and 
the angle of the travel direction. First, set the potential energy 

function rF for the target distance as shown in equation (11): 

     

 

   
2 2

, ,

,

r r r

r ax tx ay ty

F s a s s s

F r r r r

F rx ry





 




 


  


    


 (11) 

In Eq. (11), axr ， ayr indicates the position of the target 

position on the x-axis and y-axis; txr , tyr  indicates the position 

of the trolley in the x-axis and y-axis; r represents the 

distance between the robot and the target; rx , ry  

represents the difference between the target position and the 

trolley position in the x-axis and y-axis; r represents 

Euclidean distance; s indicates the current status; a indicates 

the action taken in the current state; s indicates the next state 

to move to. Set the potential energy function aF  for the robot 

travel direction angle g  as shown in equation (12): 

     

 

, ,

4 4

4

g g g

g

F s a s s s

if g

abs g if g

 

 




  


 
 

 

 (12) 

In Eq. (12)， g represents the orientation angle between 

the robot and the target position, and  abs g represents the 

absolute value. Within the range of 2 meters in diameter 

centered on the robot, the distance d  between the obstacle 

and the robot sets the potential energy reward function dF  as 

shown in Eq. (13): 

     , ,

1

1 1

d d d

d

F s a s s s

otr if otr

if otr

 



  


 
 



 (13) 

In Eq. (13) ， otr is the distance between the current robot 

and the obstacle. Adding the three potential energy reward 

functions set to the initial reward function  , ,R s a s  is the 

new reinforcement learning reward function, as shown in Eq. 
(14): 

   , , , , r g dR s a s R s a s F F F      (14) 

In the training scheme adopted in the study, every time the 
robot reaches the target point or fails to avoid obstacles, it will 
re-enter the new training process, and each round will obtain a 

training path st including reward sequence sr , as shown in Eq. 

(15): 

1 1 1 2 2, 2, , , , , , , ,s n n nt s a r s a r s a r  (15) 

This training process is carried out in rounds until the 

cumulative reward reaches the maximum tG . The global 

training in this way involves a credit allocation problem [25]. 
Generally speaking, in the whole process of robot path 
selection, the final selection step is relatively more Critic. 
However, as the number of training steps increases, the 
discount coefficient decreases exponentially. Therefore, the 
correlation between the reward return performance of the 
previous steps and the number of subsequent steps is very low, 
so that the variance of the final cumulative return is too high. 
This has a great impact on the update of the strategy gradient, 
and the sample utilization and training efficiency are therefore 
low. In order to solve this problem, we can build a credit 
allocation model, reallocate the reward value at the end of the 
decision sequence, and obtain the cumulative return value with 
smaller variance, so as to make the gradient update of 
reinforcement learning algorithm more stable and accelerate 
the training speed. The training structure of adding credit 
allocation model is shown in Fig. 3. 

In Fig. 3, ldS is the lidar information, sS  is the 

self-status information,  V s  is the status output value of 

the critical network,  a is the action distribution of the 

actor network, and  V s  is the status output value after 

credit allocation.After a complete path planning training, the 
robot can obtain three different reward values, namely, the 
positive reward value 60 for completing the training, the 
negative reward value -30 for collision obstacles, and the 
common reward value [-2.0,2.0] for reaching the maximum 
number of training steps. Each reward is shown in Fig. 4. 
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Fig. 3. Training model after adding credit allocation 
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Fig. 4. Credit allocation models 

The core of the problem to be solved is to allocate the 
reward impact of the later stage to the reward of the previous 
stage. First, the whole sequence needs to be segmented. The 
operation requirements are shown in formula (16): 

                         t t tP round S N      (16) 

In Eq. (16), tS is the reward sequence length, tN is the 

credit allocation indicator, that is, the sequence length divided, 

tN is the number of divided sequences, and  round refers 

to rounding. On the basis of the new segmented sequence, the 
reward of the later segment of the original sequence is 
redistributed in the direction from the back to the front and the 
discount coefficient  is taken as the criterion, so as to update 

the reward sequence sr  and recalculate the cumulative reward

tG . Then, the advantage functions oldAF  and newAF  of the 

original sequence and the updated sequence are introduced 
respectively, and their values are the respective maximum 

cumulative reward tG  and the state output value of the Critic 

network. The two advantage functions are multiplied by the 
coefficients   and   respectively, so obtain the final form 

AF  of the reward function, as shown in formula (17): 

old newAF AF AF    (17) 

In addition, in order to make the credit allocation 
perceived by the algorithm, a CACritic network is introduced 
to output additional credit allocation status. Finally, the loss 
functions of CACritic network, Critic network and Actor 
network are calculated by PPO algorithm respectively, so as to 
complete the shaping of the reward function. 

C.  Auxiliary Model Construction of Adaptive Loss Function 

In the static environment, because the elements of the 
environment are fixed, the “State-Action-Reward” of machine 
training is fully responsive. As long as the time and strategy 

required for training are met, the robot can tend to repeat 
training on a successful path or finally retain the training state 
related to all environmental elements, so it is easy to obtain 
the optimal path and achieve the maximum reward. However, 
in the real decoration scene, the environmental state will 
change constantly, and new structures and elements will be 
generated. Taking the same action at different times of the 
same path may result in different reward situations, which 
requires more adaptation to costs and has a negative impact on 
machine learning. The change of this environment is 
accidental. Therefore, the study assumes that the uncertain 
s-a-r condition obeys the Gaussian distribution, and then 
constructs an auxiliary model to predict this distribution. In 
the training process, the uncertainty of s-a-r is transformed 
into the uncertainty of obtaining rewards to affect the robot's 
decision-making. Therefore, the core of the auxiliary model is 
to connect two FCNN on the basis of the training model to 
predict the mean and variance of s-a-r distribution, so as to 
represent the mean of the reward and measure the uncertainty 
of the reward, and then use the adaptive regression loss 
function to compare the predicted value with the actual reward 
value. The reward uncertainty perceived by the robot with the 
help of the auxiliary model can be used as a reference for the 
next path planning decision-making, so as to improve the 
adaptability of the robot and speed up the speed of completing 
the learning task. The training structure with auxiliary model 
is shown in Fig. 5. 
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Fig. 5. Training model after adding credit allocation auxiliary task 

In Fig. 5,  is the s-a-r distribution mean predicted by the 

auxiliary model, and 2
  is the distribution variance.The 

specific method to build the model is to set the S-A-R data set 
of the dynamic environment, which follows the Gaussian 

distribution, described as ( , , )Trend s a r ,as shown in Eq. (18): 

   2, , ,Trend s a r N     (18) 

In Eq. (18),  is value of distribution, 2
 is variance of 

distribution, used to measure the uncertainty of reward. FCNN 
is used to predict the mean and variance of  S-A-R 
distribution. The prediction results are compared with the 
actual reward situation for regression training, and then the 

adaptive loss function W is used to calculate the difference 

between the two, as shown in equation (19): 

 
   

2 2

21

1 1 1
log

22

n

j j jj

j

W h s r s
n s

 



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(19) 
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In Eq. (19), js  represents the state of the path, jr is the 

reward obtained in this state,  jh s is the predicted mean 

value obtained by the auxiliary model,  
2

js is the variance 

obtained by the prediction model, and  
2

log js is the 

constraint added to prevent the gradient turbulence caused by 
too high variance. Finally, the loss functions of CACritic 
network, Critic network and Actor network are calculated by 
PPO algorithm respectively, so as to complete the addition of 
auxiliary model. 

IV.  EFFECT ANALYSIS OF SELF PLANNING LEARNING 

STRATEGY FOR MOBILE PATH OF DECORATION ROBOT 

A.  Simulation Experiment Setup 

The common robot operating system (ROS) is used as the 
programming framework of the robot running program, and 
the simulation environment is built in combination with the 
Gazebo simulation platform. Gazebo can perform simulation 
independently of ROS, or install ROS related function packs 
to build an environment model as a node of ROS. In addition, 
the turtlebot3 of the turtlebot series robots is selected as the 
simulation robot. It has high support for ROS, strong 
modularity and flexibility, and has a large number of relevant 
resources in the ROS community, which brings great 
convenience to the research. The ROS simulation training 
framework thus established is shown in Fig. 6. 

/gazebo

/gazebo/mdl_states

/gazebo/set_mdl_states

/odom

/scan

/ppo

/gazebo_gui

/gazebo

/obstacle_1

/cmd_vel

/obstacle_2

/obstacle_3

/obstacle_4
 

Fig. 6. Framework of ROS simulation training 

In Fig. 6, /ppo refers to the algorithm used in the 
experiment/ cmd_ Vel is the moving speed command sent to 
the robot/ gazebo and /gazebo_ GI refers to the Gazebo 
simulation program/ gazebo/set_ mdl_ States and 
/gazebo/mel_ States means setting obstacles and robot states/ 
Odom and /scan refer to mobile state sensor and laser ranging 
sensor/ obstacle_ 1~/obstacle_ N means moving 
obstacles.Firstly, the experiment simulation environment is 
built by using Gazebo software. The research is aimed at the 
indoor movement of the decoration robot. Therefore, 
considering the actual situation and the needs of experimental 
training, two kinds of square enclosed spaces including static 
obstacles and dynamic obstacles are built. The plan is shown 
in Fig. 7. 

(a)Simulation environment 1 (b)Simulation environment 2

 

Fig. 7. Gazebo simulation environment 

In Fig. 7, the closed block represents the static obstacle, 
the circular graph represents the dynamic obstacle, and the 
five pointed star represents the target position. Secondly, the 
linear velocity and angular velocity at different levels are set 
for the action parameters of the robot; For the running 
environment of the experimental program, the operating 
system is Ubuntu20.04 LTS, the processor is Intel i5 12600K, 
the graphics card is NVIDIA RTX2070Ti, python version 3.9, 
and pytoch version 1.9.1; The machine status includes 
real-time distance to the target, travel direction angle, travel 
speed information and completed action information; The 
ranging system adopts light detection and ranging (LIDAR). 

B.  Path Planning Ability Test and Performance Analysis of 

Decoration Robot 

Firstly, the training effect of path planning for decoration 
robot is compared between the initial reward function training 
model PPO and the improved reward function training model. 
The improved reward function training model is divided into 
improved reward function PPO-S and added credit allocation 
model PPO-SC. In static simulation environment 1, the path 
planning training effect of each model is shown in Fig. 8. 
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Fig. 8. Simulation environment 1(Static state) 
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Fig. 9. Simulation environment 1(Dynamic state) 

The results show that the PPO model robot has more 
collisions with its random exploration route, and gets some 
negative rewards. Finally, in order to avoid collision, it stays 
in place, and the reward remains at -15, and the task fails. PPO 
cannot guide the robot to complete the training task. In the 
PPO-S and PPO-SC models, the robot can complete the 
learning of path planning, and the PPO-SC model has faster 
rising speed and higher success rate. Therefore, in static 
environment 1, the new reward function and credit allocation 
model improve the robot's path planning ability. In dynamic 
environment 1, the training effect of each model is shown in 
Fig. 9. 

The results show that compared with the static 
environment, the robot collision situation of PPO model 
increases and gets more negative rewards. In the simulation 
environment, the robot will still collide with the dynamic 
obstacles when it is stationary. In PPO-S and PPO-SC models, 
the training efficiency of the robot is significantly lower than 
that of the static model, and the stability is poor, but the 
training effect of PPO-SC is still better. To sum up, PPO-S 
with potential energy function can effectively guide the robot 
to achieve the goal and complete the training task, and the 
learning ability is improved and the training effect is better 
after credit distribution and reward sequence redistribution. 
However, the dynamic environment adaptability is poor and 

the training effect is average. In order to verify the effect of 
auxiliary tasks on improving the adaptability to dynamic 
environment, the training effect of PPO-S model and PPO-SA 
model combined with auxiliary tasks is compared. The results 
are shown in Fig. 10. 

The results show that in both static and dynamic 
environments, PPO-SA model has better reward performance 
than PPO-S model. The reward rises faster and the learning 
efficiency is higher. In the dynamic environment, the robot 
training effect under PPO-S model is significantly worse than 
that in the static environment, the number of collisions has 
increased significantly, the training effect is poor, and the 
reward curve fluctuates greatly. In the PPO-SA model, 
through early learning, the auxiliary model in the middle and 
late stages can effectively predict the reward distribution, so 
that the robot can avoid obstacles in advance in route 
selection, the training effect has been significantly improved, 
and the reward curve is relatively stable. In order to further 
verify the effect of the research and design strategy in robot 
path planning, the deep deterministic policy gradient (DDPG) 
algorithm, A-star algorithm and RRT algorithm are used to 
design the robot indoor path planning modell. Conduct 
training in static environment 1, and compare the percentage 
of the difference between the completed path and the optimal 
path. The results are shown in Fig. 11. 
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Fig. 10. Reward effect of PPO-S & amp; PPO-SA 
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Fig. 11. Ratio of path difference in simulation environment1 
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Fig. 12. Ratio of path difference in simulation environment2 

It can be seen from the figure that in the static simulation 
environment 1, the path optimization ability of the PPO-S 
model studied and designed is better, the curve rises fastest, 
and the time to find the optimal path is the shortest. Conduct 
training in the static simulation environment 2, and compare 
the proportion of the difference between the completed path 
and the optimal path. The results are shown in Fig. 12. 

It can be seen from the figure that in the static simulation 
environment 2, the path optimization ability of the PPO-S 
model studied and designed is better, the curve rises fastest, 
and the time to find the optimal path is the shortest. Each 
model is used to train robots in dynamic environment 1 and 
dynamic environment 2. Compared with PPO-SA model, the 

results show that the designed training model has achieved 
good training effect, while other algorithms used for 
comparison are not applicable in dynamic environment. It 
shows that the traditional common path planning algorithms 
are usually placed in static environment, and it is difficult to 
deal with dynamic environment without adding improvement 
measures. In the static simulation environment 2, 50 
simulation experiments were conducted, and the statistics of 
the success times and success rates of different models are 
shown in Fig. 13. 

TABLE I.  SUCCESS TIMES AND SUCCESS RATE OF THE MODE 

Model 
Success times 

(times) 
Success rate (%) 

PPO-S 47 94 

DDPG 40 80 

RRT 21 42 

A* 33 66 

In Table I, from the success times and success rates of 
different models, PPO-S model has the highest success rate of 
94%, significantly higher than other models, while DDPG 
model takes the second place, with a success rate of 80%. The 
success rate of A * model is the lowest, with only 21 
successful times. It can be seen that the adaptability of PPO-S 
model is relatively optimal. 

V.  CONCLUSION 

In order to promote the application of decoration robot in 
automatic decoration construction, it is a key problem to solve 
the autonomous planning of mobile path. In this paper, FCNN 
neural network is introduced into PPO algorithm and applied 
to interior decoration path planning. Aiming at the two core 
problems of path planning, a potential reward function is 
established. The reward function is redesigned based on the 
initial reward function. In order to solve the problem that the 
variance of cumulative reward returns is too large due to the 
difference between the front and rear reward values, a credit 
allocation model is constructed. By predicting the distribution 
of rewards through the auxiliary task model, the robot can 
predict the distribution of dynamic obstacles through training, 
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and avoid obstacles in advance. The simulation results show 
that compared with the training model of the initial reward 
function, the learning efficiency of the robot is significantly 
improved and there are fewer negative rewards in the training 
of the new reward function after adding credit allocation; In a 
dynamic environment, the reward curve is more stable, the 
learning efficiency is higher, and the adaptability is better. 
Compared with other common path planning algorithms, 
PPO-S model has better performance in path planning, with 
the highest success rate of 94%, 14% higher than DDPG. 
Therefore, the research and design of deep reinforcement 
learning algorithm for indoor mobile path planning of 
decoration robot is feasible, and the training effect is also very 
good, which has important practical significance. Applying 
this scheme to the actual environment is the next research 
direction. 
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Abstract—Face recognition technology is the core technology 

of the subway ticketing system, which is related to the efficiency 

of people's ticket purchase. In order to improve people's 

experience of taking public transport, it is necessary to improve 

the performance of face recognition technology. In this study, the 

Back Propagation (BP) algorithm is used to optimize the 

parameters of the SoftMax classifier of the convolutional neural 

network, and the branch structure is added to the structure of 

the SphereFace-36 convolutional neural network to extract the 

local features of the face. Based on the improved neural network, 

the face recognition system of the subway automatic ticketing 

system is established. The results show that the area under the 

ROC curve is the highest for validation and identification of the 

optimization model; The recognition accuracy of the optimized 

model in different data sets is 1.0%, 0.7%, 1.1%, 0.9% and 0.6% 

higher than that of SphereFace-36 respectively, and its specificity 

is higher than that of SphereFace-36, with the maximum 

difference of 9%; The average accuracy of global feature 

extraction and recognition of the optimized network model is 

83.01%. In the simulation experiment, the optimized model can 

accurately recognize facial features, which has high practical 

value and can be applied to the automatic ticketing system. 

Keywords—Automatic ticketing system; BP; CNN; deep 

learning; face recognition; SphereFac； SoftMax classifier 

I. INTRODUCTION 

Face authentication does not require physical contact with 
other systems, has a high false acceptance rate and false 
rejection rate, and can minimize errors [1]. Because of these 
unique characteristics of face recognition systems, it is 
considered one of the effective methods of data protection. 
Face recognition technology is widely used in many fields 
such as security, medical care, education, etc., and face 
recognition is required in various social places, which is very 
important for security, transportation, etc. [2]. Face 
recognition is mainly divided into appearance recognition and 
feature recognition. By extracting facial features, it is judged 
whether it matches the face information in the image or video 
stream, to identify the identity [3]. However, in the real 
environment, face recognition technology will be affected by 
posture, gender, lighting, and other conditions, so it is 
necessary to improve and optimize the method to improve 
face recognition’s accuracy [4]. Changes in head posture will 
bring challenges to face recognition technology, and an 
unconstrained environment will increase the difficulty of face 
recognition in the field of human-computer interaction. 

Researchers designed a tool to collect key pose samples from 
face datasets and then identify changing head poses through 
cascaded convolutional neural networks [5]. With the 
continuous development of society, people have higher and 
higher requirements for travel quality. Face recognition 
technology can help people save time cost of transportation. In 
the subway automatic ticketing system, fast ticket purchases 
can be realized by scanning the face. The application of face 
recognition technology has significantly improved the service 
efficiency and quality of the subway ticketing system. Due to 
factors such as the new crown epidemic, wearing masks for 
self-protection in public places is necessary, which makes the 
face recognition technology of the automatic ticketing system 
of the subway more difficult. As an important factor, the 
occlusion problem can affect the accuracy of facial landmark 
detection in face recognition, and the occlusion of the face 
affects the application of face recognition [6]. To improve the 
face recognition technology of the subway automatic ticketing 
system, the neural network was optimized in this experiment, 
and the accuracy of the face recognition system was improved 
through deep learning technology, hoping to meet people’s 
travel needs. To improve the face recognition technology of 
the subway ticketing system, the neural network was 
optimized in this experiment. The research content of this 
paper is mainly to optimize the parameters of the SoftMax 
classifier of the convolutional neural network using the Error 
Back Propagation (BP) algorithm, and add a branch structure 
on the basis of the structure of the SphereFace-36 
convolutional neural network to extract the local features of 
the face. Then, based on the improved neural network, the face 
recognition system of the subway ticketing system is 
established. Finally, the performance of the optimized neural 
network and face recognition system is simulated and 
analyzed. It is hoped that the accuracy of face recognition 
system can be improved through deep learning technology to 
meet people's travel needs. 

II. RELATED WORK 

In promoting the development of machine learning and 
deep learning, the application of CNN plays an important part 
and can reduce the complexity of feedback nerves. With 
in-depth research of scientific research, CNN has been 
continuously optimized and improved, and it has been 
effectively applied in various fields such as medicine, 
autonomous driving, and face recognition. In the technical 
research of heartbeat detection in the medical field, Chandra B 
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et al. applied a convolutional neural network for multimodal 
data analysis, and CNN can effectively improve the robustness 
and accuracy of heartbeat detection [7]. In disease 
classification, the bilateral CNN method can effectively 
distinguish dystrophic scoliosis from non-dystrophic scoliosis. 
This method has good classification accuracy, has strong 
application value, and provides a great deal for clinical 
diagnosis. Good technical support [8]. O Elharrouss and other 
scholars cascade the CNN technology, perform pose 
estimation, face segmentation, and recognition through three 
CNN models, and realize face recognition from the left, front 
and rear directions of the human face. The model training 
results show that the new model has high robustness [9]. As 
one of the ways of people’s daily communication, image data 
shows explosive growth with network technology’s 
continuous development. Machine vision is based on image 
recognition. CNN can perform feature extraction and 
recognition of image information, thereby extracting and 
analyzing different images. However, when recognizing face 
images, CNN may lose some image feature information 
during propagation and computation, and the multi-level 
information fusion method can further recover the information 
lost in CNN propagation and computation [10]. SoftMax 
classifier is the main technology of convolutional neural 
network to realize feature classification. The enhanced 
algorithm based on SoftMax classifier can effectively improve 
the accuracy and processing time of face recognition [11]. BP 
algorithm can be used to train artificial neural network to 
realize face recognition process. To improve the performance 
of face recognition system, artificial neural network is 
combined with the famous meta heuristic optimization 
algorithm, namely harmony search algorithm (HSA) [12]. 
Genetic algorithm, particle swarm optimization algorithm, etc. 
are heuristic algorithms, which can effectively solve the 
combination problems by examples. In recent years, 
researchers have obtained meta heuristic algorithm by 
combining random algorithm with local search algorithm. This 
algorithm can explore the solution space more thoroughly, so 
as to obtain a better solution. For example, Dwarf Mongoose 
Optimization Algorithm [13], the arithmetic optimization 
algorithm [14], Reptile Search Algorithm (RSA) [15], and 
other optimization algorithms are all improvements to 
heuristic algorithms, which can be independent of problems. 
Although meta heuristic algorithm has certain advantages, its 
intrinsic parameters still need to be adjusted and further 
studied in order to make the technology better used for 
problem solving. 

Led by the rapid development of computer science and 
other fields, face recognition technology has become 
increasingly sophisticated and perfected. In various industries 
and fields, face recognition technology has been well applied. 
For example, based on face recognition technology such as 
neural networks and UAV, the online attendance system for 
students in the education industry is designed, and the research 
on the estimation of long-distance absolute distance and target 
tracking of face recognition technology is designed [16-17]. 
Some literature has conducted in-depth discussions on the 
lateralization of face recognition. The study believes that 
although the left hemisphere has achieved language evolution 
and is also the realization area of facial recognition, there is no 

evidence that the right hemisphere does not correlate with face 
recognition [18]. Image feature extraction is a key technology 
for face image classification in face recognition systems. Nejrs 
S et al. applied two-dimensional discrete Fourier transform 
technology to face image classification. The performance 
difference comparison method based on the correlation 
coefficient is effective. The classification accuracy of the 
target image reaches more than 90%, which proves that the 
classification result of the new model method is accurate [19]. 
Face recognition technology includes the recognition of facial 
expressions, and some scholars use machine learning 
algorithms to optimize face recognition technology. By using 
the gradient direction histogram to collect facial emotion data, 
and then applying the fast learning network algorithm to 
classify the extracted features for facial emotion recognition, 
the recognition of people’s facial expressions and emotions is 
realized [20]. CNN is an efficient and accurate technical 
method in face recognition method and has high robustness 
[21]. To improve the distinguishing degree of feature 
extraction in face recognition technology, researchers use the 
optimized loss function to train the existing neural network 
and use the multi-action form supervision force to supplement 
the origin loss, which promotes the feature learning of face 
recognition [22]. Face recognition technology is easily 
affected by factors such as illumination and environment, 
which reduces the accuracy of face recognition. Chen C et al. 
proposed to use the fuzzy discriminant analysis method to 
establish a face recognition system, which can reduce the 
influence of the environment on the face recognition 
technology to a certain extent. This method calculates the 
fuzzy membership degree of the sample, calculates the fuzzy 
mean value, and then establishes a new model to achieve face 
feature extraction [23]. Some scholars have established a face 
beauty prediction model with a simple structure and suitable 
for embedding in small devices. The model uses CNN 
technology to extract facial features and expands the face 
database to predict facial beauty [24]. 

Facial sign detection is an important step in face 
recognition technology. Under the influence of the COVID-19, 
masks have become a necessity for people's daily travel, and 
mask occlusion has brought challenges to facial sign detection. 
Based on the above research, it can be seen that CNN 
technology has a good application effect in face recognition 
technology. At the same time, in order to improve the 
efficiency of CNN face recognition, other methods can be 
introduced to optimize the parameters. In this experiment, BP 
neural network is introduced to optimize the weight matrix 
and bias parameter of SoftMax classifier in CNN algorithm, 
and branch structure is added to the structure of 
SphereFace-36 convolution neural network to extract local 
features of face. It is hoped that the optimization and 
improvement of the method can improve the efficiency of the 
subway ticketing system and provide convenience for people 
to purchase tickets. 

https://xueshu.baidu.com/s?wd=author:(O%20Elharrouss)%20&tn=SE_baiduxueshu_c1gjeupa&ie=utf-8&sc_f_para=sc_hilight=person
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III. FACE RECOGNITION TECHNOLOGY OF SUBWAY 

AUTOMATIC TICKETING BASED ON NEURAL NETWORK AND 

DEEP LEARNING 

A. Face Recognition Technology based on Neural Network 

and Deep Learning 

Due to the impact of the epidemic, people are required to 
wear masks when choosing public transportation, which puts 
forward higher requirements for the face recognition 
technology of the subway ticketing system. The face 
recognition system needs to achieve high accuracy of face 
recognition when ticket buyers wear masks and other facial 
masks. In the existing CNN face recognition systems, the 
extraction of individual facial sign features can improve the 
accuracy of face recognition and better classify features 
[25-28]. CNN is a feedforward neural network model, and 
convolutional neural networks can be used to detect targets in 
face recognition technology. CNN can repeatedly cut the 
target image through different sliding windows and then 
perform feature extraction and recognition. The CNN network 
layer includes three network layers: convolutional layer, 
downsampling layer, and fully connected layer. The weight 
matrix W and bias term b parameters in the convolutional 
layer need to be trained and learned, and formula (1) is the 
calculation formula of convolution. 
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i in formula (1) represents the ith parameter, jth parameter 
is represented by j, and the samples’ total number is 
represented by m. The subsampling layer can use a nonlinear 
downsampling method to reduce the amount of input data, 
thereby the feature map’s scale is reduced without affecting 
the feature extraction of the target. If the size of uniform 

sampling is 
1 2S S , then the convolution formula (2) can be 

obtained. 

2 1

1 2

1 1

,

0 01 2

1
S S

mm m S i n S j

j i

y x
S S

 

   

 

 
 

(2) 

As a CNN classifier, the fully connected layer can be 
implemented by convolution operations in practical 
applications, and is widely used in deep learning network 
models, but there is also the problem of parameter redundancy. 
When performing multi-classification, the SoftMax 
multi-classification layer is added to the convolutional neural 
network. Assume that the training set sample

(1) (1) ( ) ( ){( , ),..., ( , )}m mT x y x y , which ( )ix  represents the 

sample i, 
( )iy

 
is the label of the sample. For the training set T, 

the SoftMax classifier can determine the category of the 
samples in it. In the case of rule restrictions, the probability 

( ),( 1,.... )P y j x j k  of converting to the kth sample is 

calculated by the formula, and then the sample category is 
calculated for face recognition, and the calculation formula of 
SoftMax can be obtained, see formula (3). 
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representation learning parameters in Eq. 

(3). The network model is continuously trained in the data set 
T, and the optimal one is obtained through iterative calculation 
and fitting  . Formula (4) is the loss function used in the 

training. 
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In the formula (3), 1{ }y j  means that its value is 1 in 

case of y j , and 0 in case of y j . By calculating 

network prediction and real value’s error, the loss function’s 
value can be obtained and the optimization process of the 
neural network can make the loss function minimize. The 
direction of signal transmission is forward, and the 
propagation direction of the error is opposite to it, which are 
BP’s characteristics. The parameters’ reverse adjustment in the 
network layer can be achieved by BP. Fig. 1 shows the BP 
network’s structure. 
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Fig. 1. Structure diagram of BP neural network 

Through the continuous adjustment of the network weights 
in the BP neural network, the final network output close to the 
expected output can be obtained, that is, the error between the 
network prediction result and the given label is continuously 
reduced. Assuming that there are a total of n samples with a 

given label in the training set 
1 1 2 2{( , ),( , ),...., ( , )}n nx y x y x y , 

the neural network’s training method is gradient descent. The 
variance loss function of the model is shown in formula (5) for 

the samples ( , )i ix y
 

in the training set. 
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In formula (5), w represents the weight and b represents 
the bias. The variance loss function can calculate the error, 
which can be used to evaluate the convergence situation. The 
loss function of n samples can be derived by formula (6). 
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  (6) 

In formula (6), i represents the ith parameter, j represents 
the network layer unit of the previous layer, l represents the lth 
layer of the neural network, and S represents the variance. The 
parameters  are introduced to adjust the loss value of the 

variance loss function and the proportion of the attenuation 
term. In the process of BP neural network training, it is 
necessary to continuously fine-tune the size of parameters w 
and b. The derivation formula of parameter w is shown in 
formulas (7) and (8). 
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In formula (7),   denotes the learning rate, and the step 

size of gradient descent can be controlled by adjusting the 
learning rate. The derivation formula of parameter b is shown 
in formula (8). 

( ) ( )

( )
( , )l l

i ij l

i

b w L w b
b




 


 (8) 

Through formulas (7) and (8), the partial derivatives of all 
sample parameters w and b can be deduced, and the formula 
for partial derivatives of all sample parameters w is shown in 
formula (9). 
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The partial derivative formula of all sample parameters b 
is shown in formula (10). 
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In the BP neural network, according to the input sample 
signal of forward propagation, the two parameters of weight 
and bias are randomly initialized, and the loss value is 
calculated. The partial derivatives of the optimization function 
to the neuron weights in the neural network of each layer can 
be obtained in the process of backpropagation, to obtain the 
error signals of all neurons, as the basis for modifying the 
parameters w and b. Through the construction of a multi-layer 
neural network, the basic neural network can be continuously 
developed to form deep learning. In the field of image 
recognition, underlying features of the image can be detected 
by deep learning in the low-level neural network layer, then 
integrate and abstractly combine to generate the corresponding 
high-dimensional image features, and finally realize the 

classification of high-dimensional features at the top layer. 
When the deep neural network propagates forward, the 
corrected weight value and bias value of the neural network 
can be obtained by calculating the error, and then the weight 
and bias item are corrected by backpropagation. 

B. Face Recognition Technology for Subway Automatic 

Ticketing based on Neural Network and Deep Learning 

The application of face recognition technology in many 
scenarios is limited by many conditions, and the clarity of 
photos is one of the limiting factors. In the actual subway 
automatic ticketing face recognition scene, the face 
recognition technology will reduce the accuracy of face 
recognition due to the influence of masks, glasses, hats, and 
other obstructions, expressions, light, and other factors. To 
make the robustness of the face recognition technology for 
subway ticket vending improve, CNN was optimized in this 
experiment. A branch structure was added to the structure of 
SphereFace-36 to get the face’s local features. Fig. 2 shows 
the network structure after the fusion of local features and 
global features. The resolution of facial details can be 
improved after local and global features are fused. 

Input 

picture

Conv1.*,Conv2.*,

Conv3.* Conv4.* Conv4.* F1

F1

Fg

SoftMax

SoftMax

CA-SoftMax

 
Fig. 2. Structure diagram of a network 

One branch in the network structure diagram is the 
SphereFace-36, which can get the face’s global features, and 
the other branch divides the feature image into upper and 
lower parts, which can get the face detailed features. The loss 
functions applied in these two branch network diagrams are 
CA-SoftMax (Center Angular SoftMax Loss) and SoftMax 
Loss respectively. In the original SoftMax Loss, it needs to be 

satisfied 1 2

T Tw x w x , ie 1 1 2 2cos( ) cos( )w x w x  . To 

achieve the effect of increasing the distance between classes, 
the variable m was added in this experiment to strictly limit 
the decision boundary of the classification, see formula (11). 

1 1 2 2cos( ) cos( )w x m w x 
 

(11) 

In the range of [0, π], since the cos function decreases 
monotonically, the larger the value of variable m is. Under the 
condition that and x are unchanged, when the classification is 

correct, the smaller the angle of 
1 , the smaller the angle 

between the sample feature vector and 
1w , increase the 

distance between classes. The separability of the feature angle 
is a key part of Angular SoftMax Loss, and weight 
normalization can improve the separability of samples. After 
the parameter w is normalized by the weight, the value is 1, 

that is 1iw  , the bias term b is 0, and formula (12) is the 

loss function. 
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  In Angular SoftMax Loss, the expression effect of facial 
features can be improved, but the convergence speed of the 
function is slow during training, and it is easy to fall into a 
local minimum. The experiment updated the weights in 
Angular SoftMax Loss, that is, the sample center, named 
CA-SoftMax Loss. In formula (13), at time t+1, the expected 
weight value is the mean value of all sample features and their 

weight values that conform to 
iy j  at time t. 

1 1

1

( ) ( )

1 ( )

mt

j i it i

j m

ii

w y j x
w

y j





 



  


 



  

(13) 

The mean value of Euclidean distance is approximately 
equal to the mean value of angular distance after weight 
normalization. The updated value of the sample center can be 
obtained by formulas (14) and (15). 

1 1 1
( ) ( ) ( ) ( ) ( )

1 ( ) 1 ( )

m mt t

i i i j i i jt t i i

j j

i i

y j x y j w y j x w
w w

y j y j

  

 

  
       

  
   

   

(14) 

1 1
( ) ( )

1 ( )

m t

i j it t i

j j j

i

y j w x
w w w

y j





 
  

   
 


 (15) 

To control the step size of the sample center update, a 
parameter is introduced during the update  , and it is set to 

0.5, which achieves the purpose of preventing the jitter of the 
class center, see formula (16). 

*1t t

j j jw w w   
 

(16) 

Based on neural network and deep learning, the face 
recognition system of subway automatic ticketing was 
designed and developed in the experiment. The process flow 
of the face recognition system is shown in Fig. 3. The overall 
framework of the system includes four modules: video image 
acquisition, face detection, normalization, and face 
recognition. The system needs to perform face registration 
first, and then extract the face features, and then save the 
acquired information and features into the database. When 
performing face recognition, it should extract the face 
information and features in the video and make it compared 
with the database’s information and features to determine 
whether they belong to the same person. 

Start

Get camera 

video stream

Capture the 

image

Face detection 

and preprocessing

Extract face 

features

Information 

matching

Output matching 

results
End

Video image 

acquisition

Face detection

Face 

normalization

Face 

recognition

 
Fig. 3. Flow chart of face recognition 

IV. SIMULATION ANALYSIS OF FACE RECOGNITION SYSTEM 

FOR SUBWAY AUTOMATIC TICKETING 

To improve the classification performance of the improved 
CNN, the improved method is trained in the BLUFR general 
data set, and the training is completed in the training set and 
the test set respectively. It can be seen from Fig. 4 that the 
accuracy rate of the optimized CNN model tends to be stable 
when it is trained to about 8000 times. The final accuracy rate 
in the training set is 98.5%, and the final accuracy rate in the 
test set is 97.6%. The loss function value of the optimized 
CNN model tends to be stable when it is trained to about 5000 
times. The loss function value in the training set is 0.09, and 
the loss function value in the test set is 0.18. It shows that the 
optimized CNN model can get higher accuracy and lower loss 
function value after training, and the algorithm has better 

performance. 

In the process of neural network training, each weight 
value needs to be assigned in advance, that is, weight 
initialization. The method of weight assignment is very 
important to the convergence speed of the neural network 
model and the performance of the model. In this study, the 
original Angular SoftMax Loss has been updated with weights, 
and the form of the original function has not been changed. 
The weights can be updated faster and more efficiently after 
the weights are updated. In the data set WebFace, the loss 
function in the face recognition system is compared, and 
SphereFace-36 is selected as the test neural network, the 
parameter settings are consistent, and the initial learning rate 
is 0.01. The difference between the optimized CA-SoftMax 
Loss and the original loss function is shown in Fig. 5. 
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Fig. 4. Performance verification diagram of improved CNN model 
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From Fig. 5, the initial Loss value of the optimized 
CA-SoftMax Loss and Angular SoftMax Loss is about 9.2. 
With the iterations number and pictures number increased, the 
Loss value decreases rapidly. The optimized CA-SoftMax 
Loss converges faster than the original Angular SoftMax Loss 
loss function, and the Loss value does not change or increase 
abnormally due to network gradient dissipation or gradient 
explosion during the descent process. In the experiment, we 
chose to test the model accuracy in the BLUFR general data 
set, LFW general data set, AgeDB-30 general data set, CFP-FP 
general data set and YTF general data set, and compared 
SphereFace-36, Caffe-Face, and optimization. The verification 
rate and recognition rate of the post-branch network structure 
are shown in Fig. 6. 

Fig. 6 (a) and Fig. 6 (b) are the validation ROC curve and 
the identification ROC curve of the validation model, 
respectively. The area under the optimized branch network 
structure verification ROC curve and identification ROC 
curve is higher than that of the SphereFace-36 and Caffe-Face 
models, indicating that the optimized network structure 
proposed in this experiment has a better Good face recognition 
effect. In BLUFR general dataset, LFW general dataset, 
AgeDB-30 general dataset, CFP-FP general dataset and YTF 
general dataset, SphereFace-36, Center Loss, Angular 
SoftMax Loss, Caffe-Face. In this experiment, the 
optimization model is used to compare the algorithm 
recognition performance, and the results are shown in Table I. 

The "-" in Table I indicates that the algorithm has not been 
tested for recognition performance in the corresponding 
dataset. It can be seen from the results in different datasets that 
the accuracy of the basic SphereFace-36 algorithm is lower 
than that of the optimized network model. In the BLUFR 
dataset, LFW dataset, AgeDB-30 dataset, CFP-FP dataset, and 
YTF dataset, the recognition accuracy of the optimized model 
is improved by 1.0%, 0.7%, 1.1%, 0.9%, and 0.6%, 
respectively. The evaluation indicators of the performance 
comparison in the experiment selected the true rate, false 
positive rate, prediction accuracy rate, and average accuracy 
rate, respectively in the BLUFR general data set, LFW general 
data set, AgeDB-30 general data set, CFP-FP general data set 
Compared with the YTF general data set. Table II shows the 
test results of SphereFace-36 and the optimized model in this 
experiment. 
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Fig. 6. ROC curve 

TABLE I.  ALGORITHM PERFORMANCE CONTRAST 

Method BLUFR LFW AgeDB CFP YTF 

SphereFace-36 98.70% 93.25% 94.33% 92.01% 95.17% 

Center Loss 98.31% 93.01% - 92.57% 93.62% 

Angular SoftMax Loss 98.12% - 93.58% - 94.83% 

Caffe-Face 99.13% 92.87% 94.27% 92.33% 95.10% 

This paper 99.70% 93.95% 95.43% 93.11% 95.77% 

TABLE II.  INDEX COMPARISON RESULTS 

Data set Method True positive (%) False positive (%) 
Prediction accuracy 

(%) 
Average accuracy 

(%) 

BLUFR 
SphereFace-36 84.84 9.79 90.59 87.87 

This paper 93.93 4.04 96.85 94.94 

LFW 
SphereFace-36 83.14 9.60 88.78 86.11 

This paper 92.05 3.95 94.92 93.04 

AgeDB-3
0 

SphereFace-36 78.98 9.12 84.34 81.80 

This paper 87.44 3.76 90.17 88.38 

CFP-FP 
SphereFace-36 86.88 10.03 92.78 89.98 

This paper 96.19 4.13 99.19 97.22 

YTF 
SphereFace-36 84.84 9.79 90.59 87.87 

This paper 93.93 4.04 96.85 94.94 

From Table II, in BLUFR, LFW, AgeDB-30, CFP-FP, and 
YTF general data set, the true rate of optimizing the branch 
network structure is 93.93%, 92.05%, 87.44%, 96.19%, 
93.93%. In the BLUFR general dataset, the LFW general 
dataset, the AgeDB-30 general dataset, the CFP-FP general 
dataset, and the YTF general dataset, the false positive rates of 
the optimized branch network structure are 4.04%, 3.95%, 
3.76%, and 4.13%, 4.04%, respectively. In BLUFR, LFW, 
AgeDB-30, CFP-FP, and YTF general data set, the prediction 
accuracy of optimized branch network structure is 96.85%, 
94.92%, 90.17%, 99.19%, 96.85%, respectively. In the 
BLUFR general dataset, the LFW general dataset, the 

AgeDB-30 general dataset, the CFP-FP general dataset, and 
the YTF general dataset, the average accuracies of optimizing 
the branch network structure are 94.94%, 93.04%, 88.38%, 
97.22%, and 94.94%, respectively. In each general dataset, the 
true rate, prediction accuracy, and optimized network model’s 
average accuracy are higher than those of the basic 
SphereFace-36; in each general dataset, the false positive rate 
of the optimized branch network is lower than that of the basic 
SphereFace-36. In Fig. 7, the sensitivity and specificity of the 
basic SphereFace-36 and optimized network models are tested 
on the BLUFR general dataset, the LFW general dataset, the 
AgeDB-30 general dataset, the CFP-FP general dataset, and 
the YTF general dataset. 
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Fig. 7. Comparison results of sensitivity and specificity 

Fig. 7 describes the comparison results of specificity and 
sensitivity between the basic SphereFace-36 and the optimized 
network model. In terms of specificity, the specificity of the 
optimized network model is higher than that of the basic 
SphereFace-36, and the difference can be up to 9 %. When the 

complexity of the data is low, the specificity of the optimized 
network model is significantly higher than that of the basic 
SphereFace-36; as the complexity of the data increases, the 
specificity gap between the basic SphereFace-36 and the 
optimized network model gradually narrows. In the sensitivity 
comparison of the methods, when the data complexity is low, 
the difference between the basic SphereFace-36 and the 
optimized network model is not significant, but as the data 
complexity increases, the optimized network model’s 
sensitivity declines significantly less than the basic one. Fig. 8 
shows the global feature recognition and extraction effects of 
different methods. Two sample images are chosen to optimize 
network model and the basic SphereFace-36 global feature’s 
performance comparison. 
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Fig. 8. Test results of global feature recognition and extraction 

From Fig. 8, in the global feature extraction and 
recognition test of the two sample images, the optimized 
network model proposed in this experiment recognizes the 
number of feature points and the accuracy rate is higher than 
the basic SphereFace-36. Among them, the average accuracy 
rate of the optimized method is 83.01%, and basic 
SphereFace-36’s average accuracy rate is 67.98%. The above 
results can show that the optimized network model has higher 
performance in global feature extraction and recognition of 
face images performance. 

V. CONCLUSION 

In the results of this research on face recognition 
technology, the area under the ROC curve for verification and 
recognition of the optimized model is the highest; The 
recognition accuracy of the optimized model in different data 
sets is 1.0%, 0.7%, 1.1%, 0.9% and 0.6% higher than that of 
SphereFace-36 respectively, and its specificity is higher than 
that of SphereFace-36, with the maximum difference of 9%. 
The average accuracy of global feature extraction and 
recognition of the optimized network model is 83.01%. The 
results show that the optimized method can accurately 
recognize facial features, and has high practical value, which 
can be applied to the automatic ticketing system. In a word, 

the improved method has good performance and plays a 
positive role in the establishment of face recognition system. 
Although the face recognition technology in this study has a 
good recognition effect, the running time of the algorithm is 
relatively long in the experimental process, which affects the 
running speed of the algorithm. In the later research, it is 
necessary to further improve the optimization of parameters. 
In addition, in actual application scenarios, face recognition 
may be affected by environmental factors, resulting in the 
inability to recognize low resolution faces. Therefore, in 
subsequent research, specific analysis of problems in the 
actual scene is required to improve the performance of face 
recognition technology. 
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Abstract—With the increasing cost of acquiring new users for 

e-commerce enterprises, it has become an important task for 

e-commerce enterprises to actively carry out customer churn 

management. Therefore, based on the distributed gradient 

enhancement library algorithm (XGBoost), this research 

proposes a big data analysis study on e-commerce customer 

churn. First, it conducts an evaluation analysis on e-commerce 

customer segmentation and combines the random forest 

algorithm (RF) to build an RF XGBoost prediction model based 

on customer churn. Finally, it verifies the performance of the 

prediction model. The results show that the area under receiver 

operating characteristic curve (AUC) value, prediction accuracy, 

recall rate, and F1 value of the RF-XGBoost model are 

significantly better than those of the RF, XGBoost, and ID3 

decision trees to build an e-commerce customer churn prediction 

model; The average output error of RF-XGBoost model is 0.42, 

and the average output error is relatively good, indicating that 

the model proposed in this study has a smaller error and higher 

accuracy. It can make a general assessment of the customer 

churn of e-commerce enterprises, and then provide data support 

for the customer maintenance work of e-commerce enterprises. It 

is helpful to analyze the relevant factors affecting customer 

churn, to Equationte targeted customer service programs, thus 

improving the economic benefits of e-commerce enterprises. 

Keywords—E-commerce; customer churn; random Forest; 

XGBoost; big data 

I. INTRODUCTION 

At present, domestic e-commerce enterprises and websites 
are also gradually increasing, and people are getting used to 
buying goods and services online [1]. Most traditional 
industries have built their e-commerce platforms, and the 
opportunities for customers to choose products are gradually 
increasing [2]. For e-commerce companies, they must face 
fierce competition for customer resources from other 
companies, and companies that fail to compete will face 
elimination from the market. Therefore, finding a suiTABLE 
method to more accurately predict the purchase behavior and 
churn of users, and taking effective measures to reduce the 
loss rate has become a hot topic in related industries. In the 
absence of new customer resources, some e-commerce 
companies began to focus on old customers, and used data 
mining-related technologies to analyze the shopping behavior 
of old customers to mine useful data.  By formulating 
marketing plans based on these data, enterprise can avoid the 
loss of old customers and increase more economic benefits [3]. 
Some scholars have pointed out that enterprises will 
accumulate massive amounts of data in the daily operation 
process, from which valuable information can be mined and 
customers who are about to be lost can be accurately predicted 

[4]. For e-commerce companies, when they find customers 
who are about to be lost, taking corresponding retention 
measures can effectively reduce the loss rate of corporate 
customers and make customers active on the company's 
e-commerce platform [5]. Therefore, this research takes 
e-commerce enterprise customers as the research object, 
analyzes the relevant behavioral data recorded by the 
background when customers purchase online, subdivides them 
according to customer value, combines the distributed gradient 
enhancement library algorithm (XGBoost) with the random 
forest algorithm (RF), and constructs a big data analysis model 
for e-commerce customer loss. 

II. RELATED WORK 

Janabi S and his team proposed an integrated system, in 
recent years, under the global economic downturn under the 
new crown epidemic; all walks of life are competing for 
customer resources. Therefore, the analysis of big data for 
enterprise customer churn has attracted people's attention. 
Janabi S and his team proposed an integrated system to help 
telecom companies achieve intelligent prediction of customer 
churn, use training data to build an intelligent predictor of 
customer churn, and use a genetic algorithm (GA) algorithm 
to group customers for decision-making. The integrated 
system is superior to the system built by traditional methods 
and has high accuracy [6]. Li W et al. used feature extraction 
technology to analyze lost customers and proposed a customer 
loss prediction method. The online test shows that the 
proposed customer churn prediction method can effectively 
predict customer churn, which is superior to the traditional 
prediction technology [7]. Gu Y et al. studied the effect of the 
decision tree algorithm in customer churn prediction. Each 
performance index of this algorithm is superior to other 
traditional algorithms. After applying this method, it can help 
enterprises retain old customers and avoid the loss of old 
customers [8]. Jiao G and his team predicted 
telecommunication customer churn and compared four 
prediction models on a telecommunication dataset, and found 
that the model built by XGBoost and RF algorithm has the 
best prediction ability among many algorithms [9]. Eria K's 
studio studied the relevant characteristics of customer data, 
and on this basis proposed a customer churn prediction 
method, that reduces the data according to missing values and 
irrelevant variables, which helps reduce churn analysis. The 
computational cost is incurred by teachers using big data in 
churn prediction and analysis [10]. 

Sharma T and other researchers propose an improved 
XGBoost algorithm as a model to address customer churn in 
the telecom industry. Compared with non churning customers, 
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the previous model paid more attention to prediction accuracy, 
and the proposed model correctly classified all churning 
customers, having better performance [11]. Swetha P et al. 
designed a data characteristic function model to judge and 
predict the loss rate of enterprise customers. In the process of 
research, the loss function is constructed and combined with 
the XG_ Boost method. The proposed model is helpful to 
identify correct and wrong classification examples of South 
Asia’s global mobile communication system service providers 
[12]. Scholars such as Naser AM built a customer churn 
prediction model to determine whether each customer is a 
churned customer and get more opinions about serving 
customers and use the extreme gradient to boost the 
classification model of "XGBoost", which is added to the 
original network by computing A centrality measure for the 
new attribute of the dataset to evaluate model performance. 
Experiments show that the proposed clustering-based churn 
detection method combining social influence and web content 
significantly improves the prediction accuracy of telecom 
datasets [13]. 

Although a large number of studies have focused on 
enterprise customer churn, there are still few studies on 
e-commerce enterprise customer churn. And the prediction 
accuracy needs to be improved, and the application of the 
XGBoost loss prediction model is not flexible enough. 
Therefore, based on the improved XGBoost algorithm, this 
study proposes a prediction method for e-commerce customer 
churn, to contribute to the development of e-commerce 
enterprises. 

III. E-COMMERCE CUSTOMER SEGMENTATION 

EVALUATION AND CUSTOMER CHURN PREDICTION MODEL 

CONSTRUCTION 

A. E-commerce Customer Value Segmentation Evaluation 

The "28" law proposed by the Italian economist Pareto 
shows that in any group of things, the most important part is 
only a small part, accounting for about 20%, and the 
remaining 80%, although the majority, is secondary. Its core 
content is that 80% of the results in life almost all come from 
20% of activities. According to the famous "28" law, nearly 80% 
of the benefits of an enterprise are brought by 20% of the main 

customers [14]. Therefore, in the current situation that 
resources are getting smaller and smaller, e-commerce 
companies need to further subdivide customers, and at the 
same time customize different service plans for different 
customers, to avoid the loss of customers. Based on the 
traditional customer behavior analysis model (RFM), this 
study analyzes the customer value evaluation indicators of 
e-commerce companies [15]. The period indicator ( T ) of the 
first online activity and the last online activity in the 
observation period is introduced through the RFM model, and 
the RFM model (RFMT) based on the time factor is 
constructed. It mainly includes four key indicators in the 
observation period, namely the time interval ( R ) between the 
last time the customer had consumption behavior and the 
observation point of analysis, the total consumption times ( F ), 
the total consumption amount ( M ) andT . 

The customer segmentation process is shown in Fig. 1. The 
first step is to build an index system, mainly using expert 
scoring to evaluate four key indicators; the second step is to 
evaluate customer value (V ), by calculating the normalized 

index weight value used to obtain the corresponding V value; 

the third step is to classify the customer groups. The V value 

is analyzed through K-means, customer types are divided, and 
the indicators of each type of center point are analyzed to get 
the category labels of various customers, and set the value 
threshold, so that the enterprise can further identify the 
customers with special value. 

According to the actual situation of the research, and 
according to the method in the literature, a single-layer 
indicator system for e-commerce customer segmentation is 
proposed, the target layer is "customer value evaluation", and 
the indicator layer is four key indicators [16]. Then sort the 
four key indicators proposed, calculate the weight of each 
indicator, and realize the calculation of customer valueV . 

According to the single-level indicator system of 
e-commerce customer segmentation, the four key indicators 
are compared with each other in pairs and graded. From the 
comparison results, the feature discriminant matrix can be 

constructed ( )ij n nX x  , as shown in Eq. (1). 

1. Index system 

construction

2. Calculation of 

customer value

3. Classification of 

customer groups

Determine 

indicators

Data collection 

and processing

K-Means customer 

group division

Determine 

indicator weight

Calculate customer 

value (V)

Based on customer value calculation, the threshold 

value of corresponding groups is divided.

Consistency 

inspection

 
Fig. 1. Customer segmentation model framework 
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It can be seen from Eq. (1) that 
ijx the contrast between 

the 1/ij jix x representation feature i and the feature exists 

at the same time j . According to the characteristics of the 

matrix in Eq. (1), to obtain the weight of each index, it is 
necessary to use the expert scoring method to score X the 
eigenvectors. Then, the consistency test is performed by the 

largest eigenroot 
maxλ pair X , as shown in Eq. (2). 

   max / 1CI n n  
 

(2) 

To be able to better evaluate X the consistency, this study 
introduces an index X related to RI . Use the CR value to 

judge X whether it passes the test, if 0.1CR  it fails the test, 

otherwise it passes the test, see Eq. (3). 

/CR CI RI (2) (3) 

In the classification of customer groups, the scores of each 
customer in the RFMT model are compared with the average 
of the indicators, and those higher and lower than the average 
are marked as "+" and "-" respectively. Based on this, 
customers are divided into 16 sub-categories, and then through 
expert analysis, the e-commerce customers are finally divided 
into four groups, namely core customers, important customers, 
important development customers, and general customers. 
After the customer is preprocessed, the customer's score on the 
four indicators will be obtained, and the weight value of each 
indicator will be obtained by using the expert scoring method. 
Finally, the customer's V value will be calculated by the Eq. 
(4). Among them, W represents the feature vector obtained 

by expert scoring. 

1
R F M TV W W F W M W T

R
       

 

(4) 

B. Improved XGBoost Prediction Model 

First of all, we need to measure the data characteristics of 
customers. This research is implemented through random 
forests (RF). When the RF algorithm randomly selects the 
training subset applied to the decision tree algorithm, the 
unselected data are out-of-bag data [17]. The error rate of the 
out-of-bag data evaluation model is named E1; then random 
interference terms are added to the out-of-bag data, x and the 

evaluation model error is 2E . If 2 1E E , then the importance 
of feature x ( I ) is higher, and I , the higher the value, the 
more important the feature is. Assuming that the number of 

training decision trees generated by the RF algorithm is k , 

then I the calculation Eq. is shown in Eq. (5). 

 1 2E E
I

k





 (5) 

The introduction of the feature importance measure is 
convenient for the RF algorithm to select a better feature set 
[18]. In the process of screening important features through 
the RF algorithm, a tree-building process will be carried out at 
the same time. This process mainly includes four processes: 
one is I to calculate the value of the I features in the data 
set by Eq. (5). Sort by size, and output the I values of all 

features; the third is to select the previous 
ix feature in the 

output to regroup into multiple feature sets, input each 
combined feature set into the RF model, and then calculate the 
out-of-bag error rate of each feature set, among them 

1,2,3...i  , 
1 2 3....x x x  ; Fourthly, all out-of-bag error 

rates are obtained by comparison, and the feature set whose 
out-of-bag error rate does not change continuously is selected 
as the optimal feature set, so as to facilitate subsequent 
empirical analysis and research. 

The XGBoost algorithm belongs to a classic ensemble 
algorithm, which implements part of the generalized linear 
machine learning algorithm based on the boosted decision tree 
(GBDT) [19]. XGBoost model can use CPU multithreading to 
realize parallel operation and obtain the best parameters. See 
Eq. (6) for the calculation of its objective function. 

     Obj L   
 

(6) 

In Eq. (6),   is the model parameter and  L   is the 

loss function. The higher the value, the higher the model 
accuracy. However, the model is easy to regard noise as a 
learning sample, which leads to overfitting. Overfitting refers 
to the phenomenon that the model predicts the known data 
well, but the prediction effect on the unknown data is poor, 
which will reduce the robustness of the model. 

The regularization term (  θ ) can improve the 

generalization ability of the model and the complexity of the 
evaluation model. Let the number of ensemble trees in the 

XGBoost model be k . 

 
1

,
K

i k i kk
y f x f ρ


 

 
(7) 

In Eq. (7), 
kf  is a base classifier, K  and ρ  

respectively represents the number and space of the base 

classifier. If 
iy  represents the class i  mark, the calculation 

of the objective function is shown in Equation (8). 

   
1 1

ˆ,
n K

i i ki k
Obj L y y f

 
   

 
(8) 

The XGBoost model is a boosted tree model with a special 
form, and its essence is an additive model. To solve the 
objective function of the model, it is necessary to obtain each 

tree
kf . However, all trees 

kf cannot be obtained at one time, 

so it is necessary to train according to the model that has been 
iterated several 1t  times to obtain the first t tree. After 

iteration t  times, the loss function of the model is expanded 

by second-order Taylor expansion, and then the constant term 
is removed, and a regular term is added to constrain the loss 
function, to control the complexity of the model. Based on the 
above content, t the objective function of the first iteration 
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can be obtained, as shown in the Eq. (9). 

       2

1

1

2

nt

i t i i t i ti
Obj g f x h f x f



 
   

 


 

(9) 

For the objective function, 
ig  and 

ih  are their first and 

second derivatives respectively. After minimizing the 
objective function, the model can achieve the best 
classification effect, thus improving the prediction accuracy 
[20]. The loss function when not optimized is drawn in Fig. 2. 
From the analysis of the curve gradients in the graph, it is 
found that the gradients of the first two types of curves are 
consistent, indicating that the losses of the two types of errors 
are regarded as the same, and the positive examples are 
misclassified more than the negative ones after optimization, 
which is consistent with the actual situation. 
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Fig. 2. Comparison diagram of loss function before and after optimization 

Due to the serious loss of e-commerce customers, this 

study judges the loss of customers by studying the basic data 
and behavioral data of customers and uses the RF feature 
selection method combined with the XGBoost algorithm to 
build a prediction model, to better handle the relationship 
between e-commerce companies and customers. This research 
combines RF and XGBoost to build a prediction model, and 
its process is shown in Fig. 3. In classifier 1, if the customer is 
not lost, the output is 0; if the customer is lost, the output is 1. 
In classifier 2, the customers who have not lost the 
e-commerce company are predicted. If there is a possibility of 
losing customers, the output result is 1; otherwise, the output 
is 0. 

Firstly, the model should be trained through the data test 
set, and each parameter in XGBoost should be tuned to obtain 
the optimal parameters of the algorithm, to make the model 
prediction effect in the later stage the best. In addition, each 
tree structure in the algorithm needs to be made simpler. For 
the detailed process of training the objective function, see Eq. 
(10). 
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(10) 

The process of training the model and obtaining the 
optimal parameters proposed in this study mainly includes 
four steps: first, obtaining a new decision tree, second, 
deriving the loss function, third, obtaining the predictive value 
of the sample, and fourth, returning to the first step until the 
result of parameter optimization is optimal. 
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Fig. 3. Customer churn prediction model proposed in this study 
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IV. MODEL PERFORMANCE ANALYSIS 

This study selects the data of an e-commerce platform 
from April 1, 2020, to April 1, 2022, and analyzes the 
performance of the model constructed in this study. Take the 
data from April 1, 2020, to February 19, 2022, as the training 
set, and the data from the rest of the dates as the test set. The 
data mainly includes the original sample skeleton data, 
advertising information attribute description, user information 
data, and user behavior log data. After the cleaning and 
conversion of the selected data with missing values and 
abnormal values, we selected 121949 effective users, a total of 
4488519 user behavior data for customer churn prediction 
research. Based on the above customer segmentation results, 
Table I shows the churn rate of each type of customer. 

The results in Table I show that corresponding to the 
characteristics of each type of customer after customer 
segmentation, the order of customer churn rate from high to 
low is: general customers, important development customers, 
important customers, and core customers. Moreover, the churn 
rate of general customers exceeds 90%, which is much higher 
than that of core customers, indicating that general customers 
may just consume on the platform by accident, and can be 
identified as temporary customers, which is very easy to lose. 

The core customer churn rate is the lowest, indicating that 
such customers have the highest loyalty to the company and 
stronger customer stickiness. The difference between the 
churn rate of important customers and core customers is 
6.46%, and the difference between the churn rate of important 
development customers and important customers is 4.06%, 
indicating that the difference in churn rate between them is 
relatively stable, but the churn rate of general customers is 
more important The churn rate of development customers has 
increased by 43.47%, which makes managers see the 
fundamental difference between general customers and the 
other three types of customers, and reminds managers to give 
up properly and invest more energy in this part of customers. 

Build two prediction models (Model A and Model B) 
based on RF-XGBoost. Among them, the training of model A 
is mainly through the pre-processed data; Model B uses the 
original data set for training. See Fig. 4 for the training 
iteration process. For the accuracy rate and loss curve, the 
curve of model A is relatively stable, while model B has large 
fluctuations. It shows that data preprocessing can improve the 
stability of the model and prediction accuracy. 

TABLE I.  CUSTOMER CHURN RATE OF CUSTOMER SEGMENTS 

/ Customer volume The number of customers lost Loss rate 

Core customers 23975 8983 37.47% 

Key customers 24316 10683 43.93% 

Important development customers 26812 12865 47.99% 

General customers 46705 42723 91.46% 
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Fig. 4. Data preprocessing effect 
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Fig. 5. ROC curve of four models 
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The prediction models are built based on RF-XGBoost, RF, 
XGBoost, and ID3 decision trees, which are represented as 
models 1 to 4 respectively. The performance of the built 
multiple models is evaluated by the receiver operating 
characteristic curve (ROC), as shown in Fig. 5. The results 
showed that model 1 had the largest AUC value, significantly 
exceeding the other three models. It shows that the 
performance of the model proposed in this study is better than 
several traditional prediction models, so it has high 
practicality and can provide accurate and scientific data 
support for enterprise customer churn management. 

The training results of each model are compared as shown 
in Fig. 6. The number of iterations required for Model 1 to 
reach the best accuracy is 45, which is significantly less than 
the other three models. After iteration to the best accuracy, the 
error is 0.08, which is the best among all models. Therefore, 
the proposed model has better convergence and training 
effects, which is better than the other three models. 
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Fig. 6. Training results of each model 

Test sets are used to test the performance of each model, as 
shown in Table II. For the accuracy rate, Model 1 has the 
highest prediction accuracy, reaching 92.15%. For the recall 
rate, Model 1 has the highest recall rate, reaching 0.93. For the 
F1 value, model 1 is the highest, reaching 0.91. In addition, 
the prediction time of model 1 is the shortest, 12.7s. 

Further, we analyze the changes of F1 indicators and 
prediction accuracy of the four models in the iterative process, 
and the results are shown in Fig. 7. In Fig. 7 (a), after 300 
iterations of model 1, the value of F1 reaches the maximum, 
and the value of F1 in the whole iteration process also remains 
optimal. In all models, this study proposes that the value of F1 
in the model is optimal. In Fig. 7 (b), the accuracy of all 
models will decrease with the increase of test data. On the 
whole, no matter whether the number of samples increases or 
decreases, the prediction accuracy of model 1 is the best. It is 
said that the model proposed in this study has excellent 
prediction accuracy, which can accurately predict customer 
churn based on user data, thus guiding e-commerce enterprises 
to Equationte customer maintenance plans. 

Divide the selected test set data into 25 pieces, test the four 
models respectively, and compare the average error between 
various models and the real output results. After 25 tests on 
four models, see Fig. 8. The average output error of model 1 is 
0.42, which is the lowest among all comparison models, 
suggesting that the model proposed in this study has a smaller 
error and higher accuracy. 

TABLE II.  PERFORMANCE TEST RESULTS OF FOUR MODELS 

Model 
Index 

Accuracy / % Recall / % F1 Detection time / s 

1 92.15 0.93 0.91 12.7 

2 85.34 0.89 0.84 33.5 

3 86.19 0.87 0.82 48.3 

4 83.48 0.80 0.76 36.9 
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Fig. 8. Comparison of output errors of various models 

The prediction model proposed in this study has excellent 
performance, including prediction accuracy, stability, and 
convergence. It can make a rough assessment of customer 
churn, thus providing data support for e-commerce enterprises' 
customer maintenance work, helping to analyze the relevant 
factors affecting customer churn, to Equationte targeted 
customer service programs, thus improving the enterprise's 
revenue. 

In view of the importance of the model proposed in this 
study to other models in the application process, the ROC 
curve is selected for comparative study of model performance. 
It can be seen from the Fig. 9 that the AUC area of the 
optimized model proposed in this experiment is larger than 
that of the non-optimized model, which can significantly 
improve the accuracy of the method. 
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Fig. 9. Performance comparison between different models 

V. CONCLUSION 

For e-commerce enterprises, they must face fierce 
competition for customer resources from other enterprises. 
While enterprises that fail in the competition will be 
eliminated from the market. This research takes e-commerce 
enterprise customers as the research object, analyzes the 
relevant behavioral data recorded by the background when 
customers purchase online, subdivides them according to 
customer value, combines the distributed gradient 
enhancement library algorithm (XGBoost) with the random 
forest algorithm (RF), and constructs a big data analysis model 
for e-commerce customer churn. The results show that the 
AUC value of model 1 is the largest, which shows that the 
performance of the model proposed in this study is 
significantly better than several traditional prediction models, 
so it has high practicality and can provide accurate and 
scientific data support for enterprise customer churn 
management. The number of iterations required for Model 1 to 
reach the best accuracy is 45, which is significantly less than 
the other three models. After iteration to the best accuracy, the 
error is 0.08, which is the best among all models. Therefore, 
the proposed model has better convergence and better training 
effect. For the accuracy rate, Model 1 has the highest 
prediction accuracy, reaching 92.15%; for the recall rate, 
Model 1 has the highest recall rate, reaching 0.93; For F1 
value, model 1 is the highest, reaching 0.91; In addition, the 
prediction time of model 1 is the shortest, 12.7s. After 300 
iterations of model 1, the value of F1 reaches the maximum, 
and the value of F1 in the whole iteration process also remains 
optimal. In all models, this study proposes that the value of F1 
in the model is optimal. The prediction accuracy of model 1 is 
the best, indicating that the model proposed in this study has 
excellent prediction accuracy. Since the data obtained in this 
study are preliminary data of e-commerce customers, deeper 
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customer behavior data such as evaluation, sharing, return and 
exchange cannot be obtained, which leads to the too one-sided 
prediction of customer behavior. We will try to get more 
customer behavior data. 
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