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Editorial Preface
G tho Ttk of Wnaging Gl

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the infernational scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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A Two-Step Approach to Weighted Bipartite Link
Recommendations
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Abstract—Many real-world person-person or person-product
relationships can be modeled graphically. Specifically, bipartite
graphs are especially useful when modeling scenarios involving
two disjoint groups. As a result, existing papers have utilized
bipartite graphs to address the classical link recommendation
problem. Applying the principle of bipartite graphs, this research
presents a modified approach to this problem which employs a
two-step algorithm for making recommendations that accounts
for the frequency and similarity between common edges. Imple-
mented in Python, the new approach was tested using bipartite
data from Epinions and Movielens data sources. The findings
showed that it improved the baseline results, performing within
an estimated error of 14 per cent. This two-step algorithm
produced promising findings, and can be refined to generate
recommendations with even greater accuracy.

Keywords—Bipartite graph; weighted graph; link prediction;
two-step algorithm; information retrieval

I. INTRODUCTION

Bipartite graphs [1] are graphs that can be split into two
sets of vertices such that, within each set, there are no edges.
Edges only exist between the vertices of opposite sets. See
Fig. 1, for an example of a bipartite graph. Within a weighted
bipartite graph, each edge is also given a weight. Weighted
bipartite graphs [2] can be used to model a multitude of real-
world relationships such as the product-customer relationship.
In this scenario, the weighted edges represent how a customer
has rated a product.

This research focused on examining the link prediction
problem in the context of weighted bipartite graphs. Though
not solely limited to weighted bipartite graphs, the link pre-
diction problem [3] takes in an arbitrary graph network and
predicts the possibility of an edge between unpaired vertices.
When applied to weighted bipartite graphs, the link prediction
problem predicts the weight between unpaired vertices based
on the input graph network.

Weighted link prediction has broad applications. For exam-
ple, it is sometimes analogous to forecasting how customers
will rate products based on a network of customer-product
ratings. Many platforms, such as Amazon or YouTube, likely
employ some form of weighted link prediction algorithm
when recommending items to users. The applicability of link
prediction can be extended beyond user-item recommendations
to image recommendation systems as well [4].

In this paper, we propose an algorithm that performs
weighted link recommendation in two steps, which differs from
existing multi-step algorithms that utilize techniques derived
from the predominant Graph Convolution Networks [5] and
Graph Neural Networks [6]. In our two-step approach, the

A B Cc D

Fig. 1. Example of an unweighted bipartite graph

confidence in a potential link occurring between two vertices
based on common neighbors was first evaluated. Then, weights
were determined based on the information derived from these
common neighbors. This algorithm was finally tested on ex-
isting datasets that could be modeled using weighted bipartite
graphs.

II. RELATED WORK

Given numerous real-world applications, prior papers have
examined different approaches to link prediction using either
weighted [7] or unweighted [8] bipartite graphs.

One approach to unweighted link prediction is to specifi-
cally predict internal links [9]. Internal links are defined as an
unpaired top and bottom node in which a hypothetical edge
between the nodes does not change the bipartite projected
graph. Only internal links may be considered for potential
edges because being “internally linked” means that two ver-
tices already share some degree of common neighbors. In
turn, this indicates that the two vertices are more likely to
have an edge develop between them. Whether an internal link
would become an actual edge may be determined from several
proposed weighting functions that account for factors such as
common neighbors and the overall number of neighbors. (See
Fig. 2, for an example of an internal link.)

One idea used in weighted link prediction is the Pearson
coefficient [10]. The Pearson coefficient does not predict edges,
but determines a similarity between two nodes within the
same disjoint bipartite set. Similarity is determined by first
finding the set of common neighbors between the two nodes.
For each of the two nodes, the weight of the edge with the
common neighbor is then subtracted from the average weight
of all edges extending from that node. These resulting values
are multiplied, and this process is repeated for all common
neighbors. A positive final value corresponds to a positive
similarity and vice versa.
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Fig. 2. Example of internal links within a bipartite graph (dotted red edges)

It is also important to note the difference between link
prediction and link recommendation. Whereas link prediction
involves finding any arbitrary connections that will occur in the
future, link recommendation is more specific to the weighted
bipartite graph. Instead of dealing with arbitrary connections,
link recommendation identifies the most relevant connections
between unpaired top and bottom nodes and calculates a
weight for a hypothetical edge.

A classical approach specific to link recommendation has
been collaborative filtering [11]. The principle underlying
collaborative filtering is very similar to that of the Pearson
coefficient; if Person A and B rate a product similarly, then
Person A should rate another product more similarly to Person
B than a randomly chosen person. Thus, collaborative filtering
leverages the power of people with mutual interests to generate
recommendations.

Collaborative filtering may be applied in many different
ways such as: the use of neural networks [12] to establish
deeper analysis between the user-user and user-item connec-
tions, hybrids between memory and matrix-based ideas [13],
and the incorporation of time as a relevant factor in the decision
making process [14] [15]. Though collaborative filtering is not
the only approach to link recommendation [16], the role of
similarity nevertheless plays a vital role.

Traditionally, key factors that affect recommendation al-
gorithms include the size and density of the dataset [17].
This paper builds upon the previous work of both past link
prediction and recommendation models to create an algorithm
suited for recommendation.

III. METHODOLOGY

This recommendation algorithm is comprised of two steps.
First, pairs of currently nonadjacent top and bottom nodes were
identified for making a prediction. Second, predictions were
made after selecting the pairs. Notably, a recommendation
could not be made in the case of insufficient data connecting
a top node and a bottom node.

Intuitively, the top nodes can be thought of as products
and bottom nodes as customers. For ease of understanding,
the terms “bottom node” or ‘“customer” and “top node” or
“product” are used interchangeably in this paper. Thus, the
weights between the top and bottom nodes represent the ratings
a customer has assigned to a product.

For each candidate pairing, let ¢ denote the number of
neighbors of the original top node, excluding the original

Vol. 13, No. 12, 2022

bottom node. Next, for each of these neighbors, let n define
the number of neighbors that have at least one common top
neighbor with the original bottom node. Interpreting %, a
value close to 1 indicates that most of the customers who
already purchased the candidate product have purchased items
the candidate customer has already purchased. The inverse
is also true. Thus, a threshold value for % was defined
such that all values below were classified as “insufficient”
for recommendation, and all values above were classified as
“sufficient” for recommendation.

This threshold is expected to vary for every dataset. Gen-
erally speaking, the threshold should be lower in datasets
with a sparser distribution of edges and greater in more
compact datasets. Additionally, datasets with many edges may
be “sparse” if they also have many nodes.

Thus, the threshold can be given by the equation % — ﬁy,

where x represents the average amount of edges for a bottom
node, and y represents the average amount of edges for a top
node.

This threshold was set to have a maximum value of 19—0.
Thus, for larger values of z+y, the candidate bottom node must
have a common neighbor with at least 90% of candidate-top
adjacent bottom nodes. The term —ﬁ serves to compensate
for smaller datasets with fewer existing edges. The constant
4 was specifically chosen to accommodate smaller datasets
such as the Epinions dataset. After performing some initial
testing, the constant values 1, 2, and 3 all returned few or no
recommendations because the resultant threshold was too high.
The constant value 4 was the first number that consistently
produced recommendations.

However, this does not prevent cases where the product and
customer have sufficient similarity, but have insufficient data to
ascertain that level of sufficiency. For example, if the candidate
top node has only one bottom neighbor besides the candidate
bottom node, and the candidate bottom node has a common
top neighbor with the one candidate top-adjacent bottom node,
then % = 1. This will always yield a value above the maximum
threshold set; however, this cannot be definitively determined
based on a single data point. Therefore, we also required that
the original bottom node and bottom nodes adjacent to the
original top node have a number of common neighbors at least
equal to the average number of edges of a top node.

Once the unpaired nodes with insufficient data were filtered
out, we predicted the expected weight between the candidate
top node and the candidate bottom node. This was achieved
by returning to the bottom nodes that were neighbors of the
candidate top node. For the sake of clarity, these bottom
nodes were labeled as candidate top adjacent. We defined the
similarity of one of these bottom nodes and the candidate
bottom node by how closely the common neighbors were rated.
In other words, the similarity represented how closely the
preferences of two customers matched based on the products
both had bought. Naturally, a higher similarity means that two
customers have similar preferences, which in turn, affects the
prediction positively.

Similarity was determined by comparing all products rated
by both customers. For each common product, the algorithm
computed the difference between the ratings assigned by the
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(min(ri,r) —a) - (2—|re—r1]) r>a,r:>a
(a —max(ra,m))-(2—|r2 —r1|) m<a,rm<a
2 —|ry — 1 r>a,ry<a
2 — |ry — 1| r<a,rg>a

Fig. 3. Piecewise function for temporary similarity

candidate bottom and the overall average rating assigned by
all of its customers. The process was repeated for the other
bottom node. The differences were compared, and a temporary
similarity for each common top node between the candidate
top adjacent bottom node and the candidate bottom node was
calculated. This was based on the absolute difference and
whether the signs were the same. The piecewise function
in Fig. 3 depicts the exact method employed for calculating
temporary similarity (r; and ro denote the two differences; a
denotes the average rating of the common top node).

After iterating through each of the common products, the
temporary similarity values were averaged to determine the
overall similarity between the candidate bottom node and the
candidate top-neighboring bottom node.

For each bottom node neighboring the candidate top node,
the algorithm computed similarity with the candidate bottom
node using the aforementioned algorithm. The predicted rating
p was determined by the following formula:

k represents the number of top-adjacent bottom nodes that
share at least one common neighbor with the candidate bottom
node. s; represents the similarity score for the ith product-
adjacent bottom node. 7; is the analogue for rating.

k
p= En:15i Ty
=~k .
XY 18

IV. RESULTS

The algorithm was implemented in Python and tested
using two datasets, which were obtained from the Epinions
website [18] and the MovieLens website [19], respectively.
Both datasets can be modeled using weighted bipartite graphs
with weights ranging between 1 and 5. Users in the Epinions
dataset rated products, while users in the Movielens dataset
rated movies. In both datasets, a 1 represented an utterly
unsatisfactory response whereas a 5 represented an extremely
satisfactory response.

After reading in the dataset, 80% of the given edges were
used to train the algorithm (which provided the averages used
in later calculations for similarity) and the remaining 20% of
the edges were set aside to test the algorithm.

The algorithm was tested by first running through 20%
of edges initially set aside. The first part of the algorithm
determined whether the edge had sufficient data to make a
prediction. If the edge had sufficient data, the second part of
the algorithm was implemented to obtain a predicted weight.

The predicted weight was measured against the actual
weight and the percent error was determined. To determine
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Fig. 4. Histogram of individual error of epinions recommendations
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Fig. 5. Histogram of individual error of movielens recommendations

the overall percent error of the algorithm, the average of all
individual percent error values for each prediction was used.

The performance of the algorithm across both datasets is
detailed in Fig. 4 and 5 and summarized in Table 1.

Comparing Fig. 4 and 5, we noted that the error in predic-
tions from the Epinions dataset was approximately unimodal,
centered between 6 and 18 percent. On the contrary, the error
in predictions from the Movielens dataset was much more
right-skewed with no clear center value exhibited. The overall
percent error was therefore calculated using the mean value in
the Epinions dataset and the median in the Movielens dataset.

Considering the two datasets, the overall percent error was
approximately 14% which improved upon the 20% error of
existing algorithms [20]. This attests to the strength of our
two-step approach and encourages further exploration into
similar link prediction algorithms. However, though this is a
promising finding, it must be noted that each recommendation
was “screened”’; i.e., a recommendation was only made if
sufficient data existed in the first place.

V. DISCUSSION

The two-step algorithm performed fairly well; however,
outlier recommendations were notable, particularly with re-
spect to the Movielens dataset. Specifically, the Movielens
recommendations generated error values up to 300%. Further
analysis revealed that though both datasets employed a similar
1-5 rating system and modelled a type of product-customer
relationship, the most pronounced difference was that the

TABLE I. PERCENT ERROR OF EPINIONS AND MOVIELENS DATASET

Dataset Percent Error
Epinions 13.8%
Movielens 14.4%
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Movielens dataset contained nearly 10 times the number of
entries than the Epinions dataset. This size difference may
have led to greater diversity in opinions, which in turn may
necessitate a different approach to the parameters.

With respect to the size of datasets, this algorithm runs in
O(n?3) time. Therefore, testing the algorithm on datasets con-
taining more than approximately 100, 000 entries is infeasible
given the unrealistic run time required. A significant number
of existing datasets contain millions of entries, which limits
the scope of datasets available for testing. However, given the
size of the Epinions and Movielens datasets, both datasets may
provide solid representations of a real-world product-customer
relationship. However, the high time complexity is ultimately
a limitation compared to other methods which were able to
operate on much larger datasets.

An alternative method for calculating % may also be
considered. In the current algorithm, n was defined as the
number of candidate bottom nodes and top-adjacent bottom
nodes that share at least one common top node. However,
instead of a single common top node, the two bottom nodes
may be required to share at least two common top nodes, three

common top nodes, or even more common top nodes.

However, it must be noted that adjusting this parameter
would likely necessitate changing the % threshold. Requiring a
greater number of common top nodes would decrease the value
of n and warrant lowering the % threshold correspondingly.
This makes sense as while there might be fewer pairs of
sufficient bottom nodes, there would ultimately be a relatively
equivalent amount of data to work with as the number of
common top nodes was increased.

Additionally, other conditions can be deliberated on in
which the % value may be deemed sufficient enough to
generate a prediction. Examining the threshold, potential edges
were sometimes rejected due to insufficient data. Although the
% value was high enough, the value ¢ might have been too low
to instill confidence in making a prediction. However, instead
of rejecting those edges outright, the threshold might have been
adjusted so that it increased as the number of top-adjacent

nodes decreased.

Furthermore, different functions could be explored that
determine similarity between the candidate bottom node and
a top-adjacent bottom node. In a manner similar to how the
Pearson coefficient was calculated, the piecewise function in
Fig. 3 rewards the bottom nodes for rating their common
top nodes similarly. It does this by taking into account the
differences between how the two bottom nodes rated the
common top nodes, and how they typically rated a top node.
Matching signs (positive or negative) would contribute more
positively towards similarity. One could also explore the effect
of slightly modifying the constants of the functions.

Finally, this result continues to highlight the value of
intuitive implementation within the context of this problem
[21]. This follows a recent trend within the documentation of
the link prediction problem of simplifying the problem [22].
Whereas previous papers used more involved methods such
as neural networks or time series to generate predictions, this
algorithm obtains strong results with two intuitive steps: search
and calculation.
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VI. CONCLUSION

In this paper, we presented a two-step approach to the
classical link recommendation problem. Extending ideas from
previous papers focused on sign prediction or unweighted
link prediction, the algorithm utilized the properties of the
weighted bipartite graph to determine two parameters: 1) the
most relevant edges that could appear based on pre-existing
edges, and 2) the weights of the edges based on the idea of
similarity.

In the first step, the algorithm considered whether the can-
didate bottom node had common neighbors with bottom nodes
adjacent to the candidate top node. The algorithm proceeded
to compared this number against the total number of bottom
nodes adjacent to the candidate top node. The algorithm then
further determined whether any edges considered sufficient
were a result of low sample size. The exact tuning parameters
were determined by the density and size of the datasets.

In the second step, the idea of similarity was used. Sim-
ilarity between the candidate bottom node and candidate top
adjacent bottom nodes was calculated by taking into account
how closely common neighbors were rated. The weight of the
edge between the candidate bottom node and the candidate top
was more heavily influenced by higher similarity pairings and
less influenced by lower similarity pairings.

This algorithm was tested using the Movielens and Epin-
ions datasets, and it performed well compared with existing
algorithms. Further work will refine and improve the results of
the proposed algorithm. In particular, future work can explore
means to optimize its performance on larger datasets as well as
how to fit the constant terms better for each particular datasets.
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Abstract—Hyperspectral image segmentation is an important
task for geographical surveying. Real-time processing of this
operation is especially important for sensors mounted on-board
Unmanned Aerial Vehicles in the context of visual servoing,
landmarks recognition and data compression for efficient storage
and transmission. To this end, this paper proposes a machine
learning approach for segmentation using an efficient
Convolutional Neural Network (CNN) which incorporates a
feature compressor and a subsequent segmentation module based
on 3D convolution operations. The experimental results
demonstrate that the proposed approach gives segmentation
accuracy at par with conventional approaches based on Principal
Component Analysis (PCA) to reduce the feature dimensionality.
Moreover, the proposed network is at least 35% faster than the
conventional CNN-based approaches using 3D convolutions.

Keywords—Hyperspectral
reduction; segmentation; PCA

images; CNN; dimensionality

. INTRODUCTION

Remote sensing is an important field which has helped
urban and rural planning as well as environmental studies.
Originally initiated as a satellite-based technology, it is being
fast adopted to be used via sophisticated multispectral sensors
that can be installed on Unmanned Aerial Vehicles (UAV) [1].
Other than being equipped with a standard RGB camera [2],
several hyperspectral imaging (HSI) sensors [3] are now being
deployed on-board these platforms to serve various
applications in the field of security surveillance, town
management, wild fires and agriculture etc. Another important
application is to supplement the on-board navigation
algorithms via visual servoing [4]. The spectral information
provided by HSI is extremely rich and powerful. However, this
raw information has to be processed extensively. Specifically,
segmentation (classification) of each spatial data point in HSI
has to be performed. Overall, the spatial and spectral data
points constitute an information ‘cube’ [5]. Various researchers
have put forward multiple segmentation methods of
hyperspectral images to this end [6]. Various open-source
datasets have also been made available to facilitate the research
and development in this field [7]. Conventionally, HSI

1,2,3,4,5

segmentation has been done through well-known machine
learning methods such as Bayesian [8] distance, nearest-
neighbor classification [9] and hand-coded features (e.g. Local
Binary Pattern) [10] etc. Although, these methods have shown
satisfactory performance on the standard datasets, recently
CNN-based methods have shown exceptionally better results
with near optimal segmentation [11, 12]. In this regard, ‘Indian
Pines’ is a well-known HIS dataset [7] captured through
Airborne Visible Infrared Imaging Spectrometer (AVIRIS)
[13]. This scene (Fig. 1) consists of 145x145 pixels (spatial
data points) and 224 spectral reflectance bands captured in the
wavelength range [0.4 2.5] p meters. This scene is marked by
regions consisting of common agricultural land, a forest as well
as wild natural vegetation. Other than this, highways, a railway
line and some urban construction also exist. The ground truth
(intended segmentation output) consists of sixteen classes
(Table I).

Some earlier works have suggested reducing the number of
spectral bands to 200 by removing bands corresponding to
[104-108], [150-163], the so-called ‘water absorption bands’ to
improve segmentation accuracy [14]. Moreover, it has been
observed that there is a considerable spectral redundancy i.e.
the observations in different spectral are highly correlated [15].
Thus, it has been found beneficial to consider dimensionality
reduction through PCA before application of segmentation
algorithms. Furthermore, it has been suggested to employ the
spatial variations in spectral data, especially in the case of
high-resolution data, to improve the segmentation accuracy.
While, the former approach helps in increasing the inference
time (lower computational load), the latter adds further
computational complexity to the segmentation task. However,
in order to improve segmentation performance, it has been
proposed to use both spectral and spatial data while segmenting
a particular data point [6]. Spatial information improves the
segmentation accuracy because further discriminating
information could be found in the texture and shape of
geological structures. To illustrate this point, we have trained
two classifiers on Indian Pines dataset. The results have been
given in Table II.
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a b

Fig. 1. Segmentation of a hyperspectral image (Indian pines). a) RGB image
b) pseudocolor representation of segmented regions for 16 classes.

TABLE I. GROUND TRUTH DATA FOR INDIAN PINES DATASET
# Class Number of Samples
1 Alfalfa 46
2 Corn-notill 1428
3 Corn-mintill 830
4 Corn 237
5 Grass-pasture 483
6 Grass-trees 730
7 Grass-pasture-mowed 28
8 Hay-windrowed 478
9 Oats 20
10 Soybean-notill 972
11 Soybean-mintill 2455
12 Soybean-clean 593
13 Wheat 205
14 Woods 1265
15 Buildings-Grass-Trees-Drives | 386
16 Stone-Steel-Towers 93
TABLE Il.  REFERENCE SEGMENTATION CLASSIFIER ON INDIAN PINES
DATASET
Classifier Dimensionality Segmentation Accuracy
SVM 220 96.0%
SVM 30 96.1%
CNN 30 99.6%

The first classifier is based on a conventional machine
learning classifier, i.e. Support Vector Machine (SVM) [16]. In
order to verify the strong redundancy in the spectral bands, two
different versions have been trained. The first version uses all
220 hyperspectral bands (including noisy bands) while the
second reduces the dimensionality of these spectral bands
through PCA. PCA works by projecting the d dimensional data
to m dimensional data where m < d.

x; €RYi=172,-N
z;,€R™i=12N
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The projection works by exploiting the eigen values and
corresponding eigen vectors to build the transform as follows.

Sug = Aquq @

Where S is the normalized covariance matrix of the input
features, A, are the eigen values while u,; are the
corresponding eigen vectors. The transformation is then given

by.
z=uf, (*F) @)

g
As can be noticed from the data given in Table Il, the
segmentation accuracy with and without dimensionality
reduction is almost identical with the minor difference being
without any statistical significance. The accuracy results have
been obtained with the provided ground truth as benchmark.

Fig. 2 shows the original first twelve bands in the Indian
Pines data as well as the twelve most significant bands after
PCA has been applied. It can be clearly seen that the most
information is contained within the first three bands only.
Thus, the dimensionality reduction through PCA is merited to
facilitate the further segmentation task. However, it should be
noted that PCA does not ensure that the segmentation accuracy
will remain intact in all the cases.

b

Fig. 2. Application of PCA on HIS data from Indian Pines a) First twelve
original bands b) Twelve transformed bands after PCA.
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The second classifier considered in Table Il is a CNN [6]
classifier which also incorporates the spatial information while
performing segmentation. In order to reduce the computational
load, CNN has also been fed the same PCA-compressed
spectral bands as for SVM classifier. It can be seen that this
classifier almost achieves 100% accurate results. For both
classifiers, 70% data points have been used for training while
the remaining have been used for validation. Moreover, for
CNN classifier, image patch size of 25x25 has been used to
learn spatial information.

This approach of reducing the spectral information before
applying the classifier has been considered by various early
researchers [17]. The other approach of inferring spatial
information before incorporating spectral data has also been
considered in some works [18]. Adaptive Markov Random
Fields [19] and graph cut [20] algorithms have also been
considered to regularize the segmentation results in the spatial
domain. Joint processing of spatial and spectral features has
been considered by Zhon et al. [21] and Guijarro et al. [22].
These efforts to combine spatial and hyperspectral data to
extract joint features is especially important since latent
redundancy could be exploited. As noted earlier, HIS data cube
hold valuable information in the local neighborhoods both with
respect to spatial and spectral dimensions. However, this also
presents a challenge in terms of computation complexity. This
is especially relevant for on-board processing of data on
battery-powered UAVS.

In contrast to the conventional machine learning models,
deep learning or CNN-based approaches have been shown to
be exceptionally well in exploring the data dependencies and
discriminating features. Thus, several approaches have been
proposed by researchers in the recent years related to this
technique [23-25]. In this regard, U-Net [26-28] is of special
interest because it has been successfully applied to image
segmentation tasks other than HSI. However, since like other
CNN-based segmentation frameworks, the computational load
is a consideration for these methods, PCA is generally applied
to reduce the HSI data dimensionality as shown above.
However, since PCA and the subsequent CNN deep feature
extraction modules are separate, the joint spatial-spectral
redundant information [27, 29] may not be captured for
optimal segmentation. To this end, Ying et al. [6] proposed
using 3D CNN operations for HSI segmentation. 3D
convolution kernels can learn the patterns found in both the
spatial and the spectral dimensions of the HSI cube in local
neighborhoods. This information has been shown to be of
crucial value for segmentation. This structure can take the full
advantage of all structural similarities within the HIS cube. 3D
CNNs have shown promise in a variety of computer vision
applications where the input is simple RGB images. Moreover,
they have been applied to video frames to make the best use of
temporal information. While using 3D CNNs for HSI
segmentation, not only the pre-processing (PCA) overhead is
reduced, but also the spectral and spatial features are learnt
jointly. However, this presents a computational overhead since
3D convolutions are even more complicated than their 2D
counterpart. In this paper, we have proposed an approach to
circumvent this problem by adding an ‘Encoder’ stage before
3D CNNs. The “Encoder’ stage is inspired by the autoencoders
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[30] which have been shown to infer even non-linear statistical
dependencies. In contrast PCA can only infer linear
correlations. The proposed ‘Encoder’ stage compresses the
spectral features, just like PCA, but in tandem with the
subsequent segmentation stage based on 3D CNN. In this
regard, Khan et al. [31, 32] have proposed using a traditional
Autoencoder for the segmentation of HIS but they do not
explicitly target the improvement in the inference speed. On
the other hand, the experimental results demonstrate that the
proposed architecture works at par with the state of the art
while being up to 35% faster.

The remaining paper has been structured as follows.
Section Il describes the proposed architecture in detail with
respect to the inclusion of encoder section before a 2D CNN.
Section Il has been devoted to the provision of results of the
proposed architecture on standard datasets followed by a
discussion. Section IV concludes the discussion by
summarizing the results and contributions of the current work.

1. PROPOSED ARCHITECTURE

Autoencoders have been extensively used in computer
vision applications to learn the underlying data decencies and
have been shown to work better than PCA in the presence of
non-linear structures. Autoencoders are made up of two parts
i.e. encoder and decoder. The encoder finds a compressed
representation of the input while the decoder replicates the
input using the compressed (low dimensional) encoding.
Inspired by their architecture, we propose adding only the 1D
encoding stage before a 3D CNN stage for HIS cube
processing. The idea is to find non-linear data decencies in the
spectral bands data which is then subsequently processed by
the 3D CNN architecture to exploit spatial information as well.
However, since the two modules are part of one learnable
architecture, both spatial and spectral information are learnt
jointly. Moreover, it is faster since the early part of the network
(closer to the input) only processes the spectral dimension. In
contrast the 3D CNN architecture proposed in [6] processes the
whole cube starting from the input which leads to a high
computational load.

The proposed architecture depicted in Fig. 3 consists of two
stages as mentioned earlier. The ‘Encoder’ stage reduces the
spectral dimension in two stages. The first stage uses 3x3
convolutions with a stride of two to reduce the dimensions
from 220 to 110. The second stage uses 3x3 convolutions with
a stride of fourj to reduce the dimensions from 110 to 27. The
spatial dimensions (25x25) remain the same. Thus, at the end
of the ‘Encoder’ stage, a 25%25%27 cube is presented the 3D
CNN stage for further segmentation. This network consists of
four 3D convolutional layers i.e. 3x3x7, 3x3x5, 3x3x3 and
3x3x1. There are 8, 16, 32 and 8 filter kernels for these layers
respectively. A 256 long vector is generated through a fully
connected layer followed by another fully connected layer
generating a 128 long vector. The final vector (16 output
classes) is generated through another fully connected layer.
Thus, the 25%25x220 HSI input cube is gradually processed
through convolutions to generate the final segmentations. The
hallmark of this architecture, as mentioned earlier, is that the
‘Encoder’ stage is light-weight since it only processes the
spectral data. However, despite only processing spectral data, it
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is connected with the subsequent spatial processing layers as
well through the forward propagation. Thus, the whole network
learns spectral and spatial information jointly without being
computationally complex. The proposed architecture has been
implemented using the Matlab Deep Learning Toolbox and
trained in the same environment using NVIDIA GeForce 940
MX GPU on a intel i7 powered CPU (3.48 GHz) with 12 GB
RAM. For training and testing of the proposed architecture,
Indian Pine, Salinas, SalinasA, Pavia and PaviaU datasets [7]
have been used. A sample training session has been shown in
Fig. 4. It can be clearly seen that the training process quickly
converges for both training and validation sets. Thus, not only
is the proposed architecture suitable for the task at hand but
also does not overfit showing excellent harmony between
spatial and spectral data points.

Dimensionality Reduction
Encoder

Segmentation Network
3D Convolutions

o

Fig. 3. Proposed HSI cube segmentation through Encoder + 3D Convolution
stages.

Fig. 4. Training of the proposed network in Matlab environment depicting
fast convergence without overfitting.
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1l. RESULTS AND DISCUSSION

The proposed architecture has been trained and tested on
Indian Pine, Salinas, SalinasA, Pavia and PaviaU datasets. The
former three datasets have been captured by AVIRIS sensor
with 220 bands. The latter two datasets are captured by ROSIS
sensor and have 102 and 103 bands respectively. To cater for
the fewer number of bands on ROSIS datasets, the first stage of
the ‘Encoder’ uses 3x3 convolutions with a stride of two to
reduce the dimensions from 102/103 to 50. The second stage
uses 3x3 convolutions with a stride of two to reduce the
dimensions from 50 to 25. The rest of the architecture remains
same.

The test results have been reproduced in Table I11. It can be
seen that the proposed network either performs better or at par
with the 3D CNN network. Moreover, it is worth mentioning
that this particular network has been tuned for each dataset
separately by the authors [6] while we have used the same
universal architecture for all cases. Thus, the proposed
architecture is universally applicable to all scenarios.

It is worth mentioning that the proposed architecture also
operates faster than the competing 3D CNN architecture due to
its simpler ‘Encoder’ stage. On average, the proposed network
processes an HSI cube of size 145x145x220 in 7.14 s while a
3D CNN without encoder stage processes the same in 9.64 s.
Thus, the proposed approach is at least 35% faster while being
equally accurate.

Fig. 5 shows the reconstruction of spectral data for four
example data points in Indian Pine dataset. This data has been
generated by a reference Autoencoder with both ‘Encoder’
and’Decoder’ parts for visualization. It can be seen that the
spectral information can be fairly accurately recovered even
after being compressed to 27 channels from original 220
(12%). However, it must be noted that the purpose in the
application at hand is not reconstruction but use in subsequent
segmentation where upto 100% accuracy has been achieved on
SalinasA dataset even with this much compression. Visual
results using psuedocolors for segmentation results on the
mentioned datasets have been depicted in Fig. 6, Fig. 7, Fig. 8
and Fig. 9 respectively.

TABLE IlIl.  SEGMENTATION ACCURACY ON TEST DATASETS
Architecture ";?r']zn Salinas SalinasA Pavia PaviaU
3D CNN [6] 99.07% | - - - 99.4%
Proposed 99.6% 94.3% 100% 98.0% 98.3%
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Fig. 5. Reconstruction of the spectral data for 4 sample spatial points. Original-Blue, Reconstructed-Red.

Ground Truth Pposed Approach

Fig. 6. Pavia centre segmentation.

Input Grayscale

Input Grayscale Ground Truth

Proposed Approach
Fig. 7. SalinasA Segmentation.
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Fig. 8. Pavia University segmentation.

Input Grayscale Ground Truth Proposed Approach

Fig. 9. Salinas segmentation.
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V. CONCLUSION

This paper has proposed a 3D convolution-based
segmentation architecture for hyperspectral images. The
proposed architecture achieves detection accuracy at-par with
the state of-the-art with the added benefit that it achieves up to
35% higher speed due to a feature compressor module at the
input. Moreover, this module works almost as good as
conventional PCA in compressing the spectral information
while being trained in tandem with the spatial data. Thus, the
network has the ability to jointly learn spatial and spectral
information. In conclusion, the proposed architecture provides
a better alternative than both PCA-CNN and 3D-CNN
architectures, combining the best of both approaches in terms
of computational speed, learning flexibility and segmentation
accuracy. For future work, the proposed technique could be
applied to HS images from more satellite imagers to test the
generalization of the approach.
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Abstract—In order to improve the video quality, reduce the
number of video jams, and improve the video transcoding rate, a
new personalized distribution algorithm of VR short video
content based on artificial neural network is proposed. BP neural
network is used to compress the original video and determine the
execution mode and cache location of VR short video cache file;
Transcoding cached high bit rate VR short video stream to
generate low bit rate video stream to meet the needs of different
network bandwidth; Build a video distribution model, and build
a multicast distribution tree based on this model, that is, add
some relay servers to minimize the video distribution cost;
Finally, through the algorithm of minimizing the distribution
cost of VR short video, the bandwidth loss and response delay are
effectively reduced to achieve the goal of minimizing the
distribution cost. The experimental results show that the video
blocking times of this method are always less than six times,
which effectively reduces the video blocking times. The PSNR
value is high, the increase is large, up to 0.5, and the video
transcoding rate is improved, up to 92%.

Keywords—Artificial neural network; VR short video; BP
neural network; video cache; cost optimization

. INTRODUCTION

With the rapid development of network information
technology, people rely more and more on the Internet and
smart phones for entertainment. The emergence of various
short video applications has met the needs of users for
fragmented reading, social interaction and personalized
expression, but problems have also arisen [1, 2]. At present, the
short video industry is still in the rapid development stage. In
view of the current situation of the industry environment, it is
necessary to analyze the environment of the short video
distribution platform to provide a reference solution to the
problem. Traditional wireless network access and transmission
modes are single, and usually rely on network infrastructure
such as base stations and core networks to provide services.
Once network congestion or force majeure occurs, users will
not be able to obtain corresponding services [3, 4]. In this
context, the growing user demand for content services and the
limited network carrying capacity have become the main
contradiction restricting the development of video. In order to
meet the requirements of high quality and low latency for the
development of short video, and reduce the network load at the

*Corresponding Author.

same time, it is important to study the personalized distribution
method of short video content.

Il. LITERATURE REVIEW

Literature [5] proposed an online short video content
distribution method based on federated learning. First, based
on the federated learning method, the user group interest vector
prediction algorithm is proposed by training the interest
prediction model using the user group's local album data, and
the user group interest vector representation is obtained; Then,
with the user group's interest vector as the input, the
corresponding short video content distribution strategy is
designed in real time based on the combined confidence upper
bound algorithm. The experimental results show that the short
video content distribution strategy can effectively improve the
accuracy of short video distribution, and help to improve the
profits of video content providers. Literature [6] proposed a
video distribution method based on QoE awareness. According
to the characteristics of optical wireless fusion network
structure, considering link state information and scalable video
coding structure, a QoE evaluation model was established.
Particle swarm optimization algorithm is used to select the
optimal video transmission rate, and then analyze the node
transmission capacity and node matching degree, so as to select
the transmission path for the service and ensure the reliable
transmission of the service. The experimental results show that
this method can effectively improve the utilization of network
resources and reduce network congestion while enhancing the
quality of user experience. Literature [7] proposed a video
distribution method based on random linear network coding.
The source node uses RLNC to segment the video files to be
distributed, and the encoded data pieces are distributed to
mobile devices on the road. After receiving the data slice, each
mobile device will re encode and distribute it to other devices.
When the device receives a certain amount of linearly
independent data, it will decode the data slice to obtain the
original data. Three strategies are designed: mode switching,
wireless access point selection, and active re coding to reduce
the delay of video distribution. Experimental results show that
this method has higher distribution efficiency.

From the above analysis, we can see that the existing
methods improve the video distribution effect to a certain
extent. In order to further improve the video quality, reduce the
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number of video blocks, and improve the video transcoding
rate, this paper proposes a personalized VR short video content
distribution algorithm based on artificial neural network. The
main research contents of this method are as follows:

1) Solve the problem of VR short video cache reuse by
reasonably deploying and placing VR short video files.

2) The drift error adaptive fast video transcoder transcodes
the buffered high bit rate VR short video stream to generate a
low bit rate video stream to meet the needs of different network
bandwidth.

3) Improve the video distribution model, generate a
multicast distribution tree, and conduct personalized
distribution of VR short video content to effectively reduce
bandwidth loss and response delay, so as to minimize the
distribution cost.

I1. VR SHORT VIDEO PREPROCESSING

A. Video Compression

In recent years, with the development of artificial neural
network theory and technology, its application in video
compression has gradually attracted people’s attention.
Compared with some traditional compression methods, the
artificial neural network technology [8, 9] has good fault
tolerance, self-organization and adaptability. Therefore, it is
not necessary to use some predetermined data coding algorithm
in the video compression process, but can independently
complete the video compression completely according to the
information characteristics of the video itself. BP neural
network [10] is a typical and commonly used network structure
in artificial neural network. This paper mainly introduces a
video compression method based on BP neural network.

BP neural network refers to a multilayer feedforward
network using BP algorithm. Fig. 1 is a simple feedforward
network, which consists of an input layer, an output layer and a

hidden layer (middle layer). Where, Wor and Wh are the

weighted values between the input layer and the intermediate
layer (hidden layer), hidden layer and output layer respectively.
The neurons in the hidden layer and the output layer first sum
the input signals of the previous layer by weighting, and then
perform the pre specified transformation to generate the output
signals. The output of the hidden layer neurons is also
connected to the output layer neurons by weighting.

Z=12,,2,,...,12
Let the input vector of the network be { 12 ”} :

where 1 represents the number of neurons in the input layer.
The transformation function adopted by neurons is:

1

D(n)=1+—
( ) eXp(th_th)

o))
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Hidden
layer

Output

Fig. 1. Multilayer forward network.
The output vector corresponding to Z s
V =iv,Vv,,...,.V
{ 12 m} , where M represents the number of

neurons in the output layer. If the expected output of the

F={f, f, . f
network is required to be { 12 m} , the error
function can be defined as:
M 2
E(n)=Y(f-v)
hi=t 2)

f. -
In the formula, " represents the network training speed;

V..
U represents the network convergence rate.

The BP algorithm uses the gradient descent method to
adjust the network weight to reduce the above error function,
namely:

N—"

77(n+1):77(n)—a% o
3

n L
In the formula, 77( ) represents the approximation error

E(n .
of the neural network; ( ) represents the difference
function between the actual output and the expected output;

(77) represents generalization capability of neural network;

& represents the weight adjustment rate, usually
0.01<a <1
The general weight adjustment formula is:
m
Aa =Y E;|G; —H,
B )
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G; . .
In the formula, " represents the weight correction from

the I -th node of a layer to the J th node of the next layer;

E.
v represents the output of the node; " represents the

endpoint equivalent error of node I and node J , Which is
equivalent back transmitted from the error of the output layer:

77V = AC‘Z(VI - fl) (5)

In the formula, Vi represents that node I is located in the

output layer; fi represents that node I is in hidden layer.

For a VR short video with N frame, when BP neural
network is used for compression, the number of neurons in the

input and output layers of the network is required to be nz,
while the number of neurons in the hidden layer is much less
than that in the input layer. When VR short video is transmitted
in the network, the state of each neuron in the hidden layer, as
some transformation result of the input information, must
contain some information of the original VR short video.
Therefore, when the output unit can reproduce the original VR
short video, it can be considered that the output of hidden layer
neurons is the compression result of the original input VR short
video. Fig. 2 describes the VR short video compression process
[11].

B. Video Cache

This section will focus on solving the problem of VR short
video, and solve the problem of VR short video cache reuse by
reasonably deploying and placing VR short video files. After
the VR short video compression is completed in Section 2.1,
determine the execution mode of the VR short video cache file
and whether the cache location is appropriate [12].

Vol. 13, No. 12, 2022

the VR short video file | stored in user cache k' . Update VR
short video files and store them in each blank cache. Among

1
them, cluster member ki only stores some files in the VR
short video library. Due to storage restrictions, these files

cannot contain all VR short video files. Therefore, it is

1
expected to deploy more file contents in ' and cache and

reuse them.

For each cluster, selecting the video file to update is also an

important issue. In each cluster, cluster file library Lp
represents all video file records in the cluster, and
Ly =227, represents an independent cluster
popularity distribution. On this basis, collect the VR short
video file statistics cached by the whole cluster members in the
cluster, and then update the missing videos. It is not difficult to
find out which VR short video files are missing in the cluster
according to the VR short video file statistics [13].

At the same time, considering the problem of video storage
capacity, the storage formula of VR short video files is
expressed as:

Vi=ZcCpm=12..M o

Among them, the maximum possibility of updating the
number of VR short video files is as follows:

Hivax = M _Cm 7)

L
Therefore, to update the VR short video file library P,
assume that each file requested to be updated is equal to:

¢Lp :{pe Lp’/umax SM}

®)
Suppose user videos are stored in K clusters,
K ={ki kg kv KK o ki
i Bl 2 L) \where ! represents
o)
S S
S 5 _ S
T (3]
> N c 3
T = S o
= < < @
o 2 $) o
2 o 2
@) . o
. o
: L]
L]
Fig. 2. VR short video compression process.
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In the video cache, the most popular VR short video file
¢LP , Which is not in the original cluster, may be selected to
offset the request. At the same time, a popular VR short video
file is arranged and stored in the cluster head and the cluster
center to facilitate user access and make the user's viewing
experience better and smoother. And through constant iteration
and change, users can obtain the latest VR short video
information without requiring additional micro cache or
auxiliary devices to simplify VR short video cache.

C. Video Transcoding

It is one of the most important applications of VR short
video transcoding to generate low bit rate video streams to
meet the needs of different network bandwidth [14]. Generally,
the simplest and most direct way to realize VR short video
transcoding is to use the so-called full decoding and full
encoding scheme, that is, first decode the encoded video stream
to generate a video sequence, and then re encode them to
generate a new video stream. Because the recoding process
requires a very complex motion estimation and mode selection
process, this scheme is difficult to achieve real-time video
transcoding, which greatly limits the practical application of
this scheme.

To solve these problems, researchers have proposed various
video transcoding structures, among which the most influential
are the so-called open loop structure and closed loop structure.
The open loop structure and the closed loop structure
completely reuse the macroblock mode and motion vector
information in the original bitstream, so there is no need for
high complexity motion estimation and mode selection.
Among them, the open-loop structure can directly transcode in
the compressed domain (DCT domain) [15]. The transcoding
speed is very fast, but due to the existence of drift error, the
transcoded video frames are seriously distorted. The closed-
loop structure introduces a closed loop in the encoding part to
eliminate drift error, which basically eliminates the impact of
drift error on the video quality after transcoding. However, the
introduction of a closed loop also increases the complexity of
the transcoder, making the speed of the closed-loop structure
lower than that of the open loop structure. To solve these
problems, this paper designs a fast video transcoder with drift
error adaptive.

Vol. 13, No. 12, 2022

The closed loop for eliminating drift error in the closed-
loop video transcoder can be divided into two parts, in which
the part before the error buffer input completes the
accumulation of drift error; the part after the error buffer output

completes the drift error compensation. Suppose Y isthe DCT
coefficient obtained by decoding in the original code stream,

and W is the DCT coefficient obtained by error compensation

operation. The new quantized DCT coefficient T obtained by
guantization operation is obtained as follows:

(Y +W)’

T= 5
Q ©)

Q ati -
In the formula, represents quantization operation. If
o<y +W|<Q?
| | Q , then the non-zero error W' does not affect

the value of T . Therefore, if a threshold 0 is given in
advance, the error compensation operation can be determined

according to the size of error W and threshold 0. Based on
this idea, this paper proposes the working principle of the drift
error adaptive fast video transcoder as shown in Fig. 3 [16].
For VR short video stream, there are three different types of

coded video frames (A frame, B frame and C frame). The
transcoder of this structure operates as follows:

1) The current transcoding video is A frame: no error
compensation operation is required, but error accumulation
operation is required.

2) The current transcoding video is a B frame: error
compensation and error accumulation operations are required,

but error compensation for B frame is performed in blocks.
3) The current transcoding video is C frame: in order to

speed up the transcoder, C frame requires neither error
compensation nor error accumulation.

Decoder Transcoder
_ 7 Video
—»  Video Q A transcoding
A
W /6
B
Cc

Fig. 3. Working principle diagram of video transcoder.
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V. VR SHORT VIDEO DISTRIBUTION ALGORITHM
CONSIDERING COST OPTIMIZATION

The development of video applications has put forward
higher requirements for video distribution in terms of real-time,
mobility and interactivity. How to efficiently distribute video,
alleviate the contradiction between bandwidth pressure and
response delay, and reduce the cost of video distribution has
become a difficult and hot spot in video distribution application
research. Based on the above video compression, video
caching and video transcoding results, this section proposes a
cost optimized VR short video distribution method. This
method can effectively reduce the bandwidth loss and response
delay, thus minimizing the allocation cost. In the process of
video distribution, a multicast distribution tree is built to realize
the communication and video distribution between the source
server and the proxy server.

A. Video Distribution Model

In the VR short video distribution framework, it mainly
includes source server, proxy server and relay server. This
article assumes that the source server stores all video streaming
media, and each proxy server manages at least one area. Users
can request and download videos from proxies that are closer
to them. In order to meet the needs of users, a VR short video
distribution method combining active distribution and passive
distribution is adopted. The VR short video distribution model
is shown in Fig. 4.

In Fig. 4: 0 represents the source server, 1 represents the
relay server, 2 represents the request server, and 3 and 4
represent the proxy server. The directed bold line segment in
the figure represents the VR short video distribution process;
the directed virtual line segment represents the process that the
proxy server sends a request to the source server when there is
no video requested by the user; the black directed solid line
represents the distribution link.

As shown in Fig. 4, when a user sends a video streaming
media request to the local proxy server, the source server
quantifies the video based on the user's interest in the video.

¢ represents the maximum number of requests for video
streaming media in the streaming media distribution system,

@ represents the number of requests for video streaming
media from the proxy server, and the source server quantifies
the user's interest in video streaming media in the proxy server

H_ /H

through the @ ratio.

In the active video distribution strategy, the source server
distributes the video streaming media through the multicast
distribution tree, and caches it to some proxy servers according
to the quantitative proportion. The user directly obtains the
video content from the proxy server. The passive video
distribution strategy aims at sending video access requests to
the proxy server by users, but when they fail to hit, the proxy
server sends video requests to the source server. According to
the received video request, the source server distributes the
video to the request proxy server through the multicast
distribution tree, and then forwards it to the requesting user. In
the process of multicast distribution, some relay proxy servers

Vol. 13, No. 12, 2022

can be added to minimize the cost of video distribution. VR
short video distribution can effectively reduce user access
delay and bandwidth loss.

B. Multicast Distribution Tree

With the rapid increase of types and quantities of VR short
videos, users have put forward higher requirements for network
bandwidth and access delay. In the process of VR short video
distribution, this paper comprehensively considers the impact
of personalized demand, link bandwidth and delay on the video
distribution cost. In the VR short video distribution model, the
source server distributes the video to the proxy server by
building a multicast distribution tree. During the construction
of multicast distribution tree, based on the 4VR short video
distribution model shown in Fig. 4, some relay servers can be
added to minimize the video distribution cost. The multicast
distribution tree model is shown in Fig. 5, where node 0
represents the source server, node 1, 3, 6, 7, 8 represents the
proxy server, and node 2, 4, 5 represents the relay proxy server.
The directed line segment between two points represents the
communication link between servers. The number on the
directed line segment represents the link cost when bandwidth
and delay are considered comprehensively. In this paper, we
want to find an optimized video distribution path from the
source server to the proxy servers to minimize the cost of video
distribution.

C. VR Short Video Distribution Cost Minimization Algorithm

In the process of VR short video distribution, the problem
of cost minimization is proposed for satisfying users' best
experience of video requests and minimizing distribution costs.
The performance of the video distribution network discussed in
this paper does not calculate the delay and bandwidth cost
between the proxy server and the end user. Since users request
video from proxy servers in their regions, access time and
bandwidth costs will not be affected by video copy allocation.

S N
¢

1 Relay server 1

3 Proxy server
|
4 Proxy server |

0 Source server

.

T
//74 \ :3}\\ /\/ ~— /'4 A =
O T T T
RS <l A\~ =X Y
S~ W - T

Fig. 5. Schematic diagram of multicast distribution tree model.
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The video in the source server is divided into B different
video streaming objects. Each video streaming media object is

represented by the symbol U , S0 the video streaming media
U ={u,U,,....u, }
|

object set is . The storage limit of each

proxy server is 'a, and % represents the number of video

streaming media objects requested by proxy server a During

the active distribution of VR short videos, 5a represents the
degree of interest of users in proxy server 2 in video

streaming media objects, and Ka represents whether proxy
server & caches video streaming media objects:
3 {1, aeU

Ka
0, agU (10)

In the formula, 1 shows that the video object is actively
distributed to the proxy server; 0 that the video object is
passively distributed to the proxy server.

The cost function of VR short video distribution delay is as
follows:

n m

C. =Y >k (1-x,)-d,

a=1 i=1 (11)

In the formula, d, represents the unit retrieval delay of the
proxy server for video streaming media objects.

The bandwidth cost function of VR short video distribution
is as follows:

n m

Z(gai + Xaj )2

a=1 i=1 (12)

Ci=

In the formula, gai represents the size of the video

streaming media object; Aei represents the unit bandwidth of
the video streaming media object requested by the proxy server.

When bandwidth and delay are considered at the same time,

coefficients #* and %2 are used to balance the delay and
bandwidth costs to meet the needs of multiple applications and
systems. Therefore, the cost minimization function of VR short
video distribution is as follows:

Crl’nin = ¢1Ca + (/)anz

(13)
The constraints of formula (13) are as follows:
n .
Z KK <,
a,i=1 (14)
Zaj < Zmax (15)
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01<p <L01<p, <1 5)

¢+, 21 (17)

Formula (14) is the storage capacity limit of the proxy
server. Formula (15) indicates that the link bandwidth between
the proxy server and the video streaming media object cannot
exceed the maximum bandwidth between two points. Formulas

(16) and (17) are the constraints of balance coefficients Pr and
2

This paper summarizes the problem of minimizing the
distribution cost of VR short video, that is, giving the size of
different video streaming media objects and the number of
video streams requested, whether there is an allocation strategy
to minimize the total cost in formula (13), and whether the
video capacity stored in the proxy server is full of formula (14),
the size of the link bandwidth meets formula (15), and the
relationship between the balance coefficients meets the
restrictions of formulas (16) and (17).

V. EXPERIMENTAL VERIFICATION

In order to verify the application effect of personalized VR
short video content distribution algorithm based on artificial
neural network, experimental analysis is carried out. The
methods in literature [5] and literature [6] are used as
comparison methods and compared with the proposed methods.

A. Experimental Samples and Indicators

In the simulation experiment, the experimental hardware
platform is Pentium IV 2.4GHz CPU with 8GB of memory.
The experimental data comes from the COIN (Comprehensive
Interactive Video Analysis), an open-source tutorial video
dataset, which contains 11827 tutorial videos involving 180
tasks in 12 fields of daily life. Video test sequences are selected
from this dataset, all of which are standard test sequences.
When analyzing the performance of simulation results, this
paper uses Matlab software to convert the experimental data
comparison into specific images, which provides strong
evidence for the conclusions of this paper.

When comparing the proposed method with traditional
methods, the following three performance indicators are
mainly considered:

1) Stuck times: the number of times a video stream is stuck
during transmission and playback.

2) PSNR: A function of the square difference of pixels
between the original video file and the received video file,
which is a standard objective indicator to measure the video
picture quality.

3) Transcoding rate: it can directly reflect the complexity
of video transcoding and indirectly reflect the rate of video
distribution.

B. Analysis of Experimental Results

1) Stuck times: The comparison results of the stuck times
of the methods in literature [5], literature [6] and the proposed
method in the video distribution process are shown in Fig. 6.
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Fig. 6. Comparison results of stuck times.

2) PSNR: The PSNR comparison results of literature [5]
method, literature [6] method and the proposed method are
shown in Fig. 7.

L - Proposed method
~_ - Literature [5] method
0.8} e Literature [6] method
0.7
0.6
0.5
o ek
z _
L o4f a/
03] e
,//*//* o Y
0.2} . /,,,,*/—/* e _—
oaf e e e
P B
%Aﬁ/{ 5 | | | | | >
0% 2 4 6 8 10 12 14 16

Iterations/time
Fig. 7. Comparison results of PSNR.

3) Transcoding rate: Fig. 8 shows the video transcoding
rate comparison results of three different methods.
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Fig. 8. Transcoding rate comparison results.
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VI. DiscuUssION

Through the above experiments, conclusions can be drawn
as follows:

1) As shown in Fig. 6, the number of video clicks of the
proposed method is always less than six times, while the
maximum number of clicks of the method in literature [5]
reaches 20 times, and the maximum number of clicks of the
method in literature [6] reaches 19 times. Compared with
traditional methods, the proposed method can provide users
with a higher quality user experience during video distribution,
that is, improve the video quality level of users when the video
is played smoothly. This is because the design method can
select the most popular VR short video files not in the original
cluster in the video cache to offset the request. At the same
time, the copies of popular VR short video files are stored in
the cluster header to facilitate user access, thus making the
user's viewing experience smoother.

2) It can be seen from Fig. 7 that although the PSNR
values of the three methods have an overall improvement trend,
the variation range of the methods in literature [5] and
literature [6] is small. The PSNR value of this method is high,
with a large increase, up to 0.5, indicating that the average
video quality level obtained by users is high, indicating that the
video distribution quality is high. The reason for this result is
that the design method uses BP neural network to compress the
original video and determine the implementation mode and
cache location of VR short video cache files; Convert and
cache high bit rate VR short video streams to generate low bit
rate video streams, which not only meets the needs of different
network bandwidth, but also improves the PSNR value.

3) It can be seen from Fig. 8 that the video transcoding
speed of this method is significantly higher than that of [5] and
[6], and the maximum can reach 92%. There are two main
reasons for this result: on the one hand, the new coding
coefficients and drift errors in the conversion encoder structure
are calculated mainly through look-up tables rather than
complex multiplication and division operations, which greatly
reduces the overhead of the converter and improves the speed
of the converter; On the other hand, the improvement of the
speed of fast transcoding structure also comes from the
selective error compensation operation of video frames. If the
error compensation operation is performed, the table lookup
structure cannot be used to calculate new coding coefficients
and drift errors. Instead, the table lookup structure can be used
to perform corresponding operations. It can be seen that the
adaptive drift error control method greatly reduces the
complexity of video frame transcoding, and can also improve
the speed of video transcoding.

VII. CONCLUSION

In order to meet the requirements of high quality and low
delay in short video development and reduce network load, this
paper proposes a personalized distribution algorithm of VR
short video content based on artificial neural network. Firstly,
the original video is compressed by BP neural network, and the
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implementation method and cache location of VR short video
cache file are determined; Secondly, the cached high bit rate
VR short video streams are converted to generate low bit rate
video streams to meet the needs of different network
bandwidth; Third, establish a video distribution model, and
build a multicast distribution tree based on this model, that is,
add some relay servers; Finally, the minimum allocation cost
of VR short video is realized through the algorithm of
minimizing the allocation cost of VR short video. The
experimental results show that the video blocking times of this
method are always less than six times, which effectively
reduces the video blocking times. The PSNR value is high, the
increase is large, up to 0.5, and the video transcoding rate is
improved, up to 92%. The application effect of this method is
fully verified, which shows that it has certain application value.
However, in the process of experimental analysis, the design
method has not been compared with other more methods, and
there are still some deficiencies. In the next research process,
supplementary research will be carried out to further improve
the application effect of this method.
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Abstract—The classical blockchain developed for the Bitcoin
cryptocurrency has evolved since its introduction more than a
decade ago. Blockchain exists in different forms for different
purposes and operational contexts. There has been a significant
growth in the business use cases of blockchain which is based on
the unique attributes of the distributed ledger technology.
Blockchain provides peer-to-peer distribution of data in a
traceable and decentralized architecture that attains data
authentication using consensus protocols. Blockchain as a
distributed ledger is the fusion of cryptography, peer-to-peer
networking technology, distributed system technology, and
consensus mechanism to assure information security and digital
asset management. Consensus mechanisms are applied to the
distributed ledger that operates in a peer-to-peer network where
message transmission between peers is validated and stored
across all active peers. Reaching an agreement to validate
message transmission and maintaining the correctness of the
state of data in a network for critical wireless sensor networks
have become a necessary requirement for networks that span
several subsystems covering a large operational area. Due to the
resource constrained nature of the active actors of wireless sensor
networks, any cryptographic solution to be adopted must be
lightweight and efficient as well. This paper proposes a
blockchain-based decentralized mechanism for authentication of
node data for storage onto a distributed ledger. The coloured
Petri net was used to model and simulate by detailing the critical
attributes of the workings of the system that is based on cyber-
physical 10T architecture.

Keywords—Blockchain consensus; ripple consensus algorithm;
coloured petri net; cyber-physical system; loT architecture; node
data security

l. INTRODUCTION

Reaching agreements to validate the authenticity of node
data and subsequent transmission and storage of such network
resources for cyber-physical systems have been a challenging
and interesting domain for academia and information security
industry players in recent times. Distributed ledgers use
consensus algorithms to reach agreement among all connected
active nodes to validate message transmission in a peer-to-peer
approach. Recent advancements in connectivity, artificial
intelligence, machine learning approaches although have
provided an advantage for the expansion of network coverage
and prediction and visualization of network resource sharing
for enterprises and institutions, these available passive

technologies in the hands of bad actors and hackers could
render sophisticated cyber-attack exploitations to networks and
user accounts resulting in breaching data, corrupting data, and
compromising the security of such network systems [1].

Reaching an agreement to validate messages as well as
authenticate the state of a distributed ledger have been the
requirement for networks whose major components are
resource constrained.

Distributed consensus research has become popular since
the Nakamoto Satoshi introduced the Bitcoin blockchain
cryptocurrency more than a decade ago. Internet of things have
provided a platform for expanding the network resources to
secure a new value proposition for scaling the scope of an
enterprise’s network. Available reports support that the
technological and cybersecurity budgets for business and
institutions have increased allocations and are making efforts to
include internet-of-things integration, expansion, and
management [2].

Cybersecurity investments and the annual budgetary
allocations across most enterprises have increased largely due
to the increasing number of cyber-attack incidences on
enterprise systems which have resulted in data corruption, data
theft and huge revenue losses in some cases [3].

During the COVID-19 lockdown period, most businesses
and institutions adopted telecommuting as a measure to
regulate and manage people in observing physical distancing to
avoid possible person-to-person infection. There were reported
cases of cyber-attacks during this period where personal and
enterprise data were breached as a result [4].

Cascading effect of cyber-attacks on heterogeneous
systems for wireless sensor networks like the internet of things
has a wide and costly impact due to the critical messages that
the resource-constrained devices in such networks transmit [5].

The effect of cyber-attacks on heterogeneous wireless
sensor networks resulting in the compromise of critical data in
enterprise networks have taken an alarming trajectory due to
the complexity of the interconnectedness of the components of
the subsystems that make up the internet of things architecture

[6].
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Availability of pervasive applications and their integration
in enterprise networks that have most of its component relying
on internet of things architecture could make the security
management of such wireless sensor systems a complex
challenge to undertake.

A consensus algorithm for decentralized authentication and
distributed ledgers for an loT with heterogeneous system
architecture requires a blockchain-based agreement mechanism
that operates with relatively less energy, fully scalable and
most importantly byzantine fault-tolerant [7].

Wireless sensor networks achieve privacy and integrity for
message transmissions using either third-party trust
enforcement systems that adopt a centralized entity to
authenticate devices and validate messages or a decentralized
mechanism for authentication of devices and validating
messages. The centralized authentication mechanism is prone
to several attacks including single point of failure attacks. In a
distributed system that rely on decentralized authentication
mechanism, agreement is reached by all active nodes on the
network using consensus. Since the introduction of Bitcoin
cryptocurrency, several consensus algorithms have been
developed. The Bitcoin cryptocurrency uses a distributed
consensus mechanism that is based on proof of work [8].

The Coloured Petri Net (CPN) is a modeling and
simulation tool for modeling and simulating systems, and
verifying their properties (real-time, behavioral, security
properties ...).

The CPN modeling, simulation, and validation of critical
security properties of an efficient blockchain-based consensus
mechanism that does not compromise the security requirements
of a cryptographic solution and offers low latency with
improved resistance to the Byzantine fault tolerance is
presented by this paper.

The rest of the paper is structured in sections and
represented as follows. In Section Il, related work describing
the state of the art for CPN in modeling and simulating security
protocols for networks, node data security and critical security
challenges in cyber-physical systems is presented. In Section
111, the Ripple consensus algorithm is described. Section IV
outlines the implementation of the consensus algorithm in
establishing agreements for storing messages on the distributed
ledger. Section V concludes the paper.

Il.  RELATED WORK

A. Consensus Algorithm

In a stand-alone system, validating transmitted message or
any transaction is vested in a dedicated centralized node.
Consensus algorithms are useful in networks that do not have a
dedicated node to singularly authenticate users, processes and
transmitted messages or transactions. A consensus algorithm
was employed by the system to agree on a single data among
multiple processes and agents. To ensure that situations of
some multi-agents failing to agree or be unreliable by not being
available for consensus to actively reach agreement, a
consensus protocol must adopt mechanisms to make them
flexible and fault-tolerant [9].

Vol. 13, No. 12, 2022

In [10] a decentralized multi-agent system achieved
consensus using consensus problem to control these multi-
agents. More than half of all the multi-agents and processes
agreed by voting on the state and integrity of a process.

B. Blockchain Consensus Algorithm

Blockchain as a cryptocurrency framework for Bitcoin has
evolved since its introduction. Blockchains are uniquely
categorized based on the type of consensus algorithm in use. In
a Proof-of-Work (PoW) consensus, agreement on the validity
of a process was achieved using the computing power
challenge. The node that had more computing power achieved
consensus through a completely decentralized approach. There
is Proof-of-Stake (PoS) consensus that is based on financial
power competition where the node that controls more than a
third of all the resources within the network gets to validate
processes within the blockchain. PoS operates by selecting
validators to authenticate transactions within the blockchain
based on the quantity of the cryptocurrency holdings forming a
stake by a node. The more stake a node possesses the higher
the chance of being selected to validate transactions. In a PoS,
less computational power is involved since it takes shorter time
to reach consensus than in PoW. In Delegated Proof-of-Stake
(DP0S), consensus is reached based on election and voting
process to guard malicious usage and centralization of
blockchain. In DPoS, less computing power and time are
involved in achieving consensus [11].

A consensus mechanism must provide a trade-off between
performance, fairness, and security. There is Proof-of-Activity
(PoA) that is a fusion of PoW and PoS. The PoA operated on
an economic phenomenon with the assumption of “Tragedy of
the Commons” which described a situation where a limited
resource for several agents could be ruined in situations where
there is uncontrolled use [12].

C. Ripple Consensus Algorithm

The Ripple consensus algorithm is a permissioned
blockchain  consensus algorithm that requires access
permission for nodes in the network because it is not publicly
accessible, and operates in rounds using active nodes as
servers. It adopts an approach of closing an active ledger
updating session once a consensus is reached to store and
maintain an identical state of the ledger on all active nodes. For
each round within the ripple protocol consensus algorithm
(RPCA) [13];

e End users of the server forwards all new transactions to
each server. These valid transactions are compiled and
made public in the form of a list to constitute the
“candidate set”.

o All the candidate sets from several servers are merged
on every server’s unique node list (UNL), to
authenticate these transactions.

e The transactions that do not pass the authentication
minimal percentage of “Yes” votes are either discarded
or included in the candidate set at the commencement
of the consensus process for the next ledger.
Conversely, transactions that obtain the minimal
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percentage of “yes”
round of consensus.

votes are passed onto the next

The minimum percentage of 80% of a server’s UNL is a
requirement for agreeing on a transaction and that constitutes
the final round of consensus. The final round of transaction
closes the ledger after appending the authenticated transactions
onto the ledger.

1) Composition of the ripple consensus protocol: The
Ripple Consensus Protocol consists of several components:
Server, Ledger, Last-closed ledger, Open-ledger, Unique node
list (UNL), Proposer.

The server is an entity that runs the Ripple server software.

Ledger is an append only record of the amount of currency
in each user’s account and represents the ground truth of the
network. The ledger grows with updating transactions using the
consensus protocol.

The last-closed ledger describes the most recent state of the
ledger after the consensus protocol has validated transactions
and appended the validated transaction onto the ledger.

The Open ledger is used to represent the current operating
status of a ledger on a node.

2) Correctness of the consensus: There is the likelihood of
a validating node being compromised to form a cartel of
corrupt validating nodes to comprise the byzantine-fault-
tolerance integrity of the consensus. The ripple consensus
protocol maintains correctness for agreements and resistive to
Byzantine failures by adopting a mechanism where a
transaction is approved only when 80% of the validating
nodes agree using the consensus algorithm. Dishonest
agreement to validate a message transmission is possible only
after the number of faulty validating nodes exceed 80% of the
unique node list. The consensus protocol with honest nodes in
the UNL will maintain correctness if the unique node list UNL
of n nodes in the network meets this condition:

f<sn-1)/5

Where £ is the number of Byzantine failures. In situations
of (n—1)/5 + 1 Byzantine failures, the correctness of the
consensus is maintained. The consensus will only confirm a
fraudulent transaction when there are (4n + 1)/5 failures or
more. The probability of occurrence p* hereafter, points to the
likelihood of growing the size of the nefarious cartel below the
maximal threshold of Byzantine failures.

)
P = Z (Tll) pe(1—p)"

Where p. denotes the probability of any node colluding
with other nefarious cartel.

In Fig. 1, the process for the Ripple consensus is outlined.

The validation nodes are 10T sink nodes from several local
10T networks.
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Fig. 2. Smart contract dataflow diagram

In Fig. 2, the smart contract data flow is presented. The
smart contract operates between the sink node and the cloud
network. The IoT gateway runs the blockchain smart contract.
The smart contract ensures that users, devices, and data are
verified and validated for data storage operations on the
distributed ledger. Data from the sink node get stored onto the
distributed ledger through the loT gateway. The sink node
registers itself on the blockchain in step 3a. The loT gateway
always verifies the state of the blockchain using the internal
storage distributed ledger as input to validate the integrity of
the blockchain using the cloud or remote. Connected sink
nodes constitute the consensus nodes for performing user,
device and data integrity checking before either writing onto
the blockchain or access data from the blockchain. Data
writing operations on the blockchain are done by the sink
nodes, to append data onto the blockchain. They are referred to
as data write operations in step 2a. The hash and encrypted
data from the sink node are used in the next phase. The
writedata function in the smart contract is used to append the
hash of the sink node data onto the blockchain. The encrypted
data is then written to the gateway internal memory in steps 4a-
8a. The Ecall/Ocall wrapper communicates with the gateway
internal memory as illustrated in the step 5a. The hash of the
data from the sink node is verified by recalculating the hash-
based message authentication code (HMAC) based on the
encrypted and comparing the given hash with the derived hash.
The Integrity Checker verifies and validates loT data by
ensuring that the given hash and the derived hash are the same,
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the encrypted data is sealed and written to disk in step 7a. If the
report from the Integrity Checker shows a difference in the
string structure of the derived hash from the given hash, that
will result in discarding the data including the hash from the
sink node. Step 7a and Step 8a are used in validating the hash
and proceeding to either write the encrypted data to disk or
disproving the hash and discarding the data from the sink node.

Data accessing activities from the blockchain is done using
the data read module. A user module first registers third-party
users using the allowAccess method with the smart contract.
The user calls the revokeAccess function to revoke access for a
user. Step 1b outlines the interaction of the third-party user
with the smart contract in obtaining the hash of the data
generated by the sink node after providing the device ID of the
sink node. The smart contract checks if the third-party user
device ID and the address have the validation necessary to
access the data after doing integrity checking for the third-party
user 1D and address. The hash of the sink node data is only
returned from the cloud storage after the integrity checker
grants the access permission to the third-party user to enable it
to access the data from the loT gateway persistent storage (loT
gateway internal memory) that represents local storage of the
data. The smart contract uses the READDATA API as
illustrated in step 4b, to confirm if the third-party user has the
access permission to read the data hash identifier supplied by
the third-party request. In step 5b, it illustrates how data is
retrieved from the secured internal gateway storage once data
access permission is granted. The data is unsealed in step 6b,
and the integrity of the data is checked in step 7b, after
recalculating and verifying the digital signature by comparing
the given and the derived digital signatures. The sensor data
stored in the gateway internal memory is read and returned by
the user only after the digital signature verification is
completed. Steps 9 and 10 illustrate the data flow for this
operation [14].

In Table I, the pseudo-code for the smart contract is
presented.

Where:

OwnerAddress: Sink node identity (SNId)
Device: Sensor

DevicelD: SensorlID (Ssld)

In [15] five main blockchain consensus protocols were
examined using the unique properties of type (probabilistic or
absolute finality), level of fault-tolerance, power consumption,
scalability, and application. The five consensus protocols are:
Proof-of-Work (PoW), Proof-of-Stake (PoS), Delegated Proof-
of-Stake (DPoS), Practical Byzantine Fault Tolerance (PBFT)
and Ripple.

The ripple consensus proved to have a good scalability,
involved negligible power consumption, low fault tolerance
and operated using permissioned application. In ripple
consensus, the entire network will continue to function to
support correct consensus even if 20% of the nodes are
attacked by Byzantine generals problem [16].
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TABLE I. SMART CONTRACT PSEUDOCODE

Algorithm: Smart Contract Pseudo-code

1: HashMap deviceRegistry(key:ownerAddress, value:List[devicelDs])

2: HashMap deviceData(key:(ownerAddress, devicelD),
value:List[DataHash])

3: HashMap DataAccessRegistry(key:(ownerAddress, thirdpartyAddress,
devicelD), value: bool isAllowed)

4: function REGISTERDEVICE(ownerAddress, devicelD)

5: InsertToHashMap(key:ownerAddress, value:List[devicelDs])

6: end function

7: function WRITEDATA(ownerAddress, devicelD, Data)

8: if owner == ownerAddress

9: deviceData([owner, devicelD], List.InsertData(hash(Data)))

10: end function

11: function READDATA (ownerAddress, thirdPartyAddress, devicelD)
12: if DataAccessRegistry(thirdPartyAddress) == true

13: return deviceData[hash(ownerAddress, devicelD])

14: end function

15: function GRANTACCESS(ownerAddress, thirdPartyAddress,
devicelD)

16: if owner == ownerAddress

17: DataAccessRegistry[hash(ownerAddress, thirdPartyAddress,
devicelD)] = true

18: end function

19: function REVOKEACCESS(ownerAddress, thirdPartyAddress,
devicelD)

20: if owner == owner Address

21: DataAccessRegistry[hash(ownerAddress, thirdPartyAddress,
devicelD)] = false

22: end function

D. Modeling Languages for Verification Systems

Modeling systems exist to provide opportunity for
designing, developing, and implementing critical systems.
Although there are several kinds of tools and platforms for
modeling, simulation, and verification of systems, the coloured
petri nets (CPN) is distinguishable in the following aspects:
CPN offers several functions and provides a flexible
manipulation of the functions in developing a model. The CPN
tool has been improved and tested to support the modeling of
complex systems [17].

Study [18] surveyed several modeling tools for checking,
validating, and some cases improving the design requirements
of systems. Notable modeling systems mentioned included the
Practical Robust Implementation and Sustainability Model
(PRISM), Numeric Symbolic Model Verifier (NuSMV),
UPPAAL, Symbolic Analysis Laboratory (SAL), SPIN, Beryl,
D-Finder.

The related works showed available research on loT
solutions that is based on blockchain. It however confirmed the
absence of an implementation for a blockchain-based solution
to authenticate and protect loT data transmitted between
actively connected network elements of the loT gateway and
the cloud.
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Additionally, there is an implementation gap for a formal
model for 10T systems that directly involved the sensor, sink
node, 10T gateway, and the cloud elements in a blockchain-
based loT architecture.

In the next section, the methodology for the paper is
presented.

I1l. METHODOLOGY

The target and design principles that formed the basis for
the chosen methodology to support a blockchain-based
consensus mechanism for authentication of node data for 10T
systems are hinged on a security solution appropriate for an
environment where the devices are resource-constrained.

The design principles for the methodology are the usage of
decentralized authentication, smart contract for consensus
among sink nodes, lightweight cryptographic solution, digital
signature, smart contract with lightweight cryptographic
function, a formal modeling tool that allows for dynamic
behavior modeling, and the provision of a visual simulation
tool.

The design goals on the other hand involved the
elimination of a single point of failure, stronger security,
extending data protection with a lightweight cryptographic
solution, enforcing authentication with smart contract, the
proposal of a formal model for a generic blockchain-based loT
solution, and the validation of a blockchain-based 10T solution
through simulation.

A. Heterogeneous loT Architecture

An architecture consisting of several subsystems was
adopted for the implementation of the blockchain-based
authentication mechanism.

Local loT Network : Overlay Biockchain Network . Cioud Network

f Putlic
(J s
Infrastructure

ot
@ o b
Node S s
7 Node

loT
@ Sensor

lo¥
[ A
o -0

E— K

Fig. 3. An loT architecture

In Fig. 3, an loT architecture with components for a
heterogeneous cyber-physical network is displayed. The
architecture has three components involving a local loT
network which consisted of sensor end devices and sink nodes,
an overlay network that employs blockchain-based distributed
ledger, and a cloud network (remote storage) to receive and
store the hash values of the sensor data. The local 10T networks
amalgamate validated sink nodes with their validated data and
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transmit them through an 10T gateway to be stored on the
distributed ledger [19].

The local 10T sub model is composed of elements that
consist of security management, devices and sensors, internet
connectivity things, Application Programming Interface (API)
libraries, System Development Kits - SDK. Distributed
systems that operate based on a decentralized authentication
mechanism is prone to attacks such as the double spending
instances where validated messages that represent independent
transactions have the possibility of getting used in
simultaneous transfers without considering the output of each
transfer in the simultaneous transactions [20].

B. Coloured Petri Net

The coloured Petri Net (CPN) is a graphical mathematical
modeling language. It is used to describe and check system
properties, security requirements and synchronization
characteristics for real-time distributed systems, and more
generally event-driven systems. CPN comprises essential tools
for analyzing boundedness, reachability, resource conflicts,
deadlock as well as the structural properties of a real-time
system [21].

The formalization of CPN is composed of nine tuples.

CPN = (P,T,A%,V,C,G,EI
Where:

P={P1, P2, ..., Pm} represents a finite set of places.
T={T1, T2, ..., Tn} denotes a finite set of transitions.
A: Directed arc set

>': A finite set of colour set types

V- Denotes a finite set of variables whose type € Y.

C: It represents the colour set function from P to ).

G: Denotes the set of guard functions of transitions.

E: It represents a function that associates an arc expression
to each transition.

I: denotes the function that gives the initial marking of each
place.

The graphical representation of Petri net comprises of rings
representing Places, rectangles denoting Transitions, arrows
symbolizing Arcs.

A coloured Petri net is composed of variables, values, and
expressions. CPN objects are described using colour domain
that comprises variables, data values, operators, a syntax for
expressions, and typing rules. An abstract colour domain
consists of : Data values D, Variables V and Expressions (E)
[22].

o Disthesetof data values; These data values
include integer values, Boolean values (True and
False), and special undefined value L;

e Visasetof variables, that are represented using
single letters x, y, ..., or as subscribed letters x,, yy, ...
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o [Eisthe set of expressions, that are composed of
values, variables, and suitable operators.

Variables or values may form a basic expression. Thus,
DUV c E. For example, let e € E, the expression vars(e)
denotes the set of variables from V involved in e.

A binding is a restricted function §: V- D. Lete € E
and 8 be a binding. B(e) represents the evaluation of e under
B; if the domain of 8 does not include vars(e) then B(e) & 1.

Both sets and multisets of expressions are subjected to
binding evaluations.

For example, if g & {x » 1,y +— 2}, we have B (x +
y) = 3. With g & {x » 1,y — 2}, according to the colour
domain, we may have B(x+y)=L1 (no coercion), or
B(x +y) ="12" (coercion of integer 1 to string “1”), or
B(x +y) = 3 (coercion of string “2” to integer 2), or even
other values as defined by the concrete colour domain.

Two expressions e;, e, € E are said to be equivalent which
is represented as e; = e,, if for all possible binding 8, the
binding for both expressions are the same S(e;) = B(e,). For
example, x + 1,1 4+ x and 2 + x — 1 are pairwaise equivalent
expressions for the usual integer arithmetic.

Definition 1 (Petri nets). A Petri net is a tuple with several
elements such as (S, T, 1 ) where:

e Sisthe finite set of places; S is also represented as
P

e T,disjoint fromS,is the finite set of transitions;
e lisalabelling function such that:

foralls € S,I(s) <
D is the type of s,i.e.,the set of values that s is allowed
to carry,

forallt €T, I(t) € Eisthe guard of t,i.e., a
condition for its execution,

forall (x,y) €
(§ XT)U (T xS),l(x,y) is a multiset over E and defines
the arc from x toward y.

Definition 2 (Markings and Sequential Semantics) Let
N & (S, T, be a Petri net.

A marking M and N is a
function on S that maps each place s to a
finite multiset over
l(s) representing the tokens held by s.

Atransitiont € T is enabled at
a marking M and a binding 5, which is denoted by
M([t,B),if f the following conditions hold:

e M has enough tokens,i.e.,forall s €
S,B(IGs, ) < M;

e the guard is satisfied,i. e.,ﬁ(l(t)) = True

e Dplace types are respected,i.e., for all s €
S, B(l(t, s)) is a multiset over l(s).
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If t € T is enabled at marking M and binding B, then

t may fire and yield a marking M'defined for all s €
SasM'(s) & M(s) — ﬂ(l(s, t)) + ﬂ(l(t, s)).
This is denoted by M[¢t, ) M'.

The marking
G of a Petrinet marked with M is the smallest

graph

labelled graph such that:

e Misanodeof G

e if M'isanodeof G and M'[t,f)M"is also a node
of G and thereisanarcin G from
M' to M" labelled by (t, B).

The definition of marking graphs allows the addition of
infinitely many arcs between two markings. If M[t, 8), there
might exist infinitely many other enabling bindings that differ
from S only on variables not involved in t. Finally only firings
M(t, B) such that the domain of B is vars(t) & vars(L(t)) U
Uses(vars(I(s,t)) U vars(L(t, s))) is considered.

In the next section, the results and discussion for the
proposed methodology is presented.

IV. RESULTS AND DISCUSSION

The use of the mathematical and visualization features of
CPN provided the set of mathematical foundations necessary
for representing and describing the elements and security
properties of the proposed solution that is based on the loT
architecture.

In this section, the simulation results for the blockchain
consensus using CPN tools are presented and discussed.
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Fig. 4. CPN modeling of the blockchain consensus protocol

In Fig. 4, the CPN modeling of the blockchain consensus
mechanism with validators is presented. The validators are an
amalgamation of the current sink node which presents the data
to be validated as well as other external sink nodes within the
hierarchical 10T network. The external sink nodes form the
external validators. The sink node whose data is to be validated
through the consensus assumes the local validator status. The
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validators (local and external) reach agreement to validate data
if and only if the number of the positive feedbacks are more
than half of all the total decisions from the validation voting by
all the validators. Once a message does not get at least more
than half of the total decisions to be positive feedbacks, that
message is discarded. A session for the consensus by the
validators is considered closed once the decision on a message
has been made in accordance with the consensus correctness
criterion of the adopted blockchain consensus. The correctness
criterion of the consensus is critical to make the algorithm
byzantine fault tolerant.

1" (nboffeedbacks,

1(00)

(o

VALRESULT

EVDecision

VALDATA

1°(EVL,cpt)++ \

1°(EV2,cpt)++ 1" (nboffeedbacks+1,

1 (EV3,cpt)++ nbofposfeedbacks+ i
1°(EVd,cpt) feedback) (0,0)

1" (nboffeedbacks,

nbofposfeedbacks) (5,nbofposfeedbacks)

StartvalP, i Dadal lid L EndValP
artValProcess T dbacks = fon ndvalProcess

nboffeedbacks =0 | INT
=1
feedback =?
00

0l

lbofposfeedbacks > 2) then 1" cpt else empty

ValidatedData
INT

Fig. 5. Local validator feedback decision

In Fig. 5, the consensus commencement for validators is
illustrated. The blockchain consensus starting with the local
validator to decide by voting by on the feedback of the data
under validation is presented. There are two feedback options
(0, 1) to be selected by a validator. Option 1 symbolizes
positive feedback whereas option O denotes non-positive
feedback. The “start validation transition” has not been fired
yet. Selecting a choice for the feedback will fire the transition.
The token (1°1) on the local validator symbolizes a single node
data and the specific data to be validated is 1. The update on
the number of proposals “nbprop” of 1'(0, 0) shows that voting
on the decision feedback on the data under validation has not
started (0, 0).
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Fig. 6. Local validator feedback decision proposal update
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In Fig. 6, a feedback decision of ‘1’ on the data under
validation is presented. The feedback from the local validator
confirms that the “start validation transition” has been fired.
The update on the number of proposals “nbprop” of 1'(1, 1)
shows that voting has started on the decision feedback on the
data under validation. That only 1 validator has voted on the
decision feedback. That decision is a positive decision (1 —
‘Number of decisions’,1-‘number of positive decisions’).
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Fig. 7. External validatorl feedback decision

In Fig. 7, the feedback decision from external validatorl on
the data under validation is illustrated.

The update on the nbprop place 1°(2,2) shows that there
have been two vating decisions and all the decision are positive
decisions.
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Fig. 8. External validator2 feedback decision proposal update

In Fig. 8, the feedback decision from external validator2 on
the data under validation is shown.

The decision feedback voting update on the number of
proposals “nbprop” — 1°(3,3) shows that there have been three
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feedback decisions with all three being positive feedback
decisions.
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Fig. 9. External validator3 feedback decision proposal update

In Fig. 9, the feedback decision from external validator3 on
the data under validation is illustrated. The local validator,
external validators 1, 2, 3 have all voted on the decision and
have the feedback updated and stored on the nbprop place. The
token value has been updated to 1°(4,3) to show that there have
been four votes (local validator, external validators 1,2,3). And
that three out of the four votes are positive feedback decisions.
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Fig. 10. External validator4 feedback decision proposal update

In Fig. 10, the feedback decision from external validator4
on the data under validation is depicted. Additionally, it
provides the update as illustrated in the place for the number of
proposals “nbprop” for a total of five decisions, with three
positive feedback decisions. The EndValProcess transition is
highlighted to show that it is the next action or step to be taken
for the simulation.
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Fig. 11. Decision result after the proposals

In Fig. 11, the data flow CPN simulation on the decision
feedback results at the end of the decision voting process is
represented. The token value on the nbprop 1°(5,3) and the
summary information on the transition confirm that there was
one data identity that represented 1 data element to be validated
and that there were 3 positive decision feedbacks.

1" (nboffeedbacks,
( 0,0)

nbofposfeedbacks) 1
EVDecision ¢ & nbpropg:)l'(o,O)
1" (nboffeedback:

VALDATA ! A VALRESULT
1°(EV1,cpt) 4+ .
17(EV2,cpt) ++ 1" (nboffeedbacks+1,
1°(EV3,cpt)++ nbofposfeedbacks+ 1'00)
1°(EV4,cpt) feedback) #
1" (nboffeedbacks,
nbofposfeedbacks) 1/ (5, nbofposfeedbacks)
Tept 3 Tept
StartValProcess DataUnderValidation EndValProcess
INT nbofposfeedbacks =3
) cpt =1
if (nbofposfeedbacks :
ValidatedData(1)
INT

Fig. 12. Consensus decision

In Fig. 12, the decision on the data at the end of the
consensus process is shown. The initial token element 1°1 on
the local validator place has been moved to the place for the
ValidatedData. Additionally, the consensus session is closed
and the nbprop token element is reset to 1°(0,0).

The firing of the EndValProcess transition ends and session
for the consensus activity. The data is then validated and the
colour token 1°1 on the ValidatedData place finalizes the
consensus.
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Abbreviation Description CPN

Component

nbprop as input. The

Abbreviation Description CPN output of this transition is
Component the ValidatedData.
LocalValidator It represents an internal cpt A token for describing the
sink node. The container identity of data under
for keeping a sink node validation. The data under
data prior to a validation validation is submitted by
operation the local validator to the
ExValidators It denotes external sink validators where the
nodes that form the consensus mechanism is
external validators. These applied on the data using
are all the other sink nodes other established rules in
within the hierarchical l1oT the consensus to vote on
network. They join the the data in validating it.
internal validator to reach EVi(i=1.4) The token identifying the
an agreement on a message external validator i.
through a blockchain data A data element
CONSensus. representing the data under
nbprop A container for keeping all validation by the external
the decisions resulting validator.
from validators using the nboffeedbacks It is a counter that records
consensus rule to vote on a Places the decisions of voting
data under validation. activities by providing an
ValidatedData It represents the results update on the total number
after the voting decisions of feedback decisions Variables
undertaken by all the nbofposfeedbacks It is a counter that records
validators have ended. the total number of
When the number of positive feedback
positive feedbacks where decisions. Both the number
at least 60% of the total of feedbacks and the
decisions by the validators, number of positive
the data will be moved to a feedback decisions are
new state of stored as a token in the
ValidatedData. “nbprop” place and are
DataUnderValidation It denotes a place that updated each time an
specifies the current data external validator decision
being validated is kept. It is taken.
is represented by the i i
identity of the data which In Table IlI, the CPN simulation components for the
is captured as (‘cpt) on the consensus mechanism for the system are presented. The
arcinscription. components for the simulation consisted of CPN places,
StartValProcess Itis an event that signifies transitions, arc expressions, and initial marking of places using
the start of the consensus coloured tokens. The various components used in the
session. The local validator . . X g .
is an input to this event. It simulation of the consensus mechanism were described in the
fires the data from the table.
L‘;ﬁiﬁ:;';“;}ﬁ;ﬁgé“; well The use of the proposed loT architecture is an improvement
as updates the on a related work that used blockchain mechanisms for loT
DataUnderValidation and data security. In [19] the blockchain solution did not indicate
_ the “nbprop” places. how the node data from the sensor was protected as well as an
EVDecision Itis a transition label for approach to maintain the integrity of the data communicated
the CPN event that fires .
the decision of each between the sensor and the sink node. The proposed
external validator as Transitions blockchain-based 10T architecture used a centralized approach

feedback on a data. The
input of the transition is
the external validator and
the data to be validated
based on the consensus
rules. The output for this
transition is the number of
decision feedbacks and the
number of positive
decision feedbacks.

EndValProcess

It is a transition to signify
the close of a consensus
session. It has
DataUnderValidation, and

with a lightweight-cryptographic mechanism to protect the
content of data between the sensor and the sink node.
Additionally, the use of a non-monetary-based blockchain
consensus mechanism where only the 10T gateway and other
sink node clusters formed the consensus nodes is used to
implement a smart contract with a lightweight cryptographic
function for decentralized authentication of node data.

The use of the decentralized consensus ensured the
elimination of a single point of failure situation for the loT
network and supported a distributed ledger that guaranteed the
availability of validated node data on the 10T internal storage
and the cloud for authorized users in the 10T system.
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In the next section, the general conclusion of the work is
presented.

V. CONCLUSION

Distributed systems that rely on decentralized processing
for authentication and validation of processes like the
blockchain system use agreements through consensus
mechanisms to assure and maintain the correctness of
decisions, and to guarantee stable systems. For a blockchain
mechanism to be deployed in an loT network where the
devices are resource-constrained, an architecture was designed
that factored in the challenges regarding memory,
computational processing, and energy limitations of sensors
and sink nodes. The distinctive security features in the
proposed consensus mechanism enabled the core elements of
the 10T architecture to reach an agreement among the sparsely
fragmented network elements in the loT architecture. The use
of the 10T gateway, PKI, and cloud network in the architecture
supported a security solution that provided a trade-off between
performance, fairness in load balance, and security.

Additionally, the ripple consensus mechanism provided a
byzantine fault-tolerant approach with good scalability to
support a large network consisting of several subsystems.

The modeling and simulation of the blockchain-based
authentication mechanism provided the possibility of
validating the security properties of an 10T security solution
that is based on a decentralized authentication approach. The
CPN features including places, transitions, arcs, expressions,
and initial markings of places with tokens were used to
represent the entities or physical attributes of the system as
well as the design decisions of the system. The design
decisions and the dynamic nature expectations of the
distributed ledger system were represented using places,
transitions, arc expressions, and tokens.
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Abstract—This paper describes the design of a programming
framework for microcontrollers specially the ones with low
program and data memory, using as a base a programming
language with modern features. The proposed programming
framework is named Aixt Project and took inspiration from
other similar projects such as Arduino, Micropython and TinyGo
among others. The project’s name is inspired on the weasel pet
of the V programming language and at the same time it is a
tribute to Ticuna people who live in the Amazon rain-forest, just
between Colombia, Perui and Brasil. Aixt comes from Aixtii or
Aitii rii which means otter in Ticuna language. The proposed
programming framework has three main components: the Aixt
language based on the V syntax, a transpiler that turns the
defined V-like source code into C, and a generic cross-platform
Application Programming Interface (API). The target of this
project is obtaining a cross-platform programming framework
over the same language modern language an the same API, for
programming different microcontrollers especially the ones with
low memory resources. Aixt language is based on the syntax
of V programming language but it uses mutable variables by
default. V language was selected to be used as base of this
project due to it is a new compiled programming language with
interesting modern features. In order to turn the Aixt source
code into C, a transpiler is implemented using Python and the
some specialized libraries to design each part of its translation
process. The transpiled code is compiled by the native C compiler
of each microcontroller to obtain the final binary file, that is
why the API has to be adapted for each native C compiler.
The complete project is released as a free and open source
project. Finally, different application test were done over the XC8
and XC16 compilers for the PIC16, PIC18, PIC24 and dsPIC33
microcontrollers families, demonstrating the correct working of
the overall framework. Those tests show that the use modern
language framework to program any microcontrollers is perfectly
feasible using the proposed programming framework.

Keywords—Microcontroller; transpiler; API; programming lan-
guage; V; V-lang; Aixt project

I. INTRODUCTION

The different processor architectures used by the com-
mercial microcontrollers, make the programming process de-
pendent on those architectures and thus not universal. Even,
when the microcontrollers are programmed on high level
languages, tasks such as peripherals, timers, setup registers,
and others, keep depending on the programmer’s knowledge of
the processor’s architecture [1], [2]. There are some different
projects which pretends to generate cross-platform program-
ming frameworks [3], using different programming languages
like JavaScript [4], and other implementations using virtual
machines [5], [6], [7]. An example of those programming
frameworks (and one of the most popular) is Arduino[8], [9],

[10], which is based on C language in addition to an API
which makes the programming process easier. That API works
on a predefined hardware setup to reduce the setup process
by the programmer. Another popular programming framework
for microcontrollers is Micropython which implements on
several devices a subset of Python language. Micropython has
specific relatively high memory requirements which makes
it impossible to run on small microcontrollers, but it has
been ported to a large number of different architectures [11]
mainly in internet of things IoT implementations. Arduino
is compiled but its C syntax lacks modern features, on the
other hand Micropython is interpreted and therefore non time
optimized as compiled language, but there is an intermediate
framework named Tinygo which implements Go language on
Microcontrollers, offering modern features like Python and the
advantage of being compiled [12] like Arduino (C). However,
most of the microcontroller with limited memory features does
not fit to the memory requirements of the projects previously
described, so for those ones it is necessary to use their native
C compiler.

In order to obtain the best execution times and the best code
optimization level [13], [3] it is necessary to use the native C
compiler of each architecture. Then, if there is a programming
framework with an upper modern language layer, a transpiler
to C and the native C compiler as a part of the framework, this
could have high level language features along with optimiza-
tion levels similar to the ones reached with only the native
compilers. The described programming framework needs to
have a transpiler [14], which is a translator from the upper layer
language to the native C [15]. Transpilers are highly utilized
nowadays [16], [17], in several languages both compiled and
interpreted [18], [19], [20], and even in languages based on
virtual machines [21]. Those transpilers are mainly used in
order to reuse source code that comes from another different
language [18], or improve the execution times or another
performance feature of the program [22], [23] changing the
platform or language (for instance turn Python (interpreted)
into Rust (compiled) [19]), even translating source code to
gate-based hardware [24] like FPGAs or other processor-less
devices.

Several new programming languages have emerged nowa-
days, mainly to solve some of the issues of the traditional ones
such as safety, memory management among others. Among
these new languages are Go, Swift, Dart, F# and Rust, being
this last is one of the most preferred ones[25], having even
implementations on microcontrollers [26], [27], [28]. There are
some other other languages such as Peregrine which is based
on the Python’s syntax and the V programming language [29]
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wish is inspired on Rust and other languages. V is an statically-
typed programming language with several modern features that
make the development easy, and a better learning curve than
other modern languages like Rust.

This paper proposed a programming framework for micro-
controllers that is composed by a high level language based
on V as the main language, a transpiler from this V-like
language named Aixt to C, and the microcontrollers’ native C
compiler which finally generates output binary file. In order to
generalized the programs across the different microcontrollers,
a general API is designed, which is implemented on each
C compiler of the supported devices (in this first stage for
XC8 and XC16 compilers). For the transpiler implementation
Python and the module SLY were used, to write the lexer
analyzer and the Parser. This project is based on a previous
one named Sokae [30] developed by the same authors.

The paper is organized as follows: Section II presents
the methodology for implementing the overall proposed pro-
gramming framework, including the Aixt language definition
(Section II - A), the Python implementation of the Aixt-to-C
transpiler (Section II - B), and the API implementation for the
XC16 compiler and PIC24 microcontrollers family (Section
II - C). Section III shows the Aixt language functionality
by implementing several examples, as well as it presents the
results of implementing the proposed programming framework
by several test source codes. Finally, Section IV shows the
conclusions about this research’s main ideas, including possi-
ble future jobs.

II. METHODOLOGY

With the name Aixt Project, a microcontroller programming
framework is implemented. This framework uses an homonym
language which is based on the V programming language. A
transpiler from Aixt language to C is the most important block
of this framework, as well as an Application Programming
Interface (API) written in both languages. As part of the
proposed structure, the native C compiler of the specific micro-
controller finally generates the output binary file, as shown in
Fig. 1. Using the proposed framework, the users will be able to
write the source code in Aixt language using a standard API
and obtains the binary file for a specific microcontroller or
board without having further knowledge of the programming
architecture. This framework pretends to be highly modular
and relatively easy to include other microcontrollers or boards.
The Fig. 1 shows the general structure of the programming
framework indicating that for each new microcontroller to be
supported it is necessary to adapt the API (Fig. 1 right) to this
and invoke its specific native C compiler (Fig. 1 left down).
The specific test done for this paper were implemented on
some different Microchip® microcontroller families such as
PIC16, PIC18, PIC24 and dsPIC33 using the XC8 and XC16
compilers, these microcontrollers were selected because their
limited amount of implemented memory.

A. Aixt Language

Aixt is the name given to the proposed language and the
overall programming framework. This language is based on the
V programming language [29] and shares most of its syntax.
Due to its relatively short learning curve, V language was

Vol. 13, No. 12, 2022

Aixt
Source
Code

--- PIC16

--- PIC18
Aixt To C Transpiler

=" PIC24

=== AT Mega
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Transpiled Code - PSoC 1

——- ESP8266

C Compiler

Xcs XC16 ImageCraft ...

Machine

Binary File

Fig. 1. General programming framework diagram

selected for this implementation instead other new languages
like Rust [30]. The framework and language name is inspired
in the Weasel pet of V Language, and at the same time is a
tribute to Ticuna people who live in the Amazon rain-forest in
the borders between Colombia, Brasil and Peri. Weasels are
mustelids just like otters, so the name Aixt comes from Aixtii
or Aitii rii which is a way to say otter in Ticuna language.

Aixt is a compiled and statically typed programming lan-
guage based on the V syntax. This is designed to be used
on a wide range of microcontrollers no matter their memory
limitations. Aixt syntax shares some feature with languages
such as Rust and Go, therefore also it shares syntax features
with C, which makes Aixt easy to understand and transpile.

Listing 1 shows an example code using Aixt language and
API, which makes blinking a LED for a specific microcon-
troller’s pin. Likewise, the Listing 2 shows the C equivalent
of the same Aixt source code.

Some of the basic features of Aixt language are listed as
follows:

e the := operator is used for declaring variables.
e  Unlike V, variables are mutable by default in Aixr.

e ix, ux and fx variable types for regular integers,
unsigned integers and floating point variables.

e isize and usize for integers with same size of the
processor.

e rune type for character variables.
e  Default type inference in declaring.

e  Underscore character in literals for improving its read-
ability.
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e  The main function is the first entry of a V program. In
case of having only one source code, the main function
definition can be ommited.

e All instructions end with a new line character, whit a
semicolon or with a curly bracket close.

e The semicolon is optional. It has to be used when
having two simple instructions in the same code line.

e  All the code blocks are delimited by curly braces.

e  All function declarations start with the reserved word
fn.

e  The names for all the identifiers (variables, constants,
functions, etc.) prefer to use snake case as in V, for
instance the function pin_low (). This feature is
implemented in order to keep a standard format for
all the V source code.

e There is only a loop instruction which is used for
implementing all the supported loops, changing only
its input parameters syntax.

e The reserved word import is used for including
different complete modules or libraries.

e In order to reduce the C obtained code, it is possi-
ble to include individual components from a global
module using the curly braces following the syntax:
import module { compl, comp2, ...}

Listing 1: Blinking LED example in Aixt

import machine { pin }
import time { sleep_ms }

pin (A6,0UT)

for {
pin_high (A6)
sleep_ms (500)
pin_low (A6)
sleep_ms (500)

Listing 2: Resultant C code for the Blinking LED example

#include ”./settings.h”
#include ”./machine/pin.h”
#include ”./time/sleep_ms.h”

int main(void) {

pin (A6,0UT);

while (true) {
pin_high (A6);
sleep_ms (500);
pin_low (A6);
sleep_ms (500);

¥

return 0;
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B. Transpiler

A transpiler is a program that translates source code
between programming languages with the same abstraction
levels, by contrast a compiler translate source code generally
to another low level language. The proposed programming
framework does not compile directly the Aixt source code
but transpile it to C. The Transpiler from Aixt language to
C is implemented with Python and using the PLY module
in order to implement the lexer analyzer and parser for the
input source code. The complete working diagram of the
implemented transpiler is shown in Fig. 2, where and input file
with . v extension get in to the transpiler and it generates the
output . c file. The transpiler implementation is based on part
of the V language grammar, the Listing 3 shows and extract
of that grammar in Backus-Naur form (BNF). This part of the
grammar shows the definition of the four different ways to do
loops in Aixt using the reserved word for, including infinite
loops.

Aixtto C
Transpiler

source.v Aixt Lexer

symbol
flux

Aixt Parser source.c

Fig. 2. Transpiler diagram

Listing 3: Aixt language BNF definition (extract)

f.(.)£Stmt ::= for block

| for expr block

| for forClause block

| for inClause block
forClause ::= simpStmt ; expr ; simpStmt
inClause ::= exprList in IDENTIFIER

For the implementation of the lexer analyzer, all of the to-
kens of V language are supported, such as keywords, operands
and other punctuation symbols, as shown in the code extract
of Listing 4.

Listing 4: Aixt Lexer implementation (extract)

tokens = {
18, 116, 132, 164, ISIZE .
F32. F64, BOOL. RUNE,

IMPORT, IN, MAP, MATCH, RETURN,
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}

BOOL = r’bool”’ # Types
RUNE = r’rune’
IDENTIFIER = r’[a-zA-Z_][a-zA-Z0-9_]x*"’

BINARY LIT = r’0b[0] ]+°

literals = {

Once the Lexer analyzer reduced the character flux of the
source code to an token flux, the parser analyzes the syntactic
rules of language in order to find possible syntactic error and
transpile it to C. The most of the syntactic rules of V are
implemented in Aixt using the SLY module as shown in the
extract source code of Listing 5, which matches with the BNF
definition shown in Listing 6.

Listing 5: Aixt Parser implementation (extract)

@_( ’identList .DECL_ASGN_exprList’,
)
def varDecl(self, p):

return ret_value

@_( ’IDENTIFIER’ ,
“identList.”,” _-IDENTIFIER"’

)
def identList(self, p):

return p[0]

Listing 6: Aixt BNF rules (extract)

varDecl ::= identList DECL_ASGN exprList
identList := IDENTIFIER
| identList ”,” IDENTIFIER

SLY library uses Python’s function decorators to implement
the syntactic rules of the language to be compiled or transpiled,
applying them to each syntactic production, for example the
production varDecl is the implementation of variable declara-
tions in Aixt language.

As previously said, the transpiler reads the source code
written in Aixt, which for compatibility with standard source
code editors, the . v file extension.

C. Application Programming Interface

One of the main goals of the proposed framework is
designing a cross-platform API, which includes the basic
features and peripherals of most microcontrollers. In order
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to make the microcontroller’s programming process easier, a
general Application Programming Interface is implemented in
both the Aixt programming language and C for the specific
native compiler. This API includes the peripherals and features
shown in Tables from I to IV.

TABLE I. GENERAL PURPOSE INPUT/OUTPUT

Function name
pin()
pin_low () pin_high ()
pin_value ()
pin_value ()

Description
pin type declaration
setting high and low
setting specific binary value
reading an input value

TABLE II. ANALOG TO DIGITAL CONVERTER (ADC)

Description Function name
ADC setting up adc ()
ADC reading value adc_read ()

TABLE III. UNIVERSAL ASYNCHRONOUS RECEIVER TRANSMITTER
(UART)

Function name
uartx ()
uartx_put ()
uartx_get ()

Description
UART setting up
single byte transmitting
single byte receiving

TABLE IV. TIMING FEATURES

Description Function name

delays in microseconds sleep_us ()

delays in millisecond sleep_ms ()
delays in second sleep ()

Table I shows the pin and GPIO functions like setup,
input capture and output set. Some devices even could support
exchange state functions (pin_toggle). The rest of API
functions follow the same rules:

e  The setup function has the same name of the module.

e  The rest of name functions of the same module follow
the syntax: module_function (). For instance:
adc_read () function of machine { adc }
module (Table II).

e Devices with more than one peripheral of the
same time follow this name function syntax:
modulex_function () where the x refers to the
number that identify each peripheral. For instance:
uart2_get () as shown in Table III.

e Some API modules refers to a inner features of the
device different to hardware peripherals, for instance
software delays (Table IV).

The Fig. 3 shows the folder structure designed for the
overall API, this structure has to be followed for each of the
supported microcontrollers and boards to maintain the com-
patibility across all the hardware devices. Following strictly
this folder structure allow the transpiler to correctly redirect
the module including tasks when it is necessary to include to
the project isolated components of a module.

As previously mentioned, the
follows the next syntax in Aixt:

module including
import module
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for complete modules, which will be transpiled as
#include \./module.h". Likewise, the sub-modules
or module components including follows the syntax:
import module { subl, sub2, ...}, which will
be transpiled to #include \./module/subl.h" etc.
That is very important to optimize the resultant binary file.
On the other hand, when a complete module is included, the
./module.h header file has to include all of the .h files in
the correspondent folder on the folder’s API structure.

Pin.h
ADC.h

Machine

UART.h

sleep_us.h
sleep_ms.h

sleep.h
machine.h
time.h
ports.h
settings.h

Fig. 3. General API structure

III. RESULTS

The overall project including the Aixt language defini-
tion, the transpiler from Aixt to C and the API, is pub-
lished by the authors as a free software project at the URL
https://gitlab.com/fermarsan/aixt-project. The authors hope this
project works as a starting point of a great free programming
framework for microcontrollers or as seed for other similar
projects.

The complete programming framework was successfully
tested using some of the 8-bit and 16-bit PIC microcontroller
families from Microchip ®. Those devices were selected due to
their low amount of implemented data and program memories.

Several different working tests have been performed to
check the correctness of most Aixt features. Listings 7 and
8 show a comparison of the variable declarations in Aixt
and the corresponding transpiled C code for XC8 and XC16
compilers. In Aixt the variable declaration is always along with
an assignment. The declaration and assignment process uses
the operator := to differentiate with only assignment =. At
the same time it is necessary to use the conversion predefined
functions such as 18 (), u32 () and £64 () among others,
in order to specify the number of bits and the type of integer
and floating point variables. One of the benefits of using the
conversion functions of V for the variable definitions is that
each variable is bit-width explicit, independent of hardware
device. Listing 7 shows too the use of the underscore symbol
"_" for improving the large numbers readability. Also the
special notations for hexadecimal, octal, and binary literals,
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are shown. The only difference with C is the octal literals
beginning with the sequence "0o" (zero + o), instead of only
0 as in C.

Listing 7: Aixt variable declaring and assignment example.

var2 := i18(129)

var3 := i164(-6_835_292)
var4d := u8(0b0011_0101)
var5 := ul6(00073452)
var7 := u64(0xAAFF_7625)
var8 := f32(1_342.56)
var9 := f64(-34.035_440)

Listing 8: C resultant variable declaring and assignment ex-
ample.

int8_t var2 = 129;

int64_t var3 = -6835292;
uint8_t vard = 0b00110101;
uintl6_t var5 = 0073452,
uint64_t var7 = 0xAAFF7625;
float var8 = 1342.56;

long double var9 = -34.035440;

Modern programming languages like V has some useful
features such as the type inference, which simplifies program-
ming in most cases. Type inference gives programmers peace
of mind about variable types when they are not needed, thereby
reducing development time. The implementation of this feature
in Aixt is reached by using the standard types for integer
and floating point variables. In the case of XC8 compiler
the standard integer type is int8_t and for XC16 compiler
intl6_t. For the floating point variables the default type
is float. Listings 9 and 10 show the transpiling result for
some variable declarations by inference, including Boolean,
character (named runes), integer and floating point literals, for
the XC8 compiler.

Listing 9: Aixt variable declaring and assignment by inference
example.

varQ := true
varl := false
var2 := 1345
var3 = 71.4
var4d := -457
var5 := -10.445
var6 = ‘d°

Listing 10: C resultant variable declaring and assignment by
inference example.

bool varO0 = true;
bool varl = false;
int8_t var2 = 1345;
float var3 = 71.4;
int8_t vard = -457;
float var5 = -10.445;
char var6 = ’d’;

www.ijacsa.thesai.org

36| Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

On the other hand, Aixt language syntax provides support
for some of V’s looping statements, such as: condition for
(while in C), bare for or infinite loop (while (true) in C),
infinite loops, regular for loop and C-like for loop. Listing 10
shows an example of the loop statements currently supported
by the Aixt syntax and Listing 11 shows the C equivalent of
each one. The Aixt-like for loop includes and integer range
notation with the syntax: i..f, where i is the initial value
and £ is the final value.

Listing 11: Aixt available loops.

// condition for
for a < 10 {
a += 1

}
// bare for
for {

a += 1

//range for
for i in 0..10 {

arr[i] = 0

//c for

for i:=0; i<=10; i++ {
arr[i] = 0

}

Listing 12: C equivalent loops.

while (a < 10){
a += 1;

while (true){

a += 1;

for (int i=0, i<10, i++){
arr[i] = 0;

for (int i=0, i<=10, i++){
arr[i] = 0;

A. Microcontrollers Setting Up

In order to setup a specific new microcontroller or board
added to the Aixt programming framework, a configuration
file has to be written. The chosen format for this configuration
file is YAML which means Yet Another Markup Language,
and is a very simple format to implement setup file for
software projects. In that configuration file the designer can
setup features such as: type equivalences between Aixt and the
native C compiler, the microcontroller fuses or configuration
bytes, the part or device number, the default header files among
others. This configuration file is expected to be modified once
by the designer and not to be modified by a regular user. The
Listing 12 shows an extract of the configuration file for a
PIC24F]J device.

Listing 13: YAML microcontroller or board configuration file
(extract).
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i8: int8 _t
u16 uintl6_t

default_int: intl6_t

device:  p24FJ128GA010
l'1'e.aders:

- <xc.h>

— <stdint .h>

configuration:
— 7"POSCMOD = XT”
— ”OSCIOFNC = ON”

On the other hand, a batch file has to be included for each
new device. This file works as a Makefile, following the steps
and invoking the different component of the framework, in
order to obtain the final binary file starting from the Aixt source
code. The batch file has to be provided in .ps1 (PowerShell)
format for Windows and in . sh format for Linux.

IV. CONCLUSION

Using the proposed programming framework, the micro-
controllers programmer can utilize a modern high level lan-
guage programming environment, using a compiled language
with its benefits and at the same time taking advantage of the
modern features of the language. Aixt Language pretends to
be a highly level programming language for microcontrollers
with a short learning curve due to its simplicity compared with
other modern languages. Aixt utilizes modern V-based features
such as type inference but at the exact same time obtains
binary files with similar optimization degrees of standard
compiled languages such as C and similar execution times. Aixt
Language and the proposed programming framework could
enable programming microcontrollers with ease, as long as
they have a native C compilers. At the same time Aixt does not
need a fixed amount of memory to work, the finally binary file
depends only the source code. So it has not the problem of the
memory needed to run a program written with an interpreted
language such as MicroPython or Javascript.

The transcompilation process between Aixt and C is suc-
cessful because both languages are similar, mainly due to all
variables in Aixt are mutable by default like in C, and some
other similar features like curly braces and others. Transpile
another language such Python to C for instance, would be
a little bit difficult because the differences between both
languages.

Aixt Language and programming framework could allow
individuals with little electronics know how to program easily
embedded systems, just like Arduino, mbed, and MicroPy-
thon among other frameworks. Likewise, Aixt could enable
experienced embedded system programmers only learning one
programming language and API, to program a wide variety of
microcontrollers no matter their memory sizes.

All of the features in the proposed programming framework
was completely tested, however not all the modern features of
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the V programming language were implemented. That means
this project can highly improve implementing more features
and adapting it to other microcontrollers and boards. It is
perfectly able to use Aixt language and this framework in the
classroom in Basic courses of microcontroller and embedded
systems, due to currently this project is highly functional.

In spite of the short learning curve of V and therefore Aixt
languages, it is possible to explore another simple languages
to improve the proposed programming scheme, or even giving
support to another main languages maintaining the same APIL.
One of the candidates is the Peregrine Language who is based
on the Python syntax.

As future work, the development of other useful features
of V language are proposed. For example, the array definition,
direct array indexing using the array for loop, array inter-
polation, matching statements among others. Likewise, it is
important to keep giving support to other MCUs and board
especially those with low program and data memories, which
are the motivation for this project. For instance Atmel ® AT
mega and AT tiny will be included to the project soon due
to they use also the XC8 compiler. Finally, it is possible
to combine PC graphical application developed in V with
embedded application developed in Aixt, taking the advantage
of learning only one programming basis to develop a complete
embedded-based graphical application.

ACKNOWLEDGMENT

This work was supported by Universidad Distrital Fran-
cisco José de Caldas and Corporacién Unificada Nacional de
Educacion Superior CUN. The views expressed in this docu-
ment are not necessarily endorsed by Universidad Distrital or
CUN. The authors thank the ARMOS and IDECUN research
groups for the simulations and tests.

REFERENCES

[1] A. Radovici and L. Culic, Embedded Systems Software Development.
Berkeley, CA: Apress, 2022, pp. 27-47.

[2] E. Kusmenko, B. Rumpe, S. Schneiders, and M. von Wenckstern,
“Highly-optimizing and multi-target compiler for embedded system
models: C++ compiler toolchain for the component and connector
language embeddedmontiarc,” in Proceedings of the 21th ACM/IEEE
International Conference on Model Driven Engineering Languages
and Systems, ser. MODELS *18. New York, NY, USA: Association
for Computing Machinery, 2018, p. 447-457. [Online]. Available:
https://doi.org/10.1145/3239372.3239388

[3] A. K. Rachioti, D. E. Bolanakis, and E. Glavas, “Teaching strategies for
the development of adaptable (compiler, vendor/processor independent)
embedded c code,” in 2016 15th International Conference on Informa-
tion Technology Based Higher Education and Training (ITHET), 2016,
pp. 1-7.

[4] K. Grunert, “Overview of javascript engines for resource-constrained
microcontrollers,” in 2020 5th International Conference on Smart and
Sustainable Technologies (SpliTech), 2020, pp. 1-7.

[5] K. Zandberg and E. Baccelli, “Minimal virtual machines on iot mi-
crocontrollers: The case of berkeley packet filters with rbpf,” in 2020
9th IFIP International Conference on Performance Evaluation and
Modeling in Wireless Networks (PEMWN). 1EEE, 2020, pp. 1-6.

[6] S. Varoumas, B. Pesin, B. Vaugon, and E. Chailloux, “Programming
microcontrollers through high-level abstractions,” in Proceedings of the
12th ACM SIGPLAN International Workshop on Virtual Machines and
Intermediate Languages, 2020, pp. 5-14.

(71

(8]

(91

[10]

(1]

[12]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

Vol. 13, No. 12, 2022

R. Gurdeep Singh and C. Scholliers, “Warduino: a dynamic webassem-
bly virtual machine for programming microcontrollers,” in Proceedings
of the 16th ACM SIGPLAN International Conference on Managed
Programming Languages and Runtimes, 2019, pp. 27-36.

D. E. Bolanakis, “A survey of research in microcontroller education,”
IEEE Revista Iberoamericana de Tecnologias del Aprendizaje, vol. 14,
no. 2, pp. 50-57, 2019.

S.-M. Kim, Y. Choi, and J. Suh, “Applications of the open-source
hardware arduino platform in the mining industry: A review,” Applied
Sciences, vol. 10, no. 14, p. 5018, 2020.

H. K. Kondaveeti, N. K. Kumaravelu, S. D. Vanambathina, S. E.
Mathe, and S. Vappangi, “A systematic literature review on prototyping
with arduino: Applications, challenges, advantages, and limitations,”
Computer Science Review, vol. 40, p. 100364, 2021.

V. M. Ionescu and F. M. Enescu, “Investigating the performance of
micropython and ¢ on esp32 and stm32 microcontrollers,” in 2020 IEEE
26th International Symposium for Design and Technology in Electronic
Packaging (SIITME), 2020, pp. 234-237.

A. Suarez Ruiz, “Disefio de hardware y firmware para un sistema
inaldmbrico de adquisicién de datos daq de bajo costo,” Departamento
de Ingenieria Eléctrica, Electronica y Computacion, 2019.

H. Wu, C. Chen, and K. Weng, “An energy-efficient strategy for
microcontrollers,” Applied Sciences, vol. 11, no. 6, p. 2581, 2021.

M.-A. Lachaux, B. Roziere, L. Chanussot, and G. Lample, “Un-
supervised translation of programming languages,” arXiv preprint
arXiv:2006.03511, 2020.

A. M. Karpinski, “Automatic translation of programs source codes
from python to c# programming language,” Ph.D. dissertation, Zaktad
Sztucznej Inteligencji i Metod Obliczeniowych, 2022.

M. Szafraniec, B. Roziere, H. Leather, F. Charton, P. Labatut, and
G. Synnaeve, “Code translation with compiler representations,” 2022.
[Online]. Available: https://arxiv.org/abs/2207.03578

F. A. Bastidas and M. Pérez, “A systematic review on transpiler usage
for transaction-oriented applications,” in 2018 IEEE Third Ecuador
Technical Chapters Meeting (ETCM), 2018, pp. 1-6.

M. Ling, Y. Yu, H. Wu, Y. Wang, J. R. Cordy, and A. E. Hassan, “In rust
we trust — a transpiler from unsafe c to safer rust,” in 2022 IEEE/ACM
44th International Conference on Software Engineering: Companion
Proceedings (ICSE-Companion), 2022, pp. 354-355.

H. Lunnikivi, K. Jylkkd, and T. Hdamilédinen, “Transpiling python to
rust for optimized performance,” in Embedded Computer Systems:
Architectures, Modeling, and Simulation, A. Orailoglu, M. Jung, and
M. Reichenbach, Eds. Cham: Springer International Publishing, 2020,
pp. 127-138.

M. Marcelino and A. M. Leitdo, “Extending PyJL - Transpiling Python
Libraries to Julia,” in 11th Symposium on Languages, Applications and
Technologies (SLATE 2022), ser. Open Access Series in Informatics
(OASIcs), J. a. Cordeiro, M. J. a. Pereira, N. F. Rodrigues, and
S. a. Pais, Eds., vol. 104. Dagstuhl, Germany: Schloss Dagstuhl
— Leibniz-Zentrum fiir Informatik, 2022, pp. 6:1-6:14. [Online].
Available: https://drops.dagstuhl.de/opus/volltexte/2022/16752

B. F. Andrés and M. Pérez, “Transpiler-based architecture for multi-
platform web applications,” in 2017 IEEE Second Ecuador Technical
Chapters Meeting (ETCM), 2017, pp. 1-6.

T. Wiirthinger, C. Wimmer, C. Humer, A. W68, L. Stadler, C. Seaton,
G. Duboscq, D. Simon, and M. Grimmer, “Practical partial evaluation
for high-performance dynamic language runtimes,” in Proceedings
of the 38th ACM SIGPLAN Conference on Programming Language
Design and Implementation, ser. PLDI 2017. New York, NY, USA:
Association for Computing Machinery, 2017, p. 662—-676. [Online].
Available: https://doi.org/10.1145/3062341.3062381

R. Pereira, M. Couto, F. Ribeiro, R. Rua, J. Cunha, J. P. Fernandes,
and J. Saraiva, “Ranking programming languages by energy efficiency,”
Science of Computer Programming, vol. 205, p. 102609, 2021.

K. Takano, T. Oda, and M. Kohata, “Approach of a coding conventions
for warning and suggestion in transpiler for rust convert to rtl,” in 2020
IEEE 9th Global Conference on Consumer Electronics (GCCE), 2020,
pp. 789-790.

W. Bugden and A. Alahmar, “Rust: The programming language for
safety and performance,” arXiv preprint arXiv:2206.05503, 2022.

www.ijacsa.thesai.org

38|Page



[26]

[27]

[28]

(IJACSA) International Journal of Advanced Computer Science and Applications,

T. Uzlu and E. Saykol, “On utilizing rust programming language for
internet of things,” in 2017 9th International Conference on Compu-
tational Intelligence and Communication Networks (CICN), 2017, pp.
93-96.

K. I. Vishnunaryan and G. Banda, “Harsark_multi_rs: A hard real-
time kernel for multi-core microcontrollers in rust language,” in Smart
Intelligent Computing and Applications, Volume 2, S. C. Satapathy,
V. Bhateja, M. N. Favorskaya, and T. Adilakshmi, Eds.  Singapore:
Springer Nature Singapore, 2022, pp. 21-32.

J. Aparicio Rivera, “Real time rust on multi-core microcontrollers,”

[29]

[30]

Vol. 13, No. 12, 2022

Master’s thesis, Luled University of Technology, Computer Science,
2020.

N. P. Kumar Rao, Getting Started with
Vv Programming. Packt Publishing, 2021. [Online].
Available:  https://www.packtpub.com/product/getting-started-with-v-

programming/9781839213434

F. Martinez Santa, S. Orjuela Rivera, and F. H. Martinez Sarmiento,
“Rust-like programming language for low-resource microcontrollers,”
Advances in Dynamical Systems and Applications, 2022.

www.ijacsa.thesai.org

39| Page



(1JACSA) International Journal of Advanced Computer Science and Applications

Vol. 13, No. 12, 2022

Advantages of Digital Transformation Models and
Frameworks for Business: A Systematic Literature
Review

Seyedali Aghamiri, John Karima?, Nadire Cavus®

Department of Computer Information Systems, Near East University, Mersin 10, TR-99138 Nicosia, Turkey® % *
Computer Information Systems Research and Technology Centre, Near East University, 99138 Nicosia, Cyprus™?

Abstract—Digital Transformation (DT) is a vital change in the
way an organization utilizes processes, people, and technology to
provide value to its ever changing customer expectations over
products and services. Researchers developed models and
frameworks to tackle concerns in this area, and existing
literature improved our understanding of digital transformation.
However, there are not enough comprehensive systematic
literature reviews to picture a clear portrait of the advantages of
related works and point out the major gaps for future studies.
This study aims to evaluate how these models and frameworks
affect business while highlighting their advantages and pointing
out their gaps for future improvements and studies. A Systematic
Literature Review (SLR) applied and collected and reviewed
seven models and nine frameworks over five years between 2017
and 2021 from four databases of IEEE, Web of Science, Scopus,
and Science Direct. These models and frameworks were reviewed
and their advantages for researchers and practitioners were
pointed out while picturing a clear vision of what is done in the
Digital Transformation development of models and frameworks.
The findings in this SLR indicated that the rising trend of DT
studies has increased by 275% solely from 2020 to 2021 with
62% of those studies conducted in Europe.

Keywords—Digital transformation; model;
framework; business; SMEs

digitalization;

I.  INTRODUCTION

Digital Transformation (DT) is a vital change in the way
an organization utilizes processes, people, and technology to
provide value to its ever changing customer expectations of
products and services [1]. Corporations that effectively use
DT appreciate enhanced yields of resources and therefore
received higher profits [2]. The DT concept was announced in
the year 2000 [3], as the DT can be characterized in a broad
sense as the adoption or modification of business models or
frameworks as an outcome of the fast quotient of
technological progress and innovation, which triggers
alterations in customer and social behavior. It is necessary to
point out that a framework, also called a model in the
literature, is a graphical depiction of an occurrence comprising
its main factors, variables, and the interactions among them
[4]. Today’s DT trends are transforming the business
landscape, over the past decade, researchers have focused
more on designing DT models and frameworks and provided
guidelines on how these models and frameworks can function
in various businesses [4], mainly the previous studies in this
area were to develop or modify DT modes and frameworks to

address business needs while explaining the implementation
process of DT as a whole or a part of the business model. This
study was focused on a novel perspective and hoped to fill the
gap between prior studies by gathering the latest DT models
and frameworks and identifying their advantages for
businesses by tending to the business needs while examining
the offered value and applicability of DT models or
frameworks in today’s business ecosystem. The literature
showed that there are numerous DT models and frameworks
and it is important to choose the most suitable among all the
proposed models, however, this SLR can be a guideline for the
leaders and decision-makers in the organization who are
responsible for approaching the DT to select the most suitable
DT model or framework for their organization based on their
DT strategy. As society is leaning toward digitizing countless
aspects, businesses feel the rising significance of DT. Small
Medium Enterprises (SMEs) may approach DT for numerous
causes, DT has the power to enhance customer experience by
bringing extra data-based insights for business decision-
making. Another reason for taking on DT is the superior
collaboration that it brings to the business by offering noble
opportunities, agility, and alignment throughout the body of
the firm, however, this study approached an unsolved gap in
this area, and gathered the most recent DT models and
frameworks developed by the researchers [4], [9-23] for
businesses and analyzed them to bring their advantages to the
surface, this approach helps the practitioners to address related
concerns more swiftly, also it will provide the researchers with
a more clear vision for their future studies in this area.

The purpose of this systematic literature review (SLR) is
to collect and review the proposed models and frameworks for
DT and encapsulate their approaches toward businesses,
additionally offering a better understanding of the DT for
future studies. The significance of improving the DT lies
within the modifications of business models or frameworks for
responding to technological, digital, and social changes [5], as
it can be viewed as a revolution to a fresh organizational
arrangement that matches better performance in the digital
economy with the rapid growth of digital properties. On the
other hand, the scope of this study is to find the answers to the
following research questions.

RQ1: What is the distribution of publications over time?
RQ2: What is the geographical distribution of the studies?
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RQ3: What are the
frameworks for business?

latest developed models and

RQ4: What advantages are embodied in each model and
framework?

RQ5: How future studies can improve the DT models and
frameworks?

Il. LITERATURE REVIEW

A considerable amount of literature has been published on
Digitalization in SMEs and Industry 4.0 (I 4.0) to determine
the salient recommendations for their adoption [27], [30],
They made use of the Technology Organization Environment
(TOE) framework and determined that SMEs must place a
high priority on integration IT systems along the entire value
chain and human capital with a focus on proficiency in data
analysis and knowledge exploration. A comparative literature
review by [28] looked into the DT for transportation with
regard to the product-service system lifecycle. Another study
[29] only focused on the links between digitalization,
company culture, and sustainability in SMEs, researchers were
able to identify ten such interdependencies and develop a new
analytical framework in the process. The researchers derived
six key propositions to aid SMEs in their quest for sustainable
digital development via corporate culture development, such
as having managers raise awareness and positively shape
employee perceptions of the prospect of DT, practicing
leadership, culture, and digitalization for sustainability, and
prioritizing the integration of DT into the SMEs culture by
having the organization’s mission and vision statements
reflect DT commitments. Another existing study [30]
explained the requirements necessary to implement DT in the
Smart Manufacturing assessment models. The study [31]
undertook a literature review of 204 articles to determine how
Big Data and the Internet of Things affect businesses and how
they carry out DT. They noted that the growing prevalence of
Big Data and loT increased the amount of disorganized
knowledge available to businesses and companies seeking to
implement them should learn how to make sense of this noise.

However, these researches do not take into account the
advantages of the most recently developed and redefined DT
models and frameworks for businesses, also they did not point
out the presence of the numerous existing DT models and
frameworks waiting to be tested and improved by the
practitioners and the enthusiast researchers in this area, this
systematic literature review aims to fill this gap.

I1l. METHODOLOGY

The research made use of a systematic literature review to
find and choose relevant articles while simultaneously
minimizing the chances of conducting the review process [6].
The study consisted of a systematic search undertaken in April
2022. Table | showed a keyword search was employed with
the selected keywords being relevant to the subject matter of
the study. The keywords used were “digital transformation”
OR “digitalization” AND “framework” AND “business” OR
“enterprise” in tandem with the synonyms listed in the
following table. These keywords were then used to search
through four high-quality databases, namely ScienceDirect,
Web of Science, Scopus, and IEEE. These were selected as

Vol. 13, No. 12, 2022

they adequately covered the fields
management, and entrepreneurship.

of digitalization,

TABLE I. KEYWORDS SEARCH QUERY
Keyword Synonyms
MAIN “digital transformation” OR “digitalization”
AND “model” OR. “framework”
AND “business” OR “enterprise”

Table 11 portrayed inclusion and exclusion criteria used as
part of the selection process to identify articles that were
relevant to the research’s aims. The inclusion criteria stated
that only documents published within the last five years were
to be utilized in the study. As it was merely after 2014 that the
DT expression was rapidly nurtured in recognition both by
experts and researchers [7]. The business world concentration
has reformed significantly for facing the businesses DT from
2017 to 2021 [4]. In order to narrow down the search results to
the most recent and cutting-edge research in the field of DT,
the inclusion criteria are set to be restricted to only journal
articles that were published in English and open access type.
Records that did not meet these criteria were excluded from
the review.

TABLE II. INCLUSION AND EXCLUSION CRITERIA OF THE STUDY

Inclusion Criteria

Documents published within the last 5 years from 2017 to 2021.

Journal articles published in the English language.

Documents that are related to the “Business” and “Management” subject areas.
Full-text studies that are accessible and downloadable (open access).

Studies that present models or frameworks for digital transformation.

Studies that include matching keywords with our research.

Exclusion criteria

Any records published before the year 2017 and after 2021.

Only published journal articles and review articles.

Journal articles published in any language other than the English language.
Relevant studies in which the focus areas are business or management.

“Digital transformation” OR “Digitalization” OR “Digitalisation” don’t exist in
the title, abstract, or keywords of the studies.

The PRISMA statement was used to screen records for the
primary study selection process. The acronym PRISMA is an
abbreviation of, the “Preferred Reporting Items for Systematic
Review and Meta-Analyses” [6]. In [8]author stated that it is
capable of exclusion of duplicated studies between databases.
It also enabled the researcher to remove studies without
clearly defined aims, studies that are not relevant to the
research questions, and studies that only focused on one
keyword as opposed to all of them, e.g. digitalization, model,
and business. In this SLR the updated version of PRISMA,
PRISMA 2020 is utilized.

A total of nine thousand, eight hundred and ninety-six
(n=9896) articles were retrieved from a preliminary search of
the four databases, with the individual databases contributing
records as follows: Scopus (n=3921), IEEE (n=5888),
ScienceDirect (n=71) and Web of Science (n=16). No
duplicate records were found via automation tools, although
two duplicate records (n=2) were removed manually by the
researchers. Out of these results, records published before
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2017 and after 2021 summed four thousand seven hundred
and forty-seven (n=4747) were removed. Records other than
journal articles were also removed, and these totaled three
thousand four hundred and forty-two (n=3442). Records
whose full text was not accessible on the Internet totaled eight
hundred and forty-three (n=843) and these were excluded as
well. Records were excluded as they did not have the main
keywords in the abstract or title or keywords section of them
were ninety in number (n=90). Records not in the English
language totaled nine (n=9), and these were removed in the
process. A combined master list of the remaining retrieved
articles summed 238 which three (n=3) could not be retrieved
over the internet, this left us with 235 studies in number that
were consolidated on a Microsoft Excel report after the
articles were selected beside the inclusion and exclusion
criteria. At this stage, the researchers independently assessed
the articles to make sure that they were relevant to the study
topic, search terms, and research questions. In order to deal
with disputes in the selection process, the researchers
conducted video conference sessions for reviewing critical
materials and also used a WhatsApp chat discussion to
supplement this. As the final results of the screening and
eligibility scan following records were excluded, Records that
don’t have main keywords in abstract/title/keywords (n = 47),
Records that are not in the field of business and management
(n = 58), Records that do not present a digitalization model or
framework (n = 114), ultimately a total of sixteen (n=16)
studies remained as principal studies for examination (Fig. 1).

Data extraction was carried out on the remaining articles
that met the selection criteria. This was conducted in
accordance with a number of parameters as shown in Table
I1l. After the data was collected and extracted from the
articles, it was synthesized through the construction of a
summary table and subsequently evaluated to better perform a
literature review.

[ of studies via and regi:

Records identified from*:
Databases
Science Direct (71)
Web of Science (16)
Scopus (3921) >
|EEE (5888)
Registers (n = 0)
TOTAL: 9896

Records removed before the screening:
Duplicate records removed (n = 2)
Records marked as ineligible by automation tools (n = 0)
Records removed for other reasons (n = 0)

Identification

v
s Records excluded:

I Records screened (n = 9894) > Records before 2017 & after 2021 (n = 4747)

Records other than Journal articles and Review Articles

(n = 3442)

Records that are not Open Access (n = 843)

Records that are not related to Business or Management

(n = 526)

Records that don't have main keywords in

abstracttitie/keywords (n = 90)

Records that are not in the English language (n = 6)

TOTAL: 9655

b 4

Full-text records sought for >
retrieval (n = 238)

Reports not retrieved (n = 3)

Screening

A4

Reports assessed for eligibility
(n = 235)

> Reports excluded:

Records that don't have main keywords in

n =47

Records that are not in the field of business and management

(n=58)

Records that do not present a digitalization model or framework
(n=114)

TOTAL: 219

Y

Studies included in the review
(n=16)

([ inctugea | |

Fig. 1. PRISMA 2020 flow diagram of the study.
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TABLE IIl.  DATA EXTRACTION
Data Item Description
Source Name of the database the article is from

Author, Year Give the author names, year of publication

Proposed Model OR | What model or framework was proposed in the
Framework study

What aspects and activities were featured in the

Aspects and Activities proposed model or framework
Key findings Show the main results from the articles
Advantages Show the advantages of each study for business

maturity

Recommendations Show research gaps and areas of improvement

IV. RESULTS

A. The Distribution of Publications over Time

Fig. 2 showed the compiled set of selected studies that
dealt directly with DT and proposed a framework or a model.
However, in the screening and selection process this SLR
didn’t find any paper within the research criteria from “IEEE”
and “Web of Science”, and all the 16 records that were
included in the study for further analysis were from “Scopus”
and “Science Direct”. In the past five years ranging from 2017
to 2021, the trend identified in Fig 2 depicted that within the
criteria of this SLR no models or frameworks were proposed
in 2017 and 2018. On the other hand, an increase in the
number of publications over time from 2019 to 2021 is
indicated, with the quantity peaking at 11 total publications in
2021 alone, this shows the focus of researchers on this topic
amplified 275 % only over 1 year from 2020 to 2021. Also,
displayed that DT and its relationship with businesses and
SMEs was a particularly rich area of study for researchers, and
deducing this to later years suggests continued interest in the
topic. Indeed, [4] highlighted that DT has grown to the point
of becoming critical to the survival of companies, with a
survey conducted concluding that 84% of such organizations
regard it as a necessity for their continued operations in the
coming five-year period.

—4#—Scopus = <l = Science Direct

8
(ol
o
4
2
1 4 .
0 0 Semeege--
2019 2020 2021
YEAR

Fig. 2. Publication distribution over time.

B. The Geographical Distribution of the Studies

It is depicted in Fig. 3, the studies included in this SLR
were a cosmopolitan blend, the 16 proposed frameworks and
models presented in the findings were from 5 continents, with
studies being authored in eleven (n=11) different countries.
Germany was the country with the highest number of articles,
with a total of three (n=3) published studies, followed by Italy,
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Austria, and Brazil each producing two (n=2) studies apiece,
also, Finland, Poland, China, Spain, Vietnam, South Africa,
and the USA each published one (n=1) study on the subject.
This SLR noticed a trending focus on the subject more in
European countries with 62% of them conducted in Europe.

Fig. 3. Geographical distribution of the studies.
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C. The Latest Developed Models and Frameworks

The results of this SLR showed that various DT models
and frameworks were developed, and widely the focus was on
tackling the related issues by proposing a novel model and
framework, also revising the prior versions to address other
concerns in this area. However, there were not enough
comprehensive systematic literature reviews to point out their
advantages for businesses or organizations or to picture a clear
portrait that enables the comparison among the existing
models and frameworks. Table 4 depicted the name of the
proposed models, and showed the main aspects and activities
that researchers presented in their studies on DT models [9—
15] Moreover, Table V portrayed the name of the proposed
frameworks, and displayed the main aspects and activities that
researchers presented in their studies on DT frameworks [4],
[16-23]. Aspects and activities in the mentioned tables are
stages, or phases that the researchers suggested in their
studies, these are the steps to be taken by the practitioners in
order to implement the model or framework.

TABLE IV.  DIFFERENT ASPECTS AND ACTIVITIES OF DT MODELS
Proposed Model Aspects and Activities Ref
A “Unified”  Framework  of | “Digitalization, Processes, Cost Reduction, Business Opportunities, Risk and Negative Consequences, [9]
Competing Forces From COVID-19 Surveillance”
Economet,rlc Model to Assess A “Enterprise Management, Productivity Management, Digital Transformation Platform, Smart
Company’s Preparedness Levels for - [14]
e . Manufacturing
Digital Transformation.
The Refined Model of Organizational Vlslo_n apd strategy. Digital leadershlp, Qrganlzatlonal learmr_lg_ process ar_ld organizational knowled_ge,
L Organizational alignment and organizational structure. Digital maturity, Personal competencies.
Competence for Digital o . . [10]
- Importance of personal characteristics, Technology selection, acceptance and use, Information culture.
Transformation . . "
Organizational effectiveness
A Dlglt{.ﬂ. Competence  Maturity “Digital Content, Human-Machine. Human-Human, Personal” [11]
Model (DigiCom)
“Disruptions: New technologies, Customer expectations, Competitive landscape, Data and analytics,
Change process, Projectification of activities, Effects: process automation implementation of new
Model of The Impact of DT on . - - : ] -
Project Management technologles_ remote cooperation world sourcing new structures, Virtual project teams O_nlme, constant | [12]
communication Agile methods, Customer orientation and incremental product delivery, Project manager as
a facilitator, Optimization of processes of project delivery, Constant access to data, IT tools”
Digital Transformation Model “Positioning, Roadmap, Implementation, Current State Review” [13]
“Definition, Maturity model‘s scope, structure and design, Research and population with maturity items,
Development Approach Industry 4.0 | Development assessment tool and structure of maturity report, Transformation maturity items into [15]
Maturity and Realization Model realization paths, Definition procedure and rules for deriving action-field, Testing and creation of final
step-by-step realization model”
TABLE V. DIFFERENT ASPECTS AND ACTIVITIES OF DT FRAMEWORKS
Proposed Model Aspects and Activities Ref
14.0 Emerging countries’ DT strategy framework (ECDTS) | “Digital platforms, Ecosystems” [16]
Interpretative Framework “Business driver, Supply view, Entrepreneurial model” [17]
Digitainability Conceptual Framework “Digitalization, Sustainability” [18]
Multi-Dimensional Framework “Contextual Conditions, Mechanisms, Outcomes” [19]
Digital transformation patterns “Lean Production, Industry 4.0” [20]
Conceptual Framework of open innovation o support “Managerial Strategic and Social Drivers, Digital Technology Enablers, Business
Orcep - P PP Partners, Scientific Partners, Facilitating Factors, Limiting or Challenging Factors, | [21]
digital transformation. o . . P
Contribution of collaboration for Digital Innovation
The interaction-based digital transformation framework “Digital Technologies, Business, Society” [4]
Digitalization and public crisis - responses - theoretical “Digitalization, Dynamic Capabilities, Response Strategies, Response Performance” | [22]
framework
Construct Map Conceptual Framework “Digital Transformation, Digitalization, Business Model Innovation” [23]
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D. Advantages that Embodied in each Model and Framework

One of the main goals of this SLR was to find the
advantage of the proposed models and frameworks, in order to
do that this SLR reviewed and summarized the purpose of
these studies. Since the Covid-19 pandemic began it affected
all aspects of our environment, and DT is one of these areas.
One study recognized the disruptive nature of the pandemic
and seeks to utilize its pressure in a way that benefits
businesses, i.e. by wusing it as a catalyst for digital
transformation, digitalization drivers and barriers are
identified and the study gives organizations a clear picture of
the benefits and drawbacks of such a shift, the Conceptual
Model proposed by this study offers a roadmap that tackles
digitalization in the field of uncertainty i.e. the state of the
economic crisis during the Covid-19 pandemic [9]. The
research [22] examines the correlations between DT, disaster
management strategies during the Covid-19 pandemic, and
SMEs' disaster response ability. Using online survey data of
518 Chinese SMEs, the findings in the research perfectly
illustrate that, in the long term, digitization may assist SMEs
in deploying disaster response as well as responding tactically
to public crises, contributing to an increase in SME’s
capability, an advantage the enormous data set of 518 SMEs
in China was used for structuring the presented theoretical
framework which is considerable and valuable, especially in
times of crisis.

Besides the model and framework development, tool
development was also an area that received attention from the
researchers. One study developed a useful tool for gauging the
preparation of an enterprise for Digital Transformation,
classifying them as either Newcomer, Learners, or Leaders.
This model was used in conjunction with operational
efficiency figures and data on the movement of personnel to
determine the impact of DT preparation on the sustainability
of companies. The analysis showed different results across the
three classifications of companies. overall, businesses benefit
from tight integration of Digital transformation in the long run
as this yields the greatest operational efficiencies and
personnel utilization, the benefit is that this model allows for
the assessment of a business’s preparation and readiness for
Digital Transformation on the sustainability of a company
[14]. The [10] research led to the creation of an OCDT model
that may assist SMEs in identifying and developing DT
strengths in order to progress their enterprise model’s DT,
moreover, the model is more appropriate to the needs of SMEs
than other models that enable digital readiness advancement
but were intended for large firms, the advantage of this model
will enable SMEs to assess and create digital skills that are
now lacking, moreover, it will assist in the digital
transformation of business models in order to develop
competencies that will enable SMEs to effectively adjust to
the changing competitive atmosphere created by digital
technologies and marked by innovation and rapid change.

This SLR was able to find solely one research that focused
on the impact of DT on project management. The author [12]
developed a model that is known as the “Model of the Impact
of Digital Transformation on project management” and
analyzed thoroughly the manifestation of change that was
formed into a model explaining the model, things like the
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“Change Process” which includes objectification of activities,
“Disruptions” which includes the following, “Novel
technologies”,  “Competitive  landscape”,  “Customer
expectancies”, “Data and analytics”, and “Outcomes” which
includes procedure automation new technology adoption new
architecture in the field of distant collaboration, as well as the
most essential pro and con characteristics of the changes and
identified the influence of Digital Transformation on Project.
Moreover, the researchers found that Digital Transformation
acts as a significant aspect that is an important element
determining contemporary project management, the model
that was used in this article has great significance in digital
transformation in a general social context, there are several
advantages in this study: a. Project effectiveness, which
includes cost savings, time reduction on activities that are not
useful, proper management and allocation of resources. b. It
makes it possible to be able to use the time already saved as a
result of the elimination process that took place on repetitive
activities and gives more room for more creativity and adding
value activities. c. Decrease the delivery time of the project. d.
Automation has enabled the duration of delivery projects to be
reduced to a minimum through the usage of new automation
tools. e. Capacity to depletion of a huge number of existing
data, real-time access, and quick and easy data handling. f.
Possibility of work and results to remain flexible.

When it comes to DT a significant aspect to focus on is
employees, in this regard [23] study has proven that human
resources as magnitudes of National Intellectual Capital are
cogent features of Digital Transformation and shall be
reinforced to enhance Europe’s capability to survive the
digital world, also it constructed a map towards more robust
Business Model Innovation. On the other hand, [11] Construct
Map Conceptual Framework provides a historical outlook on
European Union Countries in totality and focuses more on
working talents as modules of human resource, with more
focus on employee training and qualitative vocational training.
Also, in another paper researchers proposed the Digital
Competency Maturity Model (DigiCom) which consists of 49
attributes in four dimensions which are Digital Content,
Human — Machine, Human - Human, and Personal to measure
the maturity of individual employee levels in industrial
enterprises with five steps developmental methodology in use.
The proposed model approach wused, makes digital
competencies more visible, realistic and measurable and
modify the basis for competence development in employees
that will enhance the performance of their enterprise. The DT
DigiCom model focuses deeply on the digital competency of
employees in industrial enterprises because it’s essential in the
manufacturing sector to have digitally equipped clients with
the knowledge of managing machines.

Some researchers worked their idea around Industry 4.0,
for instance, Digital Transformation Patterns Framework,
pointing out that lean production is a concept that is not
considered as often as it should be when it comes to digital
transformation, this study is an important step in this new area
and shows that 14.0 and LP are related when it comes to
transformation and that firms committed to lean achieve better
digitalization outcomes than those that are not, and the
framework  takes into account Lean  Production
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implementation level as a dimension, a novel metric to inform
companies on digital transformation patterns with regards to
Lean Production [20]. On the other hand, one study proposed
an innovative industry 4.0 realization model i.e. industry
digital transformation model which proposes a ten steps
method that leads the company in a systemic way from their
initial interaction by industry 4.0 (transformation model) till
industry 4.0 (transformation model) the planning is well
defined by roadmaps, action-field, and realization projects,
which benefits to the industrial digitalization through its
model by creating well-defined structure and enabled the
collection of valuation data from manufacturing businesses to
amplified precision when benchmarking the company’s
maturity among others [15]. The third group of researchers
focused on digital transformation in emerging countries of
Brazil, Russia, India, China, and South Africa, laying out a
novel framework for firms to follow that yielded strategic
capabilities to the firm, the 14.0 ECDTS framework was
backed by a robust analysis of prior research, though its
newness could benefit from the application of the proposed
framework in the field, the study also reduces the research
legwork with regard to policy features in use for strategic
pivots. The | 4.0 ECDTS framework enables firms to evaluate
the steps taken toward digital transformation, and the
framework increased competitive advantage due to flexibility
brought on by digitalization and enables strategic capabilities
within the firm [16]. However, [21] examined cooperation
between scientists and business partners as a key contributor
to fostering Industry 4.0 and enhancing digital transformation,
plus drawing attention to the fact that technology collaboration
drag more benefit on the business success front than
technologies developed and adopted solely internally by
practitioners, as a benefit this framework analysis how
innovation collaborations with different business and scientific
partners integrate with digital transformation and Industry 4.0.

In contrast, some researchers followed by another study
that they did in 2017 and proposed the model for tackling the
DT and in this study, they focused on the step-by-step
implementation of the DT model by providing clear
explanations and tools and procedure for this purpose, the DT
model is an iterative model and needs to be broken down into
small pieces of plan and action to be implemented and is not
expected to be a model for tackling all the DT difficulties all
at once as they have piloted the DT model in 19 SME's and
got brilliant results, the presented DT model is a 4 step which
is iterative and can be divided into small steps to be taken by
the company, also three tools are provided for better guidance
and implementation of the DT model, these tools are The
DigiMaturity tool, which answer the question, what is the
maturity level of the business, the DigiSWOT tool that
provides the questions for analyzing the digitalization
strengths, weaknesses, opportunities and threats, and The
DigiTriangle tool to let the company categorize their vision
priorities [13]. Another study by [17] proposed Interpretative
Framework investigates the primary legacy from prior
industrial revolutions with a particular focus on business
drivers, supply view, and entrepreneurial model. The study
hopes to act as a guide for international manufacturing SMEs
as they tackle digital transformation by providing a
comprehensive framework of prior industrial revolutions from
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them to draw lessons, the features considered crucial were
those of business drivers, supply view, and entrepreneurial
model, the Interpretative Framework provides a historical
outlook on the process of past industrial revolutions and may
be used to extrapolate lessons for carrying out digital
transformation in the present.

Nevertheless, [19] formed a Multi-Dimensional
Framework that seeks to bring together all the aspects of
Digital Transformation ranging from contextual conditions,
mechanisms, and outcomes of the process, the study proposed
a far-reaching conceptual framework that builds on past
knowledge of the organizational change, as a result, it
identified trends in digital transformation and came up with
perspectives on digital transformation perspectives namely
holistic co-evolution, systemic shift, technology impact, and
compartmentalized  adaptation, the  Multi-Dimensional
Framework identified trends that allow for greater
understanding of Digital Transformation, namely, the shift
towards malleable organizational designs and their integration
into digital business ecosystems. This SLR found another
research [4] that proposed a novel framework that works on
the understated areas by combining the numerous models
discovered in the literature, plainly incorporating the role of
society, emphasizing the evolution over time, and
incorporating the drivers of digital transformation classified in
23 digital transformation interfaces throughout 6 groups,
eventually, this study can be the initial stage of a unified
concept of digital transformation, because the researchers
looked at the evolution of 41 DT models and found four
different research possibilities, they pay homage to the DT
research by organizing their findings into a fresh, all-
encompassing framework that integrates important shifts in
business, society, and technology, also, they further emphasize
the processes’ diversity by categorizing the drivers of DT into
23 DTI and 6 categories, this research brings a clear
perspective on DT research, this could aid in a deeper
understanding of how change happens and where certain
changes interact with each other, by bridging the gap between
business and society.

From a different perspective, [18] acknowledged the dark
side of digitalization such as increased carbon footprints and
energy consumption by firms, and seeks to mitigate these
negative effects through its conceptual framework that lends
greater weight to sustainability, as an advantage the
Conceptual Framework gives greater focus to sustainability in
digitalization, provides new findings for sustainability
research and regulations and overall offers companies a
greater chance at achieving sustainable digital transformation.

E. How Future Studies can improve the DT Models and
Frameworks

To answer the last proposed research question, this SLR
took a deep dive into the literature and reviewed the papers to
find the most promising areas for future studies. Expansion of
the studies to other countries and developments for a more
international organizational environment [14], [16-17].
Monitoring and assessment of the applicability of the
model/framework is a crucial area to look into, due to the
novel nature of these models/frameworks [9-10]. More
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corporate studies including extending the research to different
phases of DT models/frameworks as well as establishing tools,
procedures, and methodologies, also trying for linking
different understandings of different perspectives of the DT
[13], [20]. [210], [12], [21] found another area to conduct
research for future studies is an expansion of scope through
more interviews and expanding the research through
quantitative surveys or consolidation of prior quantitative
studies, and trying to catch up with technology as Al is
increasingly advancing.

V. DISCUSSION

The results of the SLR found that there are some
challenges that affect the success of digital transformation
success in businesses. For example, digital technologies [10],
the digital skills of employees, the digital transformation
strategy [32], and leadership. The business and its employees
should have the necessary innovative devices, and digital
technologies for the digital transformation process, and of
course, the digital skills of the employees should be sufficient
to use new technologies effectively. In addition, the business
must prepare an effective digital transformation strategy and
leadership for digital transformation so that digital
transformation processes can be carried out successfully.

The digital world globally needs to achieve smart
sustainable development while creating value and wealth for
society [24]. Therefore, this SLR took a deep dive into the
literature and presented a clear picture of what has been done
in terms of DT model/framework development searched for by
the researchers. This shortage was one of the reasons why this
SLR was carried out so as to fill this gap in the literature, it
helps the researchers understand the status quo of DT and
enabled them to visualize a clear vision of previous studies in
this area. This study was able to identify an uptick in the trend
of research papers published in the field of Digital
Transformation over the past five years (from 2017 to 2021).
The papers steadily increase in number, with the total number
peaking at 11 papers published in 2021, which is more than
the prior four years combined, which adds up to 5 papers. This
growth may be attributed to an increased awareness of the
extent to which DT impacts the organization [4]. Put forward
the argument that DT is not just a passing trend, but may
prove to be key to the continued operation of companies, with
several companies acknowledging the new DT status quo, it
stands to reason those organizations and researchers alike
would take an increased interest in the area, resulting in a rise
in the number of published articles over time.

Papers originated from a spread of 11 countries. As 62%
(n=11) of studies came from Europe, which is remarkable, as
the term Digital Transformation itself was coined in North
America, one would deduce that the bulk of research would
stem from their [3]. However, this peculiarity is better framed
when looked at through an economic lens. Germany alone
counts for 25% of Europe’s Gross Domestic Product and
constitutes the largest market in Europe [25], also, it is the
third-largest exporter globally, after the United States and
China. These factors may contribute to its organizations
swiftly taking up DT so as to survive and thrive in the global
marketplace. Researchers may also have been drawn to
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publish from the country as it is a hub of small and medium-
sized enterprises, forming an ideal study and testing ground
for proposed DT frameworks [25-26]. It is worth mentioning
that the two terms may be used interchangeably when it comes
to Digital Transformation [4]. This interchangeability of these
terms caused this SLR target search broader than expected
which made it harder to find needed results in the literature,
but this SLR put both terms in the research agenda to
maximize the efficiency of the study and make the road
smoother for further studies around the DT area.

Therefore, one limitation, the researchers faced was to
conduct this SLR from 4 databases (Scopus, IEEE, Science
Direct, Web of Science) meaning that there are other
databases that are not covered yet. Another limitation in this
SLR was the time boundary, despite the concentration of the
studies in recent years we suggest further research on a wider
time boundary to collect more relevant studies from before the
year 2017. This study focuses on finding the advantages of DT
models and frameworks to businesses while gathering
proposed models and frameworks that are developed for DT,
this can be beneficial to the businesses that are not sure which
DT strategy is more suitable to take and also the researchers
will have a more clear vision of the road ahead to conduct
future studies about DT. We suggest to other researchers who
will study this topic, to focus on the negative effects of DT
models /frameworks on SMEs and businesses and to utilize
this SLR and take additional actions for the development of
the DT models and frameworks.

VI. CONCLUSION

Previous studies in this area mainly focused on the
development of DT models and provided guidelines and
procedures for the adoption of their presented model. The aim
of this SLR was to review and analyze existing DT models
and frameworks to point out their advantages for businesses to
help them to approach the most suitable DT model or
framework for their organization based on their strategy.
Moreover, the results of this SLR provide a clearer vision for
future studies in this area. This SLR found 16 studies in a
period of five years from 2017 to 2021 in four databases of
IEEE, Web of Science, Scopus, and Science Direct. The
results showed an incremental trend in the time distribution of
discovered studies, interestingly only from 2020 to 2021
number of related studies raised by 275% percent. Also this
study indicated that 10 out of 16 discovered studies were
conducted in Europe. However, the DT area is still seeing
novel models and frameworks that are not deeply tested and
refined. We hope that the results of this SLR will help
researchers and practitioners in this field in their future work
and studies.
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Abstract—The use of technological speech recognition systems
with a variety of approaches and techniques has grown
exponentially in varieties of human-machine interaction
applications. The assessment for Qur'anic recitation errors based
on syllables utterance is used to meet the Tajweed rules which
generally consist of Harakaat (prolonging). The digital
transformation of Quranic voice signals with identification of
Tajweed-based recitation errors of Harakaat is the main research
work in this paper. The study focused on speech processing
implemented using the representation of Quranic Recitation
Speech Signals (QRSS) in the best digital format based on Al-
Quran syllables and feature extraction design to reveal
similarities or differences in recitation (based on Al-Quran
syllables) between experts and student. The method of Dynamic
Time Warping (DTW) is used as Short Time Frequency
Transform (STFT) of QRSS syllable feature for Harakaat
measurement. Findings from this paper include an approach
based on human-guidance threshold classification that is used
specifically to evaluate Harakaat based on the syllables of the
Qur'an. The threshold classification performance obtained for
Harakaat is above 80% in the training and testing stages. The
results of the analysis at the end of the experiment have
concluded that the threshold classification method for Minimum
Path Cost (MPC) feature parameters can be used as an
important feature to evaluate the rules of Tajwid Harakaat
embedded in syllables.

Keywords—Speech processing; short time frequency transform;
dynamic time warping; human-guided threshold classification

l. INTRODUCTION

The Tajweed Al-Quran guidelines [1], which outline the
laws of Makhraj, Sifaat and Harakaat (MSH) scientifically
have shown the comprehensiveness of rules and requirements
for the proper pronunciation and articulation [2] of each
syllable, forming precise recitation for each verse for Al-
Quran recitation. This unique information is often embedded
inconsistently in the Quranic recitation digital signal, due to
different signal representation circumstances and recitation of
the Quran by different readers [3]. The preparation of this
recitation signal for further analysis, involving Digital Signal
(Speech) Processing (DSP) up to the classification of Tajweed
rules digitally, is not an easy task as it involves technical
solutions, moreover religious opinions and sensitivity need to
be factored in.

Difficulties in managing the complexity of recitation
signals[3], especially in selecting a reasonable DSP method
for the smooth implementation of every stage involved, are
among the aspects of the study emphasized in this paper. The

discovery of the error of Tajweed-based recitation [4] was
completed by contrasting the comparability properties of the
discourse signal between the learner and the expert recitation
signal. Stochastic reading discourse is a very interesting issue
for a person to show or evaluate reading errors based on
technology. The specific model should be able to deal with
even a relatively miniature form of differences.

The ability of DSP to reveal important features and
classification approaches is very promising and becomes an
important pillar in facing and solving the complexity of
speech or voice signal analysis. Phoneme duration features
and speech models are used to recognize some rules of
reciting the Quran [5]. Therefore, an approach to reveal the
characteristics and classification of time series to represent
speech or voice using DSP techniques will be highlighted in
this paper.

Harakaat, as one of the Tajweed rules in the recitation of
the Qur'an [6], is the process of prolonging the pronunciation
of syllables. In general, the law of Harakat Tajweed requires
the prolonging to be performed on the particular syllable
pronunciation guided by the character of ¢ (Ya), ! (Alif) and
(3) (Wau). In addition, the prolongation of the syllable
pronunciation [7] at the end of a sentence also involves 2, 4 or
6 Harakaat. The Harakaat rules, known as Madd [8] are
generally divided into 12 types.

The structure of this paper begins with Section | which
explains about the introduction to the complexity in speech or
the nature of the voice in reciting the Qur'an. Section Il
explains about the type of reading rate of the Al-Quran that
specifically involves the law of Tajwid Harakaat. Next, the
work related to Harakaat analysis is explained in Part I1l. This
is followed by a discussion about the Dynamic Time Warping
(DTW) method for feature vectors in Part 1V. Descriptions of
the extraction design work and a description of the relevant
experiments that have been carried out are included in Section
V and VI respectively. Part VII of this paper explains the
experimental results and the discussion of issues related to the
results of the analysis. Finally, the conclusions from the
research results in this paper are summarized in Section VIII.

Il.  AL-QURAN RECITATION SPEED RATE

Islam requires its followers to read the Qur'an in an orderly
and prudent manner. Furthermore, reading it with melodious
and serious appreciation while following Tajweed rules [5] is
very much demanded. There are four types of recitation speed
rate which relate to Harakaat Tajweed [9].
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A. At-Tahqiq (cési)

This is a common reading type for beginners who are just
learning Tajweed. The way it is read is similar to at-Tartil, but
at-Tahqiq is identified as slower and calmer. The recitation of
at-Tahqiq is also as practiced and considered as an initial stage
for a novice reciter before the recitation improves to the next
level.

B. At-Tartil (L)

In terms of terminology, at-Tartil carries the meaning of
slow reading. This is in line with the tafsir stated in Tafsir Ibn
Katsir, where tartil means reading the Qur'an in accordance
with the law of Tajweed.

This means each of these readings is given the rights and
properties of the letters that should be. Basically, reading with
the al-Tartil approach allows the reader to understand and
reflect on the verses of the Qur'an.

C. At-Tadwir (_ysif)

At-Tadwir is a type of reading in which the reading rate is
intermediate between slow reading and fast reading. Usually,
at-Tadwir recitation is practiced in congregational (Jama’ah)
prayers, where the reference can be observed easily based on
the recitation of Harakaat, known as Mad Munfasil which is
recited not more than 6 Harakat.

D. Al-Hadar (_=sJ)

Al-Hadar is defined as a way of reading at a relatively fast
pace within the laws of Tajweed. In fact, Al-Hadar is the
fastest level of reading and usually practiced by memorizers of
the Qur'an who requires repetition in the process of
memorization. A simple reference can be observed when the
reading involved in the law of Tajweed namely Mad Munfasil,
the reading is read with only two Harakat only. However,
even though the whole recitation is read quickly, the reader
adheres to the relevant Tajweed laws in every verse read.

In this paper, the collection of data is implemented for the
at-Tadweer category. This important Harakaat attributes are
evaluated in the experimental works taking into account the
differences in recitation speed rate in every category,
producing different Harakaat duration requirements.

IIl.  RELATED WORKS

One of Tajweed rules is the prolongation, which is related
to rhythm of recitation. There are various types of
prolongation or Harakaat. The approach of Harakaat analysis
concerns on sequences of voiced or unvoiced sound because
of recitation are related to the prosody. The production of
voice or speech involves the movement of air from the lung to
vocal tract towards the lips. The combination of voice
production mechanism produces a variety of vibration and
spectral-temporal composition that produce different speech
sound and its prosody. Apparently, the Arabic phonetic sound
was produced from the specific articulation places or regions
in the vocal tract.

MFCC features are widely used to determine the type or
error for Al-Quran word pronunciation or Tajweed rules [10].
In addition, there are further discussion on the uses of MFCC
as features in Harakaat recognition or identification [11], [12]
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and the prosody characteristics of speech signals associated
with Harakaat [13]. All this emphasizes that it has a high
potential to be used to obtain important characteristics.
Among the successes reported, one of them is encouraging
results in the assessment of English pronunciation [14].
Likewise with the successful use of prosody features in
identifying the correct recitation of the Qur'an [15].

IV. DvyNAMIC TIME WARPING

Speech is a time varying process [16] in which the
duration of a word and its sub-words varies randomly. Time
alignment may be applied in recitation which is required to
find the best alignment and ratio between utterance sequences
of expert and learner [17]. The recitation feature vectors
represent the syllable similarly length on time occurrence.
Dynamic Time Warping (DTW) is used to warp two feature
vector sequences in time. DTW is well known in speech
recognition to cope with different speaking speeds [18].DTW
is used as feature matching with the deployment of the
technique of minimum Euclidean distance or another distance-
based approach [19]. DTW measures the similarity between
the two temporal sequences which may vary in time [17].
This technique is also been used for finding the optimal
alignment between the two-times series if one time series may
be “warped” non-linearly by stretching or shrinking it along
its time axis [20][21]. The recitation is also re-mapped as if all
utterances were produced from the same vocal channel. The
recitation speech signal produced by the learner is warped
with respect to the Quranic speech signal that belonged to the
expert by using the DTW algorithm. As a result, the sequence
of Quranic speech signal of expert reference, X, with the
length of |X|, and the learner, Y, with the length of |Y| can be
expressed as in equation 1.

X :xl,xz,...,xi,...,x‘

X|
and
Y =Y Yo Y Yy O
The warp path, W, is then can be constructed as,
W =w,W,,.., Wy
where
max(X| M<K <[X|+)

where K is the length.

And, kth element of the warp path is W, = (i, ))
where i = index of time series of X, and j = index of time
series of Y.

The optimal warp path is presented as 'local match' scores
matrix by getting the lowest-cost distance warp path and the

first frame optimal warp start at W, =(L1) where the
distance of a warp path is given by,
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k=K
Dist(W) = > Dist(w,; W,;)
k=1 ®)
Dist(W) is the cosine distance of warp W , and
Dist (w;;,W,;) is the distance between the two data frame
indexes of X and Y in the kth element of the warp path.

The lowest-cost path for the first frame is D(1,1) = 0 and
can be calculated by,

D(i, j) = Dist(i, j) + min[D(i -1, j), D(i, j 1), D(i -1, j —1)]
(4)

The minimum-cost alignment is determined from the
optimal warp path that ends at D(|X|,|Y|) by looking at the

lowest-cost warp path. The lowest-cost warp path is indicated
by the ratio of STFT features vector between expert and
reciter recitation signals. The search grid is used as a one-to-
one monotonic transformation of the time axis in which all the
movements have equal weight.

V. FEATURES EXTRACTION DESIGN FOR HARAKAAT

To represent the parameters of measurement for the
duration of syllable pronunciation, DTW of minimum path
cost parameters coefficient is used. DTW calculates the local
stretch on the time axis for two-series objects to optimally
map one (query) to the other (reference) by calculating the
distance between unequal sequences of length [19]. Minimum
path cost alignment calculation uses the cosine distance [17]
to determine the optimal warp path from the start point of
syllable utterance until the end of an utterance. For each of
syllable’s utterance the search grid is used with one-to-one
monoatonic transformation along the time axis. The lowest-cost
path is calculated from the optimal warp and known as
minimum path cost alignment parameters co-efficient (refer to
equation 4). The comparison between Quranic syllable-based
Recitation Speech Signal (QRSS) syllables is done by the
recitation ratio calculation between the expert and the learner
recitation based on Short Time Frequency Transform (STFT)
features. The STFT is given by

N-1

X(k,m) = Z x(n + m)w(m) Wk

n=0
Where k,m=0.1....,N-1
(n) = time shifted window function.
m = the amount of shift. (5)

The value of the sequence distance represents as the
Minimum Path Cost (MPC) for evaluating the syllable
characteristics in each period referring to the Harakaat
Tajweed rule feature. The minimum path cost (MPC) is used
to obtain the optimal alignment by computing all the possible
cost path and determine the lowest overall cost from the path
to achieve high similarity between the two temporal recitation
speech signals. Fig. 1 shows the minimum path cost (MPC)
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parameters with optimal path. The steps to calculate the
minimum path cost parameters are given as follows [22]:

1) Load the QRSS from the expert as a reference template
and followed by learner waveform of the same syllable.

2) Calculate the STFT features for both QRSSs (with
25% window overlaps).

3) Construct the 'local match' score matrix as the cosine
distance between the STFT magnitudes.

4) Use dynamic programming to find the lowest-cost path
between the opposite corners of the cost matrix.

5) Find the cost of minimum path cost parameters of the
two signals of recitation speech.

/ Optimal DTW Path in Similarity N\
= = T T

., Samples

Samples

Optimal DTW Path in Minimum Path Cost Matrix
T T

Samples

\ = = - Symples

Fig. 1. The minimum path cost (MPC) parameters with optimal path.

The minimum path cost parameters value increases when
the duration between two QRSSs is increased. Referring to
the optimal DTW path in the similarity matrix, it can be
observed that the darker grey scale shows a high similarity
between the two QRSS readings. Thus, at the optimal DTW
level in the minimum path cost, a lighter grey scale indicates a
lower cost path (indicated in red) between the two QRSSs.
The minimum path cost parameter is taken at the last value of
the lowest cost path.

VI. EXPERIMENT

In the context of significant features of QRSS-syllable, the
motivation of miniature feature creation remains towards the
enrichment of the property characteristics by prosodic features
that extracted by DTW. In this section, the Harakaat
measurement is based on the time length for each syllable
measured by using the DTW technique. Firstly, the QRSS-
syllable is segmented into a number of frames and uniquely
offering the Short Time Frequency Transform (STFT) feature
[22] to be extracted using DTW technigue. The cosine
distance value for each frame is then calculated as the STFT
miniature feature property (power energy). Later, the
minimum cosine distance is obtained for every frame with the
application of dynamic programming.

The minimum cosine distance is finally selected as the
minimum path and is represented as the Minimum Path Cost
(MPC) value. This means that the MPC parameters are
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selected to measure the Harakaat for QRSS-syllables. Fig. 2
shows the different values of MPC for different syllables
recited by 54 reciters for the Harakaat measurement
performed.

( Different Length of Syllables \
based on Minimum Path Cost

MPC

135 7 9111315171921 23
Reciters

k —HaM (1H]) —e—F (2H] Min (246H] == Dh3l (6H) /

Fig. 2. Different syllables length based on Minimum Path Cost (MPC).

25 27 20 31 33 35 37 30 41 43 45 47 43 51 53

For example, the syllables Ham, L&, Min and Dhal clearly
indicate the lengths of time that differ from each other, which
are one Harakaat (1H), two Harakaat (2H), four Harakaat (4H)
and six Harakaat (6H) respectively. This is in line with the
rule of Harakaat Tajweed for each of these syllables, which
have different length of Harakaat respectively.

From the graph shown in Fig. 2, the syllable value of 1H
has the lowest MPC value compared to 6H. As for 4H, the
MPC values are between 2H and 6H, most of which are in the
Tadweer category of speed. The speciality of syllable Min in
having the multiple choices of Harakaat (2H, 4H and 6H) is
limited to the two, four or six Harakaat (4H) for the
measurement simplification.

The computational engine score threshold process is used
to evaluate the similarity and the dissimilarity based on
human-quided threshold process [23]. This successful
threshold process shows how a conventional Talagi process
(experts evaluate the recitation by learners based on how to
pronounce syllables in the verses of the Quran) are
transformed to a machine evaluation approach. Computational
engines must have salient features that can distinguish
between correct and incorrect readings. Therefore, in
determining the score, analysis of salient features, and
matching process is used to obtain reading assessment based
on the actual assessment by experts called a human-guided or
Talagi-like assessment [24].

Talagi-like approach and process have been applied in the
training and testing phases in the development of
computational engine. This is to ensure that the assessment
made by the machine are always gquided by the human
expertise. In this process, MPC parameters are used as
representations to each syllable recited by the learners.
Initially, the MPC values from recitations by experts were
used as primary references in the threshold range assuming
that all MPCs generated by expert readings were within
acceptable thresholds by the system. Thereafter, learner’s
recitations were assessed by comparison based on this
reference threshold range.

Vol. 13, No. 12, 2022

In the training phase, the recitation results by learners were
also evaluated by experts to confirm whether learners'
recitation is acceptable or not, considering that everyone is
still able to comply with the Law of Tajweed despite recitation
with different levels of voice. Therefore, the initial value of
the threshold originally set for the machine will continue to
change (i.e. not necessarily fixed) as long as the expert
evaluating the recitation complying with the applicable
Tajweed Law.

The training process on this machine with human-guided
assessment continue to be repeated until all MPC data have
been evaluated by a leading expert (human). After the training
process is over, the value of the threshold range has been fully
obtained and can be used as a benchmark for the recitations
made by learners, that is, whether it is correct or otherwise
(within or outside the range). The range for this threshold
values is then used and tested for accuracy in the testing
phase. The testing performance of this Talagi-like approach is
be measured and justified. Fig. 3 shows the Talagi-Like
assessment flow process.

For Harakaat validation, there are four types of classes are
tested, namely as 1H, 2H, 4H and 6H according to their
prolongation types.

Training

Testing
Phase

Phase

Syllables-based
MPC parameters

L Z

Initial Threshold
Expert
evaluation

v

Learners Assessment
based on Initial

Syllables-based
MPC parameters

Threshold (Expert)

Human Guided
Assessment

Machine
Independent
NO Assessment

v

Learners’

recitation

Acceptance/
Rejection

Fig. 3. The Talaqgi-like assessment (Human Guided) flow process for
Harakaat assessment.
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In this classification approach, cross-validation is used to
avoid overfitting of the model or class prediction [25]. Cross-
validation is a resampling procedure that used to evaluate
machine learning models on a limited data sample. It protects
the overfitting by partitioning the data set into the fold and
estimating the accuracy of each fold. This classification
procedure used is k-fold cross-validation which data is divided
into k-number of groups. The number of k-group that used in
this classification is 5-fold.

The performance of classification is shown with the use of
confusion matrix [26] by finding the True Positive Rate (TPR)
and False Negative Rate (FNR). Both TPR and FNR are used
to indicate the MPC parameters belong to the class or out from
the class for each syllable Tajweed rules group or type. TPR
shows that the true parameters of MPCs are included in a
positive class. While FNR shows that true parameters of
MPCs are included in a negative class. In other words, TPR
and FNR indicate that parameters of MPCs are classified in
the right or wrong classification, respectively.

Confusion matrix is a relatively popular measurement in
summarizing the ability or performance of a group of
algorithms in classification tasks [26]. In fact, in many cases,
the accuracy of a classification result, can produce confusion
if it has inconsistencies in the observations that need to be
implemented for each classification. The main idea of
employing the confusion matrix remains as commonly
practice in any machine learning application. The result of the
calculation of the confusion matrix is not only able to provide
a better perspective on the modelling of a classification, but
also at the same time able to identify the form or type of
mistakes that have been made. Table | shows the classification
performances by Linear Discriminant (LD), Support Vector
Machine (SVM) and K-Nearest Network (KNN) for Harakaat
measurement using MPC.

Vol. 13, No. 12, 2022

expert recitations to create an initial threshold range along
with maximum and minimum values. As a result, the
Acceptance Threshold (AT) is defined as,

MinMPC <<y <<MaxMPC (6)
while y = accepted threshold MPC parameters.

Each syllable is represented by MPC parameters. These
parameters are used to determine the pronunciation of the
syllable is pronounced correctly or not, based on the rules of
Harakaat Tajweed. These AT values are used based on the
minimum and maximum value ranges of MPC to evaluate the
syllables related to Harakaat. The starting point of training
phase is when the input given to this designed system begins
to create a change of pattern or minimum and maximum value
that limits the correctness of a Tajweed in the reading of the
surah. This is seemingly caused by the changes of the
acceptable lowest and highest values of MPCs that
correspondingly due to the variability demonstrated by various
reciters but remains accepted (Acceptance Threshold) by the
expert.

The process of correcting (or training) the minimum and
maximum values (threshold range) is firstly performed on the
group of experts’ MPCs data.  This is the initial threshold
range and used as reference values to be compared with the
learner recitations. Secondly, the MPCs values obtained from
the recited syllables of 40 learners are matched with the expert
threshold range. Besides the setting of minimum and
maximum values, the indication of True Acceptance (TA),
False Rejection (FR) and False Acceptance (FA) of the
calculated MPCs are counted and accumulated.

Table Il tabulates the MPCs values of syllables verse-2 of
Al-Fatihah recited by 40 learners that have been matched with
the threshold range of expert’s recitations. Referring to the
data shown, performance on Harakaat assessment for each
syllable are highly accepted for syllable S5. It shows that the
assessment based on expert and learners MPCs parameters are
acceptable by using this approached.

TABLE I. CLASSIFICATION PERFORMANCE OF HARAKAAT USING
DIFFERENT CLASSIFICATION
Harakaat LD (%) SVM ((%) KNN(%)
1H 98 99.4 96.8
2H 0 14 72.6
4H 7.4 135 515
6H 84.6 94.2 92.3

VII. RESULT AND DISCUSSION

The acquisition of MPC values can be considered as
similarity parameters representing MPC the unique significant
features of STFT features. Therefore, the training and testing
phase classification are developed to assess the Harakaat Al-
Quran recitation. However, the assessment of this Harakaat is
limited to recitation from Malay adults because the data used
in establishing the threshold range involves only Malay
experts and students. This means that the threshold used is
limited to the entire voice of Malay adults only.

In this training phase of the classification stage, the initial
parameters of MPC are taken from the calculation of 12 Malay

TABLE Il TABULATES THE MPCS VALUES OF SYLLABLES VERSE-2 OF
AL-FATIHAH
Creait | S| S ra | m | ea | P
Indication
S1 68 25 34 6 0 85
S2 77 39 30 10 0 75
S3 63 16 36 4 0 90
S4 53 14 31 8 1 78
Syllable S5 69 25 22 17 1 55
S of | S6 60 22 33 7 0 83
verse2 s | 36 14 31 |9 0 78
S8 75 17 36 4 0 90
S9 89 44 31 7 2 78
S10 61 27 29 11 0 73
S11 152 30 33 6 1 83
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In the testing phase, the main objective is to test the
computational engine (from the training phase) that has been
designed from the context of reliability of the miniature salient
feature, extractor and classifier. The trained range of MPC is
used to assess the performance of test data. Each syllable is
tested according to the threshold determined based on MPC
(maximum and minimum value). A total of 40 different
learners from the training phase took their readings and the
readings of each syllable in Al-Fatihah were extracted and
matched with the reference MPC from the training phase.
Each test data is also evaluated manually by an expert and the
performance of the reading truth that refers to Tajweed rules is
calculated in a technical context, namely true and false
positive (TP and FP), false rejection (FR) and false acceptance
(FA).

The comparison of errors was made and analyzed between
the machine evaluation and human evaluation. From the
results, the performance of the machine as an evaluator is then
compared with respect to human expert performance.

Table Il shows the performance of the parameters of
MPCs that can be accepted, which consists of true acceptance
(TA) and false acceptance (FA) in the testing phase. From that
table, each syllable has been evaluated in terms of good of
pronunciation (GOP) [25] for the testing data from Al-Fatihah
verses based on Human Guided Assessment threshold from
training phase.

In the test phase, the average performance show that each
verse in the testing data is lower than training data. However,
the average performance for testing data is still above 80% for
each MPCs parameter and still shows good performance of
Al-Quran recitation assessment. Fig. 4 visualizes the
comparison between the performance percentages of training
phase and testing phase where the testing gives a lower
percentage in performance.

TABLE IlIl.  SHOWS THE PERFORMANCE OF THE PARAMETERS OF MPCs

TESTING PHASE

Syllables verse 2 Human Machines Performance (%)
S1 87
S2 62
S3 92
S4 85
S5 95
S6 92
S7 85
S8 79
S9 64
S10 85
S11 64
Overall Score (%) 81
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Fig. 4. The performance percentages of training phase and testing phase.

VIIlI. CONCLUSION

The classification performance using the threshold method
for these MPC parameters can be used to evaluate syllable -
based Al-Quran recitation where Tajweed Harakaat rules are
embedded in the syllable. These features show good
performance over 80% in testing phase for representing
Tajweed Harakaat rules using DTW distance-features.The
threshold method is very reliable in the training and testing
phases giving a 90.34% and 80.47% respectively. For future
work, the range of thresholds from various countries that are
experts in reciting the Qur'an with the best Tajweed-based
recitation can be included in experiments to improve
computerized evaluations that are guided or learned from
human expertise. In addition to that, the threshold for the
entire verses of the Qur'an can be expanded.
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Abstract—Road accidents cause a lot of financial and human
losses every year. One of the causes of these accidents is human
error, and the driver ignores traffic signs. Therefore, accurate
detection of these signs will help to increase the safety of drivers
and pedestrians and reduce accidents. In recent years, much
research has been done to increase the accuracy of panel
recognition, most of which are problems that affect the diagnosis,
such as adverse weather conditions, light reflection, and complex
backgrounds. In the present study, considering the diversity of
traffic signs' geometric shapes, the sign detection part has been
done using a torsional neural network. Then, in the feature
extraction section, we used LBP and HOG techniques, and at the
end, the section was identified and classified using the ELM
algorithm. The results obtained on 12569 images, 75% of which
were used for training and 25% for experimentation, show that
the accuracy of this research has improved by 95% compared to
the essential work by 93%.

Keywords—Traffic sign recognition; torsional neural network;
HOG Feature; LBP Feature; ELM Algorithm

l. INTRODUCTION

One of the most critical issues in car vision and pattern
recognition, which has attracted the attention of many
researchers today, is detecting traffic signs through images.
Ignoring traffic signs is a disservice; many people die in
accidents or disabilities yearly. With the advancement of
technology and the competition of car factories, much research
and work has been done on smart cars. Traffic signs increase
traffic safety on roads and streets by giving drivers warnings.
Therefore, automatic identification of traffic signs is one of the
important components of a driver assistance system. The next
generation of vehicles can also be considered an important
component of automatic reduction vehicles. This system must
have high speed and accuracy and perform real-time detection
of symptoms in natural scenes.

Automatic detection of traffic signs is one of the problems
of intelligent transportation systems today, which facilitates the
recognition and interpretation of signs for users. It helps drivers
identify traffic signs and pedestrians by warning them [1, 2].

In recent years, a great deal of research has been done to
identify signs by intelligent vehicles. Factors such as bad
weather, unfavorable weather conditions, light reflection and
misdiagnosis of signs, placement of traffic signs and driving in
the shade, placement of signs between leaves of trees, and very

*Corresponding Author.

complex backgrounds such as the location of buildings, trees,
and animals that complicate the background and the
background is similar to the panel for detecting problematic
symptoms. Because it takes a long time to separate the images
from each other and correctly identify the traffic signs, the
traffic sign recognition system must be prompt.

The challenge of recognizing traffic signs is their accuracy
and short detection time. Much works have been done to detect
traffic signs [1, 2], and due to the noise in the image, camera
slip, and image quality, all of them have been aimed at
accurately detecting traffic signs. In the research reviewed [1,
2], a traffic sign recognition system consists of three main
identification steps: image reception, pre-processing, and
detection of the area of traffic signs in the image. Early
detection of traffic signs and their accuracy can help reduce
accidents and human mortality [23], so if traffic signs can be
detected intelligently by vehicles, it can be a great help in
reducing road accidents.

The motivation of this study is that with the idea of
recognizing traffic signs from standard data images. Since
traffic sign detection is still a challenging task because of
adverse weather conditions, light reflection, and complex
backgrounds, it is required to establish a method to provide
high accuracy in diagnosis by finding different features in
traffic sign images.

The main purpose is to increase the accuracy of existing
methods and to detect traffic signs according to the
characteristics of color and texture. On the other hand, the use
of ELM classification has been used to identify the shape of the
symptoms better as well as to extract and pay attention to
features such as color, shape, and texture [3].

The major contributions of this study are as, a) proposing a
novel feature representation algorithm using color and texture
features for finding different features to represent the traffic
sign images, b) presenting a method for classifying traffic signs
using color and PHOG features the SVM algorithm, c)
developing a sign traffic detection method to deal with adverse
weather conditions, light reflection, and complex backgrounds.

The rest of this paper is consisted of as, Section Il presents
the related works. The proposed method is described in Section
I1l.  Experimental results and performance analysis are
discussed in Section IV. Finally, this paper concludes in
Section V.
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Il.  RELATED WORKS

Zhang et al., [29] proposed a cascaded R-CNN to extract
the multiscale features in pyramids in order to address
undetection and erroneous detection. With the exception of the
first layer, each layer of the cascaded network fuses the output
bounding box of the preceding layer for joint training. This
technique aids in the identification of traffic signs. In order to
highlight the features of traffic signs and increase the accuracy
of traffic sign detection, a multiscale attention approach is
presented to extract the weighted multiscale features using dot-
product and softmax. Finally, to reduce the influence from a
complicated environment and comparable fake traffic signs, we
increase the amount of challenging negative examples for
dataset balance and data augmentation in the training.

Avramovi¢ et al., [30] presented a traffic sign detection
approach based on “You Only Look Once” (YOLO)
architectures as baseline detectors for improving the speed and
accuracy of traffic sign identification and recognition in high-
definition photographs. To meet the real-time performance
requirement, a number of preprocessing techniques were
suggested. To evaluate the method, tests on a big dataset of
traffic signs demonstrate the ability of the method to recognize
high-definition images in real time with high recognition
accuracy.

Cao et al., [31 proposed an algorithm for traffic sign
detection and dealing with the poor real-time performance of
deep learning-based traffic sign recognition techniques. In this
method, spatial threshold segmentation is firstly performed
using the HSV color space, and traffic signs are successfully
identified using shape features. Second, utilizing the Gabor
kernel as the initial convolutional kernel, adding the batch
normalization processing after the pooling layer, and choosing
the Adam method. As their results show, the model is much
improved over the original LeNet-5 convolutional neural
network model. The German Traffic Sign Recognition
Benchmark serves as the foundation for the classification and
recognition experiments on traffic signs.

I1l.  PROPOSED METHOD

Initially, after downloading images from the GTSRB
database [5-8], a torsional neural network is used to detect
traffic signs. Extraction of shape properties by HOG technique
which is a shape descriptor, based on histogram and statistical
information of image spectra as well as its inclination and
angles, and finally by extracting texture properties along with
shape properties by LBP technique which can increase the
sensitivity of HOG, extract light reflections and improve
cluttered and complex backgrounds. The features are
categorized using the ELM algorithm by forming a feature
matrix to detect the panel type and normalizing this matrix,
which is also the input matrix to the category. Finally, the
accuracy is checked [9-14]. Fig. 1 shows the steps of the
proposed method as a flowchart.

A. Torsional Neural Network

Twisted neural networks are very similar to artificial neural
networks. These networks consist of neurons with learnable

Vol. 13, No. 12, 2022

(adjustable) weights and biases [15]. Each neuron receives
several inputs and then calculates the product of the weights
multiplied by the inputs and finally presents a result using a
nonlinear conversion (activation) function [16-22]. The entire
network also provides a derivative score function, with raw
input image pixels on one side and points for each category on
the other. These types of networks still have a fully operational
cost function (SVM, Softmax) in the last layer, and all the
points about conventional neural networks are also valid here.
Given the above, the difference between a torsional neural
network and an artificial neural network is that torsional neural
network architectures explicitly assume that their inputs are
images, assuming certain features can be embedded within the
architecture. With this action, the forward function can be
implemented more optimally, and also, by doing so, the
amount of network parameters is significantly reduced [24-26].

Neural networks receive an input (in the form of a vector)
and then pass it through several hidden layers. Finally, an
output resulting from hidden processing layers appears in the
network output layer. Each hidden layer is made up of some
neurons that are connected to all the neurons in the previous
layer. The neurons in each layer act independently and have no
connection. The last layer plays the role of representing the
score of each class [27, 28].

B. Characteristics of Texture and LBP Technique

The texture is the measurement of changes in the brightness
of surfaces, which determines the quantity level for properties
such as smoothness and order. An essential feature of the
texture is that it is less sensitive to changes in light intensity
than the color feature. Compared to color, texture requires a
preprocessing step to produce texture descriptors. There are
different texture descriptors. Gray Level Cooccurrence Matrix
is a two-dimensional histogram that expresses simultaneous
events expressing image intensity values in a given direction
and distance.

The local binary pattern (LBP) operator was first proposed
by Ojala et al. [26]. Experiments have shown that the LBP
operator has a high ability to represent tissue. The LBP
algorithm is a local feature extraction algorithm. The LBP
algorithm is one of the most potent feature extraction
algorithms in machine vision science, and many developments
based on this algorithm have been proposed.

As shown in Eq. (1), the local properties of LBP are usually
symmetrical circles in a neighborhood, comparing images with
its neighbors.

LBP(P,R) = X5 u(g; — g0)2' (1)

In Eg. (1), p is the number of neighborhoods, R is the
neighborhood radius, gi is the brightness of the i-th pixel (i =

0,..., P-1), gc is the brightness of the central pixel, and u(x) is a
step function that has the relation (Eq. 2) is defined.

1 if x>0
0  otherwise

U ={ 2)
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Calculation of Precision and Recall evaluation criteria in terms of percentage in panel type detection

== D

Fig. 1. Flowchart steps of the proposed method.

Suppose eight neighborhoods are used to extract LBP
patterns. In this case, 56 uniformly significant patterns and two
patterns for the state where the brightness of the neighborhoods
is all more or less than the central pixel, and a pattern for the
other states is considered. In total, image pixels are tagged with
59 patterns. The normalized histogram of the repetition of
these patterns constitutes the LBP features. The minimum
amount of binary pattern produced is used to make the patterns

more resistant to rotation; therefore, the LBP pattern is resistant
to the period in the form of Error! Reference source not found
is defined.

LBP™U2(pP R) =
{ i-ou(gi—g) if ULBP(P,R)) <2 3)
P+1 otherwise
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In this case, the number of significant patterns will be
seven. As a result, image pixels are tagged with 10 patterns.
This paper uses period-resistant LBP patterns. In recognizing
traffic signs, searching for a way that is easy to identify and has
good accuracy is of great importance. In this paper, the
torsional neural network method is used for detection, and then
using LBP and HOG; the features were extracted after
normalization of the feature matrix as input to the ELM
algorithm for classification.

IV. ANALYSIS AND INTERPRETATION OF EVALUATION
RESULTS

This research was implemented with MATLAB software
version 8.3 and on a system with Intel Core i7 specifications
with 2.2GH processing power and 6GB of main memory. The
database used in this article is the GTSRB database [5-8].
Considering that the essential work [1] has been implemented
on 1000 images from this database while implementing on
1000 images to compare with the essential work on 12569
images in the GTSRB database [5-8], the proposed method has
been implemented.

A. Evaluation Data Set

The data used in this study compared with the essential
work of 1000 images, of which 800 are noise-free images and
200 are noise-free images to implement the proposed method
on all images. The database contains 12569 images
downloaded from the GTSRB [5-8], among which 60 are
related to speed limit data of 20 km / h, and 720 are related to
traffic signs. The speed limit is 30 km / h, 750 pieces of data
are related to traffic signs, the speed limit is 50 km / h, 450
pieces of data are related to traffic signs, the speed limit is 60
km / h, and 660 pieces are data. Traffic signs are a speed limit
of 70 km / h, 600 pieces of data are related to traffic signs'
speed limit of 80 km / h, and 120 data are related to traffic
signs with a speed limit of 80 km / h, 480. The number of data
related to traffic signs is 100 km / h, 450 of the data related to
traffic signs. The speed limit is 120 km / h, 480 pieces of data
are related to traffic signs, overtaking is prohibited, 660 images
are related to prohibited truck overtaking, 420 pieces of data
are related to a two-way intersection, 690 Images of the main
street, 720 images of a right of way, 240 pieces of data related
to traffic stop signs, 210 pictures of no entry signs, 120 pieces
of data related to traffic signs of no-entry trucks, 360 pieces of
data related to no-entry traffic signs, 390 pieces of data related
to traffic signs, 60 pieces of data related to traffic signs to the
left, 120 pieces of data related to traffic signs to the right, 90
images of left turn on the road, 120 pieces of data Bump traffic
signs, 150 data slippery road traffic signs, 90 road images
approaching from the right, 480 data from workers' traffic
signs working, 180 warning images to traffic lights. As we
approach the traffic, 60 pieces of data related to traffic signs at
the crossing Cloud pedestrian, 180 warning pictures of children
playing, 90 warning pictures of cyclists, 150 pieces of data
related to frozen road data, 240 pieces of data related to traffic
signs for animal crossings, 60 stop signs, 209 number of data
related to right-turn traffic signs, 120 data related to left-turn
traffic signs, 390 data related to traffic signs for forwarding
movement, 120 pieces of data related to two-way intersection
traffic signs, 70 news images of entering the street from the
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right, 690 news images of the one-way road from the right, 90
images of the one-way road from the left, 120 pieces of data
related to traffic signs, 60 pieces of data related to traffic signs
allowed overtaking, 60 images No truck overtaking is
prohibited.

B. Analyze and Evaluate the Results

First, the images are detected using a torsional neural
network described in detail. As described in the previous
sections, the torsional neural network is an improved version of
the artificial neural network. There is a difference in the
structure and operation of this type of network. Unlike an
artificial neural network, the input matrix is the intensity of
image brightness in a torsional neural network. The features
are extracted by mapping and reducing the dimension of this
matrix, and classification and detection operations are
performed. If the feature extraction operation is performed
separately in the artificial neural network, the classification
operation will be performed after the feature extraction and
normalization of the features. In fact, in torsional neural
networks, the spatial dependence of the data is essential for
network training and feature extraction from the input matrix.
Therefore, this type of network can be used in problems where
neighborhood information and spatial dependence make sense.
Fig. 2 shows how this detection occurs. After the segmentation
of images and detection of traffic signs by the torsional neural
network, features are extracted from the detected areas to
determine the shape of the traffic sign. Properties are extracted
using the texture method and LBP technique, and also the
HOG method is used to extract the properties and form the
properties matrix. In this paper, we compare the primary article
method [1], which uses the PHOG method and different color
channels for extraction and SVM algorithm for classification
[4], and the proposed method, which uses LBP and HOG for
feature extraction and ELM for classification. The baseline
work used 1000 images for evaluation, using 800 images with
noise or negative images and 200 non-noise images or positive
images. Table I shows the comparison of the two methods.

In Table I, as can be seen, four different shapes are
presented with different proposed methods and different
categories, and the results show that the proposed method has
very acceptable accuracy.

The following matrix, called the perturbation matrix, has
five rows and five columns of the number of data tested, and
their results are shown. In this matrix, the horizontal axis of the
actual output or the class label is given, and the vertical axis of
the output estimated by the category is shown.

TABLE I. COMPARISON OF THE PROPOSED IDEA AND THE BASIC WORK
Row Shape Color channel method and LBP and HOG
type PHOG with SVM methods along with
classification [1] ELM algorithm
1 circular 93.52% 100%
2 | Triangle 96.45% 95.8%
3 Inverted 94.50% 100%
triangle
4 | Diamond 95.16% 100%
5| Average 95.02% 98.95%
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Fig. 3. Traffic signs detected by the proposed method.

0

w

Output Class
N

1 2 3 4 5
Target Class

Fig. 4. The proposed method perturbation matrix is based on the basic paper
data.

As shown in Fig. 4, in the first 30 categories of data related
to circular traffic signs, the category correctly places the data in
its group, and the classification accuracy for this group is
100%. In the second group, which is related to rhombus-shaped
traffic signs, category six has correctly categorized the data
related to this category. The classification accuracy is 100% for
this group. In the third group, which is related to triangular
traffic signs, and vice versa, six data are categorized correctly,
and the classification accuracy for this group is 100%. In the
fourth group, related to simple triangular traffic signs, out of 24
data, one case was incorrectly classified in group five and the
rest correctly. The classification accuracy for this group is
95.8% out of which 81% data is related to the background
model. One case is incorrect in category four. One data is
incorrectly categorized in category one, the rest of the data is
categorized correctly, and the classification accuracy for this
group is 97.5%. The absolute accuracy in this category is 98%.
Also, in the following Fig. 5, the ROC diagram of the proposed
method is shown on the data set introduced in [5].

Given that in the primary working method [1], the data
used is selected. In order to prove the suitability of the
proposed methods of extracting the proposed feature and
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algorithm, extracting all the images related to the GTSRB site,
which contains 12569 images, has been wused for
implementation. A base of 1000 images has been used. After
image detection by the torsional neural network, the properties
are extracted by LBP and HOG. After normalizing the images
and forming the feature matrix, the obtained matrix is given as
input to the ELM classifier for classification and then output in
43 classes. In this study, 75% of the images were used for
training, and 25% were used for experiments. Table Il shows
the execution times of the different parts of the proposed
algorithm.

As shown in Table IlI, in addition to the appropriate
accuracy and high generalizability of the Maximum Learning
Machine category, the speed of immediate implementation of
this category has been measured, which has not been
considered in the essential work. Another criterion used to
evaluate the algorithm's performance is the classification
accuracy, which in the proposed method for classifying data
into 43 accuracy classes is 95.31%.

For this evaluation, the k-fold approach was used, where
the value of k was considered equal to 10. At each stage, 90%
of the data is set aside for training and 10% for testing. This
process is repeated 10 times to consider all the data for testing
and training the system which will be averaged on the accuracy
obtained. The ROC diagram for this category is shown in
Fig. 6. In this diagram, the larger the area under the curve, the
higher the classification accuracy. The pivotal components of
this chart are the Misdiagnosis Rate (FPR) and the True
Diagnosis Rate (TPR).

ROC
1
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Class 4
Class 5

0.9
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True Positive Rate
o o o o o
o ® IS o >
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0

. . . . . . . . . )
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False Positive Rate

Fig. 5. ROC diagram of the proposed method on reference data [1].

TABLE II. EXECUTION SPEED IN SECONDS
Total data Total data HOG attribute Local LBP
testing time by training time for an image attribute for an
ELM by ELM image
0.30 13.63 003/0 005/0
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Fig. 6. ROC diagram of the proposed method.

V. CONCLUSION

In this paper, a novel method for classifying traffic signs is
presented. The primary work with 1000 images in four classes
using color and PHOG features using the SVM algorithm has
reached an average accuracy of 95.03%, while the proposed
method uses detection. Torsional neural network and feature
extraction using tissue feature with LBP technique and HOG
feature with ELM classification in 1000 images reached
98.95%, considering that the baseline work did not use all the
data related to GTSRB. In this method, extraction of texture
properties along with shape properties by the LBP technique
can improve the sensitivity of HOG to light reflections and
tangled and complex backgrounds. Therefore, feature of the
texture is that it is less sensitive to changes in light intensity
than the color feature. To prove the superiority of the proposed
method, the proposed method is implemented on all data of the
GTSRB site, and the results obtained from 12569 images in 43
classes have achieved 95.3% accuracy. Lastly, this study
intends to propose a novel feature representation algorithm
using color and texture features for finding different features to
represent the traffic sign images, presenting a method for
classifying traffic signs using color and PHOG features the
SVM algorithm, and developing a sign traffic detection method
to deal with adverse weather conditions, light reflection, and
complex backgrounds. The advantages of this method include
the appropriateness of the selected features and the appropriate
classification algorithm. However, the weakness is sensitivity
in tough light condition and complicated background. For
future study, the proposed method can be extended to deal with
the tough variation in complex background and light
conditions.
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Abstract—Medicinal Plant species help to cure various
diseases across the world. The automated identification of
medicinal plant species to treat disease based on their structure is
much required in pharmaceutical laboratories. Plant Species
with a complex background in the field will make the detection
and classification more difficult. In this paper, optimization of
bacterial foraging technique has been employed towards
medicinal plant prediction and classification architecture based
on feed-forward neural network. It is capable of identifying both
complex structures of medicinal plants. Feed-forward Neural
Networks are considered to have good recognition accuracy
compared to other machine learning approaches. Further
bacterial foraging has been implemented to minimize the feature
search space to the classifier and provides optimal features for
the plant classification. The experimental outcomes of the
proposed approach has been analysed by employing the medley
dataset and evaluating the performance of the proposed
approach with respect to dice similarity coefficient, Specificity
and sensitivity towards medicinal plant classification. The
findings are very positive, and further research will focus on
using a large dataset and increased computing resources to
examine how well deep-learning neural networks function in
identifying medicinal plants for use in health care.

Keywords—Medicinal plant; feed-forward neural networks;
linear discriminant analysis; bacterial forging

I.  INTRODUCTION

Most individuals around the world utilise traditional
medicines made from medicinal herbs. India is known as the
world's botanical garden as well as the country that produces
the most medicinal herbs. Due to their natural origins and lack
of side effects, herbal medicines have experienced an
exponential surge in popularity during the last several years
across both developed and developing nations. Plant species
have medicinal value and it is considered as the essential
resource for curing various diseases around the world [1].
These medications are more widely used since they aim to
treat illnesses devoid of causing any negative effects. Indian
traditional medicine is renowned for using Naturopathic
remedies, Ayurvedic medicine, Unnani, breathing exercises,

meditation techniques, yoga, homoeopathy and many more.
There are about 8,000 herbal remedies used in these traditional
medicines. As per surveyed findings, approximately 75% of
migrants utilize herbal plants for medicinal reasons [2, 3].

Manually identifying medicinal plants is still the most used
way. Humans gather information about the entire plant or
certain parts like leaves, flowers, fruits, or bark using their
eye, nose, fingers, or other human organs [4, 5]. Depending on
either individual perspectives or referrals, they will decide
which species of medicinal plants to use. It has been
demonstrated via practise, nevertheless, that this type of
identification strategy is time-consuming, inefficient, and
heavily dependent on the expertise and subjective experience
of the persons using it.

Mainly to determine the variety of medicinal plants,
automated models using image processing approaches [6] has
been employed to assist botanists in the early identification of
plant by employing machine learning architectures [7].
However, machine learning techniques reveal the structural
and texture appearance of the plant along with its
discriminative visual symptoms. Further detection and
classification of the plant species suffer from the noise and
illumination effects of the images [8]. In addition, it is
mandatory to discriminate the different growth stages of the
plant along the virus and disease involvement which was
found to be highly complex in identification.

In order to manage these challenges, various image
processing steps such as Image segmentation of the seed
region [9], feature extraction on the segmented region [10] and
optimal feature selection [11] have to be aggregated to achieve
high recognition accuracy in prediction and classification of
the medicinal plants from large sizes of input images. In this
paper, bacterial foraging optimization has been employed to
feed forward neural network towards plant classification on
basis of pathological properties.

Among numerous machine learning architecture, feed-
forward neural networks produce high recognition accuracy in
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classifying the image dataset. Initially, region-growing
segmentation [12] techniques are applied to group the seed
points having similar pixel values as the segmented region.
The segmented region is analysed using linear discriminant
analysis which is considered as a feature extraction technique.
Shape descriptors and Texture features are extracted. That
extracted feature is reduced using the bacterial foraging
technique to generate the optimal features. Finally, feed-
forward neural network classifier is employed to optimise
features to classify into linear plant classes.

The balance part of the article is sectioned into the
following form; Section Il provides the review of literature
containing similar mechanisms of machine learning for plant
identification. Section Il defines the proposed architecture
containing the Feed Forward Neural Network and bacterial
foraging based optimization. Section IV highlights the
experimental solutions of the proposed approach along with
performance evaluation and at the last, summary of the article
with conclusion and future work is provided.

Il. BACKGROUND STUDY

A. Literature Work

This part of the work describes the problem statement of
the research, a review of literature related to the current
problem and various deep learning models applied to plant
identification using various image datasets has been detailed
as follows. The medicinal plant identification model which
performs similarly with respect to the proposed architecture
has been discussed below.

The Artificial Neural Network Model [ANN] segments
the leaf into subfields on different growth stages of the plant.
The affinity propagation model computes the variation of the
leaf on pixel parameters with reference to plant pathologies
and produces the affinity set containing similar leaf properties.
Sparse Principle component analysis considered as a feature
extraction technique is employed to affinity set to gather the
sparse feature and its associations are represented as
covariance and correlation matrix [13]. Further Artificial
Neural Network is projected to produce the class labels for the
sparse features in the feature set. ANN [14, 15] uses a
normalization technique to smoothen the edges of the class
labels in order to separate plant types.

A Random Forest classifier is implemented to classify the
plant on basis of the specified medicinal properties. A
classified plant can be employed for disease treatment
purposes. Initially, feature extraction methods such as SIFT
technique have been employed towards shape extraction, color
extraction and texture feature extraction from the plant
images. Further genetic algorithm has been applied as a
feature selection technique to select effective features towards
classification purposes using a Random forest classifier [16].

Convolution Neural Networks (CNN) can be used for the
classification of medicinal plant species and they contain built
in feature extraction functionality. The shape and texture
characteristics are contained in the feature. It classifies the
features with respect to the activation function and multiple
layers to obtain the effective classes [17]. CNN is also used in
various identifications and analysis of images like spatial data,
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eye tracking data, networks attack and many more [18, 19, 20,
21].

B. Problem Statement

As a critical problem for the preservation, authenticity, and
production of herbal medicines, the automatic classification of
medicinal plants needs further study [22]. Owing to the
difficulties due to illumination effects, shadow effects,
nonlinear seed points, overfitting issues and accumulation of
reconstruction error in the processing of medicinal plant
datasets, the identification and classification of plant leaves
will face significant challenges in employing machine learning
algorithms. These necessitate a better approach to be
developed for identifying and classifying medicinal plants.

I1l. PROPOSED MODEL

This section defines the design procedure towards
optimization of Feed-Forward Neural Networks using the
bacterial foraging technique to classify the medicinal plant in
the Mendeley dataset. In addition, the design procedure of the
region growing segmentation approach is to segment the
medical plant and linear discriminant Analysis to feature
extract is also provided in detail. It is as follows:

A. Image Pre-processing

Image preprocessing is used to increase the image pixel
properties on the normalization approach and contrast
enhancement approach. A further large number of learning
parameters of the modelled have been managed for dataset
processing. Image Normalization is employed using histogram
stretching. Further to eliminate the image noise and image
blur, Contrast enhancement [23] is used in addition to the
image thresholding approach [24] to improve the image details
which contains an important factor for image classification.

B. Region Growing Segmentation

In this part, seed points illustrating the discriminate image
parts of the medicinal plant have been analysed and it is
grouped into vectors representing the similar seed points to the
entire image. Similar points of the medicinal plant are
computed with respect to the homogeneity pixel. Vector
represents the segmentation results as a growth process on
verification of the homogeneity rule among the pixels. The
growth process for the selected regions at every stage S is
defined as in (1).

Gpi(s) where i=1, 2 1)

Homogeneity of the pixel is computed for the seed pixel to
verify the presence of unfermented pixels in the neighborhood
of the remaining pixel in the particular region. The
computation rule is as follows in (2).

If (H (Gyi(s)) for each pixel = True) (2)

Then compute the Mean M and Standard deviation of each
pixel in region R;is as follows as in (3) and (4).

Mean M :% n, R(i) 3)

Standard deviation SD= YRO 4y
Gpi(s)
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Employ strategy to group two regions G,(1) and G,(2) on
conditions as in (5) and in (6)

If ((Mean of region 1- Mean of Region 2) < Standard
Deviation of Region 1) (5)

Verification of the homogeneity of seed points

Else if (pixel intensity of the region 1 is close to mean value of

the threshold Ti) (6)
Where Threshold is as in (7)
Ti={1-7% ()

Threshold T; depends on the variation of the region R, and
the pixel intensity P;.

Resultant segmentation outcomes are represented as image
vectors containing the seed points which are further processed
for feature extraction and classification process.

C. Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) has been employed
to exploit a feature from the image projection using the fisher
criterion function [25]. The feature extraction projection in a
specific direction extracts properties of homogeneous seeded
points in the segmented region vector. Properties of the seed
points are represented as a feature. Initially, the homogenous
seed point is transformed into scatter matrix to reduce the
feature space. Scatter Matrix SM of the vector undergoes the
following computation.

Mean of the Vector is as in (8)
Mi == 1. x,nl ®)
Total Mean of the Vector is as in (9)
TM=- 31N ©)
Scatter Matrix Sw =)}{_, si";i (10)
Scatter Matrix Sb = % -4 PiPj(fvi —fvj) (fvi —fvj)T (11)
where (vfi —vfj) is vector feature variation.
The covariance of Mean is as in (12)
.1 1 . .
Si=— > o(x —mi) (x-mi)T (12)

Aggregate Covariance of Scatter matrixes is to produce an
optimal feature set is as in (13).

St = =5 (Vi) (fvi -fv)’ (13)

Reducing the Feature space is a vital part of the LDA. It
can be generated by improving the scatter ratio |Sy| / |Syl.
Further, scatter ratio weight will improve on eigenvectors of
SpSw producing the projection matrix with column matrix W
asin (14).

W= [Wl,Wz ........... Wc-l] (14)

Where W; are the Eigen Vector of the Scatter matrix S,
and Sy, and its value corresponds to reducing Eigen values A
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The linear discriminant analysis produces the feature of
processing the scatter matrix of the seed points. It is further
treated as a reduced feature set on the fusion of two or more
vectors. However, this reduced feature set has been employed
for feature selection to obtain the optimal feature for
classification.

D. Feed-Forward Neural Networks

Feed Forward Neural Network (FFNN) is to determine the
plant classes of the image. FFNN is employed to process the
spatial and temporal features obtained from the segmented
region of the image. An FFNN model is composed of many
processing states. FFNN produces the plant classes by
representing the feature vector in Direct Acyclic Graph (DAG)
structure. In FFNN, seed point features of the segmented
region are contained in each layer of the graph network. Table
| shows the FFNN parameter components. Extracted spatial
and temporal features undergo various computations in a
graph structure.

TABLE I. HYPER PARAMETER OF FEED-FORWARD NEURAL NETWORKS
Tuning of Hyper Parameter Values

Class Batch Size 200

Feature Learning Rate 0.09

Attribute Size 85

Maximum No of pixels to each layer 1000

Length of the pixel in sublayers 250

Loss function Cross entropy

e Abstraction layer

In this layer, the Abstraction layer is used to collect high-
level features in the plant. Vector structure contains the
feature. Vector is processed in the activation function. It
generates a new state from the old state using epoch functions
and a few parameter functions. Matrix Feature weight and
Vector feature bias are computed by aggregating the input
vectors with output vectors extracted hidden layer. The feature
weight of the matrix is computed as in (15).

A;= Sigmoid (W(c(t))+h(t-1)) (15)

Where A, represents the feature weight of the Input vector
c(t) and hidden vector h(t-1) of the seed points of the plant
region.

e Hidden Layer

In this layer, hidden feature information is extracted from
the input layer vector seeded point and it is represented as the
hidden vector H. The FFNN model uses the hidden layer to
compute the feature to be represented in the output layer for a
period of data availability. Stored Seeded region will be
forgotten in the subsequent process. The FFNN model
includes the sigmoid function as an activation function to
compute the feature weight to eliminate the less-weighted
features. Fig. 1 illustrates the proposed research architecture.

The FFNN hidden layer is concealed with the output
information of the output layer illustrated in (16).
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Of(9) = oGy TAD) €™+ it~ 1)+ Wie ) (Dm* (16)

The Hidden layer information of the FFNN is identified as
an important process to analyse the structural changes and
temporal changes of the plant on various growths stage and
disease stages. This information is helpful to classify the
medicinal plant. The hidden layer of FFNN identifies which
input accommodating the plant features and its concealing is
provided by (17).

Hr= 6 By (WmMG;(s); Wmdi(s)]+ 6 By (WmG;(t); Wmdi(t)]  (17)

Where H; represents the model outcome containing
features of growth stage and disease stages along the matrix
feature weight W, and bias of feature vector By It is further
interpreted with pathological information. 6 is considered as a
sigmoid activation function to extract the disease and growth
stages features.

e Activation function

The activation function set the decision point of the
learning rate of the proposed model to manage and change the
feature weights of the growth and disease feature of the plant
of various stages from the hidden layer on employing the
sigmoid function [26]. FFNN model activation function is
illustrated in form of a tree structure which has a high ability
in parsing the feature using the sigmoid function. The
activation function is optimized using a hyperparameter to
improve the output layer representing the plant classes. The
activation function is as follows in (18).

oo}

(an cos % + b, sin ?) (18)

A= Sigmoid (FS)*Z

n=1
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Activation functions of the hidden layer process the feature
set to identify the plant classes on basis of distance measures
on feature weight.

o Output Layer

The output layer generates the plant classes. The output
layer interprets the feature set of the hidden layer with
reference to the pathological information to discriminate the
plant classes with high recognition accuracy. Plant classes of
the output layer are discriminated using the output function.
Function Z(t) uses the feature vector on various stages to
classify effectively with the activation function. Output
Function is given by (19).

Output Function Z(T) = Sigmoid ( G(f)* D(f)) (19)

The output function of the FFNN contains the sigmoid
function to differentiate the growth and disease stage features
of the plant. These outcomes are stored as classes with
reference to the output function.

e Loss Layer

The loss layer is employed to assure the classification
accuracy of plant classes. It is assured on the processing the
image data with various folds using the cross entropy function.
On identification of irregularity or reconstruction error on the
processing layer of the model, hyperparameter tuning is
carried out on each layer of the network to reduce the error in
the hidden layer, input layer and output layer. The loss
function for hidden and output layers are given by (20) and
(21) respectively.

Loss function Lf for hidden layer = Softmax (At*Er*Ht) (20)
Loss function Lf for output layer = Softmax (At*Er*Zt) (21)

Data Pre-processing Region Growing Feature
— based Extracti
‘ Normalization H Contrast Enhancement ased. ™ rrachon
Segmentation using LA
Feed Forward Recurrent Neural Network
Mendeley
Dataset Abstraction Hidden Laver Activation Plant
Laver Laver Classes
-
Batch Normalization
Bacterial e
Forging Loss Output layer Forgot Layer
Optimization ) reconstruction

Cross Fold Validation

Performance Measure

Parameter
Tuning-Epoch

Cross Entropy
Measure

Execution
Time

" | Accuracwy

Fig. 1. Proposed architecture.
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An accurate neural network model for classification is
obtained with the inclusion of the loss function in the layer.

Algorithm 1: Plant Identification

Input: Mendeley Dataset

Output: Plant class

Process

Image Pre-Process ()

Image Thresholding ()

Contrast Stretching ()

Region Segmentation ()

Identify the seed Point

Compute Mean M and Standard deviation SD for Seed point()

Homogeneity Rule ()

R(n-1)x?
2(n-1)

. R(n—-1)x™

n_ Rx
Fs)" =1+ o + 20—y)

If (Pixel intensity of Region 1 == Pixel Intensity of Neighbour
Region of Seeded point 2)

Merge the two pixels into the seed point of the Region as Vector V
Linear Discriminant Analysis ()

Compute Scatter matrix Sy,[] of seed region= % -1 PiPj(fv; —fv)) (fv;
,fvj)T

FFNN Learning ()

Input layer ()

Determine the Spatial Feature of Seed Points ()
F(S) =Sn X.,_, D(x.¥)

Compute Temporal Features of seed points ()
F(D) =Sn X, CGxy)

Hidden Layer ()

Identify the hidden feature of the various growth stage
n

O(f(1) = o(Gp [A®) C™*+ h(t = D]+ W3+ > (mk
k=1

Activation Layer ()

Use the Sigmoid Function
Output Layer ()
Cross Entropy Layer ()

Loss FunctionL; Softmax ()

Zi

6(2)= Zke—z

j=1¢"

Identify and display the Plant Class
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Algorithm Description:

The classification algorithm initiates with image pre-
processing approaches with histogram normalization and
contrast stretching for noise removal and image normalization
in the Medley dataset. Region-growing segmentation is
employed for the preprocessed image. Linear Discriminant
Analysis (LDA) has been employed as a Feature extraction
approach. Obtained features are processed to classify the
feature into classes using Feed Forward Neural Network on
the computation of the features in the activation layer of the
network using the sigmoid function.

E. Bacterial Foraging Optimization

In this section, bacterial foraging optimization is employed
to the hidden layer to obtain the optimal feature space from
the hidden layer to enhance plant classification accuracy in
processing the features of various plants. The bacterial
foraging uses the fitness criteria on the feature space from the
hidden layer of the FFNN model [27]. Bacterial Optimization
computes the optimal features to classify the plant into
categories, especially it is found effective to classify various
patterns. The optimal feature set has to be determined using
the following fitness function (22).

Fitness Function = Z::k Correlation(87(f,)- 8(f.1))+O(f,)
(22)

Feature set given by fitness function is F(s)

IV. EXPERIMENTAL RESULTS

Experimental analysis has been carried out in the
Mendeley plant dataset [28]. The proposed architecture is
simulated in Matlab (version 2017). In processing of the
model, training data and validating data have been partitioned.
In that, 60% of the image has been utilized for model training
and 20 % of the image has been fixed for validation and rest
20% of the image has been fixed for model testing. In 10-fold
cross-validation of the learning model, the performance of the
classification and segmentation of the leaf region has been
enhanced.

In this work, the proposed neural network model achieves
high recognition accuracy on the identification of plant
classes. The model provides excellent outcomes in computing
the leaf region with different image sizes and image
characteristics evaluated against conventional methods. Model
performance has been evaluated with Dice coefficient,
sensitivity and specificity against the conventional approaches
for medicinal plant detection with volumetric changes of the
plant at various stages of the plant growth.

e Dice similarity Coefficient

It is accessed on basis of the variation of classified results
against the pathological classes. This difference computation
is carried out using a confusion matrix. The confusion matrix
yields True Positive (TP), False Positive (FP) and False
Negative (FN) values on the class results. It is denoted as in
(23).
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Dice Similarity Coefficient

_ 2True Positive (23)
2True Positiv+False positve+False Negative
e Sensitivity

It is considered as the ability of a test to correctly classify
the plant in terms of various features. It is denoted as in (24).

(24)

True Positive

Sensitivity = — -
True Positive+False Negative

e Specificity

It is considered as the ability of a test to correctly classify
the plant without various features. It is denoted as in (25).

True Positive
(25)

Specificity =

True negatives+False Negatives

The Mendeley medicinal plant leaves dataset containing
image samples has been analysed to determine the medicinal
plant class using machine learning approaches. The learning
model has been assessed using the Dice coefficient measure,
Sensitivity and Specificity measures. Its performance value is
represented in Table II.

The proposed model exhibits good performance in
segmenting the plant regions. Optimization of Feed Forward
neural Network has been carried out with bacterial foraging
illustrating the excellent outcomes on relating with
conventional approaches such as Artificial Neural Networks
and Convolution Neural Networks.

The Dice Coefficient generates the best outcomes on
accessing with a classification accuracy of plant classes,
generated using the machine learning model has been
illustrated in Fig 2.

TABLE II. PERFORMANCE EVALUATION OF MEDICINAL PLANT

CLASSIFICATION TECHNIQUES

Dice

Samples Coefficient

Technique Sensitivity | Specificity

Bacterial foraging
optimized  Feed-
Forward  Neural
Network—
Proposed model

0.9788 0.9485 0.9792

1% Fold
Validation
Set

Artificial Neural
Network -
Existing Model

0.9578 0.9122 0.9689

Bacterial foraging
optimized Feed-
Forward  Neural
Network | -
Proposed model

0.9777 0.9194 0.9798

2rd  Fold
Validation

set —
Artificial Neural

Network -
Existing Model

0.9665 0.9014 0.9271

Bacterial foraging
optimized  Feed-
forward  Neural
Network -
Proposed model

0.9771 0.9115 0.9785

3 Fold
Validation

set —
Artificial  Neural

Network -
Existing Model

0.9656 0.9015 0.9365

Vol. 13, No. 12, 2022

Fold1 Fold2 Fod3

Fig. 2. Performance comparison of the learning model with respect to the
dice coefficient.

Regarding the measure of sensitivity, it measures the
excellent results in the optimization of the learning model
through bacterial foraging to produce optimal features. Fig. 3
shows the performance outcome of the sensitivity measure on
the plant classification.

Fold 1 Fald2 Fois3

Fig. 3. Performance comparison of the learning model with respect to
sensitivity.

The performance of the trained network is adapted to the
target domain on producing better outcomes. Fig. 4 illustrates
the performance outcome of the specificity. The proposed
model is capable of classifying five medicinal plants
effectively such as Basella Alba (Basale), Carissa Carandas
(Karanda), Citrus Limon (lemon), Ficus Auriculata (Roxburgh
Fig) and Rosa-Sinensis (Hibiscus).

Spoaificity

Foid 1 Fod2 Fad3

Fig. 4. Performance comparison of the proposed model in terms of
specificity.
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V. CONCLUSION

In this work, an optimized framework of Feed Forward
Neural Network using bacterial foraging has been designed
and implemented to classify the medicinal plant from the
medley dataset. The model initiates the segmentation
operation to the pre-processed image dataset in order to obtain
the segmented region containing seed points in the image. The
segment images are further processed using the linear
discriminant to extract the spatial and temporal features. The
extracted feature set is applied to the feed-forward neural
network classifier. The classifier composed of the input layer,
hidden layer, output layer and loss layer has fine-tuned with
objective and activation function to discriminate the results
with high recognition accuracy. The proposed model produces
excellent outcomes even presence of image artifacts and
volumetric changes in images. Further it is capable of
handling the variability in anatomical properties and contrast
variations of the dataset in analyzing the modalities and
pathologically changed tissues. Further, different posing and
structural changes have to be computed to minimize the
interpretation issues and enhance the classification accuracy
using Gaussian and quantum models on the features of the
images to discriminating the medicinal plant classes of leaf
images.

The results are very encouraging, and future studies will
concentrate on using a huge dataset and more computational
power using Quantum Computing to assess how effectively
deep learning neural networks work in identifying medicinal
plants for use in healthcare [29]. Whilst deep learning is a
paradigm for analysis, linked data can be selected as the
optimal practice for data representation [30]. The confluence
of linked data with the proposed work can further take this
study towards more accuracy.
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Abstract—Employee turnover in the IT industry is among the
highest compared to other industries. Knowing factors that
influence the turnover may help reduce this issue in future. One
of these factors is job satisfaction, which are composed of two
important factors, status and seniority. In this study, the
correlation and chi-square visualization are utilized to determine
the factors that affect employee turnover. The experiment was
carried out to predict turnover using a private IT consultant
dataset comparing three classification algorithms (decision tree,
Naive Bayes, and Random Forest). The result shows that job
duration and positioning are factors that influence employee
turnover in a software company.

Keywords—Employee turnover; turnover factors; chi-square;
classification algorithm

I.  INTRODUCTION

According to the information and communications
technology (ICT) workers survey, 43.6% of ICT professionals
work in IT Industries, with an annual growth rate of 14.7%
[1]. Given the sharp increase in demand for skilled IT
professionals, supply of qualified computer specialists,
especially college graduates, is on the rise [2]. This situation
has given the IT industry a competitive advantage in hiring an
ever-growing number of professional software engineers, as
each company tries to lure the best employees by offering
them better opportunities in terms of pay, expertise, and
working atmosphere. The IT industry therefore has one of the
highest turnover rates in comparison to other industries [1].

Poor financial compensation, management style, and
career opportunities are the main factors contributing to
dissatisfaction with current employer and their decision to
leave [3]. Staff turnover is a major disadvantage for the
company on direct and indirect costs. The direct costs are
related to the time and resources spent on recruiting, hiring
and training employees [4]. The indirect costs include the
decrease in production and services caused by the company
failing to find replacements. Hiring and training new
employees is also a large investment because the higher the
turnover rate, the higher the cost [5].

In general, turnover is due to employee dissatisfaction with
a number of factors, including working conditions, salary,
support quality, co-workers, nature of work, employment
security, and career prospects. The factors that affect job
satisfaction are divided into two factors, namely

organizational factors - which include company policies and
work environment - and individual factors [6]. The status and
seniority are one of these individual factors that affect job
satisfaction, as a perception that a lack of employment status
causes many workers seeking another job [6]. In addition,
attitudes toward human resource management indirectly affect
turnover, which is fully mediated by job satisfaction [7].

In this paper, visualization and feature selection are
proposed to identify factors that influence employee turnover.
The paper is organized as follows. In Section I, this paper
first gives an overview of previous work on this topic. This is
followed by a presentation of the method used in Section Ill,
followed by a discussion of the experimental results in Section
IV. Finally, the paper is summarized in Section V.

Il. RELATED WORK

Some turnover studies suggest using machine learning to
design retention policies [8]. A study was carried out by [9] to
predict employee turnover in one of Indonesia’s renowned
telecommunication company, comparing three classification
algorithm (Naive Bayes, Decision Tree and Random forest)
based on 12 attributes. Another study by [10] implemented
twelve features to predict employee turnover, while other use
19 attributes [8]. Similar study by [11] evaluate six
classification algorithm (KNN, SVR, Naive Bayes, Decision
Tree, Random forest) to predict employee turnover using a
dataset from Kaggle. In contrast to the previous study, this
study will evaluate the individual and seniority factors, which
are represented by length of service and job level as factor of
employee turnover in IT consultant firm.

A. Naive Bayes

In supervised machine learning [12][13][14][15], Naive
Bayes is a widely used model of classification due to its
simplicity and efficiency. Naive Bayes computes the posteriori
probability for a class by observing the churn problem, i.e., the
churn and non-churn observation probabilities. The posteriori
probabilities are computed by using the rule of Bayes and the
assumption of naive Bayesians with unique employee
backgrounds for each class. The goal of the Bayesian decision
rule is to set a record of a new hire to the class with the
highest probabilities posteriori as [16] suitable model for
predicting employee turnover.
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B. Decision Tree

A decision tree is divided by decision rules into some
classes [17]. It represents a fluctuating graph resembling a tree
structure that implies a test in an attribute for each internal
node (not leaf node). A branch represents a test result, with a
class label for each leaf node (or end node). The root node is
the top node in a tree [18]. The C4.5 decision tree classifier is
employed to build predictive models due to its ability to
segment dynamic decision processes [19].

C. Random Forest

Random Forest (RF) proposed by Brieman [20], uses
aggregation and bootstrap ideas to introduce random forests
based on a decision tree [21]. The trees are constructed
separately in RF, using bootstrap samples of various data sets.
The concept of RF is to construct multiple decision trees using
only a subset of attributes based on sample data [16].
Predictions are taken by taking a simple majority decision by
dividing the individual nodes into a subset of predictors using
the best distribution. At that node, the predictors are selected
randomly and this randomness makes it robust against
overfitting [22][23].

I1l. METHODOLOGY

In this section, a proposed framework is presented, which
includes preprocessing, relationship visualization, chi-square
calculation, correlation, and prediction (Fig. 1).

A. Sourcing and Pre-processing

This is the initial phase of the framework. The purpose of
preprocessing the data is to convert the raw data into an easier
and more efficient format to use for future processing steps. In
the first phase, a min-max method is used to normalize the
data. Normalization can shorten the training time as all the
data used for training share the same scale. Collecting the
dataset from private IT consultants between January 1, 2015
and December 31, 2018, the data consists of gender, entry and
exit dates, job title, and department, as shown in Table I.

Sourcing and pre-processing

Visualize the relationship
between turnover with all factors

Calculate chi square between
turnover with all factors

Select factorsthat have high
correlation with turnowver factor

Predictturnover and Evaluate
Result

Fig. 1. Framework of predicting employee turnover by identifying the two
most influence factors in turnover, i.e., work duration and department.

Vol. 13, No. 12, 2022

TABLE I. ATTRIBUTE EMPLOYEE TURNOVER
No | Gender Date_of _Dateof Job title
accession withdrawal
Head of the
1 Male 01/12/2016 05/05/2017 Finance
Department
Accounting
2 Female 16/08/2017 29/03/2018 officer
Male 01/03/2016 14/01/2017 Driver
Female 19/09/2016 14/07/2017 Recruiter
149 | Male 01/07/2015 | - Functional
consultant
Software
150 | Male 01/07/2015 - platform
manager

B. Visualization of Correlation between Turnover and All
Factors

The correlation across pairs of time series indicates the
degree to which the variance in one time series may be the
same as the variance in the other. This alone does not imply a
causal relationship between the two series. However, this is
generally grounds for further investigation of a possible
relationship. Relationships of correlation are often expressed
as values between -1 and 1, figures close to 1 indicating a high
correlation, figures close to 0 indicating a low relationship,
and figures close to -1 indicating an inverse relationship. An
analysis is made of the correlation between turnover and all
factors. The visualization is selected to analyze the most
correlated factor with the resignation factors.

C. Calculation of the Chi-Square between Turnover and All
Factors

For classification problems having both categorical input
and output, a chi-square test (“chi") is useful in determining
how relevant the input variables are to the output variable. In
this study, the correlation between turnover and all factors is
analyzed using chi-square, calculating the p-value to
determine which factor has the lowest p-value. The formula
for the chi-square is shown on (1).

x2 =gl M
¥ means summarize

O = any observed (actual) value

E = any expected value.

D. Predict Turnover

In classification, a mean value of grouping data based on a
label or target class is calculated in the study. The three
classification algorithms are used to compare the impact of the
proposed framework on classification performance. Using
Decision Tree, Naive Bayes, and Random Forest as pilot
methods, all of them are used to predict turnover based on all
factors. Next, a forecast of sales based on selected factors is
also made using these three algorithms. Both results are then
compared to determine which has the better performance.
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IV. RESULT AND DISCUSSION

A. Pre-Processing

Experiments are conducted using several machine learning
algorithms with additional tests on the preprocessed data and
feature selection to achieve better accuracy. The preprocessed
data for job level, department and gender category are
converted into numbers as shown in Table II.

B. Visualize the Correlation between Turnover and All
Factors

The correlation between gender, department and degree of
resignation is visualized in a bar chart (Fig. 2). The correlation
between duration and turnover factor (resignation) is
visualized by a boxplot. As shown in Fig. 3, gender does not
have a significant impact on employee turnover. The trend of

gender is similar for terminated and non-terminated
employees.
TABLE Il DATA SET AFTER PRE-PROCESSING
No Duration (month) Job level Department Gender

1 5 5 13 1
2 7 1 1 0
3 10 1 8 1
4 9 1 17 0
149 42 1 14 1
150 42 5 41 1

801" Genper

H Female

50 1 mm Male

A0 4

30 B

20

10 B

0
No Yes

RESIGN

Fig. 2. The relationship between gender and the turnover Factor
(resignation).

No RESIGN Yer

Fig. 3. The relationship between the department and the factor of turnover
(resignation).

Vol. 13, No. 12, 2022

Fig. 3 shows the relation between the department and the
turnover factor and reveals that department factors have a
significant impact on employee turnover. The trend of the
employee leaves and the employee stays are different from
various departments.

Fig. 4 shows the relationship between the workplace level
and the turnover factor. It indicate that the workplace level has
no significant influence on employee turnover. Further, the
trend of the job level is similar for terminated and non-
terminated employees.

However, the boxplot relationship between duration and
turnover (resignation) factor from Fig. 5 shows that the length
of employment (duration) has a significant impact on
employee turnover.

70 A Level job
1

60

50 1

40 A

30

20

10

No RESIGN Yes

Fig. 4. The relationship between the workplace level and the turnover factor
(resignation).

Boxplot grouped by RESIGN
DURATION

50

RESIGN

Fig. 5. The relationship between duration and turnover (resignation) factor.
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C. Calculate the Chi-Square between Turnover and All
Factors

The term statistically significant has become synonymous
with a p-value <= 0.05. The table of p-values shows that the p-
value for duration (length of work) and department is less than
0.05, as shown in Fig. 6. Table lll and Fig. 6 show that
duration of work (length) and department are factors that
affect employee turnover.

D. Turnover Forecast and Result Evaluation

The dataset is divided by 80% for training data and 20%
for testing data. The result is shown in Table IV. The result of
prediction with all factors is shown in the first column (with
all factors) and the result of prediction with only selected
factors is shown in the second column (only selected factors).
Based on the visualization of the correlation between the
turnover and all factors and the calculation of the chi-square.
Duration and department factor have high correlation with
employee turnover. The prediction result shows that the
prediction using only selected factors has better performance
compared to the prediction using all factors.

TABLE Ill.  P-VALUE BETWEEN TURNOVER AND ALL FACTORS
No Factors p-value
1 Gender 0.94
2 Duration <0.01
3 Level Job 0.36
4 Department <0.01
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
GENDER DURATION LEVEL JOB DEPT

Fig. 6. Bar chart of the p-value between turnover (resignation) and all

factors.
TABLE IV.  THEPREDICTION RESULT OF THE EMPLOYEE TURNOVER
With all factors Selected factors only
Random forest 0.833 0.867
Naive Bayes 0.77 0.77
Decision tree 0.83 0.90

Vol. 13, No. 12, 2022

V. CONCLUSIONS

In this study, correlation and chi-square visualization are
applied. Its key idea is based on a two-step process. A
correlation between pairs of time series is first used for further
investigation of possible relationships. Secondly, Chi-Square
is used to determine how relevant the input variables are to the
output variables. By forecasting employee turnover -
compared to Decision tree, Naive Bayes, and Random forest -
predictions using only selected factors (duration of
employment and department) indicated a notable improvement
in various performance parameters compared to predictions
using all factors. Using a dataset of IT consulting employees
in Indonesia, the key factors affecting employee turnover were
identified using the chi-square algorithm; specifically, years in
the company, job level, department placement, and gender as
the most important factors. Therefore, duration of employment
and department are unarguably among the most influential
factors for retaining employees.

By predicting upfront, the likely turnover of employees,
companies are able to prepare plans and initiate measures to
reduce that likelihood, hire replacements swiftly, and make
other adjustments aimed at retaining individuals in important
positions. By using correlation and chi-square visualization
approaches, HR managers may anticipate employee turnover
better and take action in a timely manner. Similar applications
of this algorithm are possible for imbalanced data
classification problems such as predicting customer attrition,
preventive cancer care, and anomaly detection. These issues
share common characteristics, like a focus on minority classes
and the condition that "it is preferable to test wrong than to
detect wrong." Future work would be to analyze theoretically
the characteristics of the data in these areas and to verify and
optimize the approach further.

Due to the limitations of the study, the extra process of
feature selection and weight calculation implies that the cost
of modeling is higher in time compared to other algorithms.
Improvements to the operational efficiency and accuracy of
the entire prediction can be analyzed in future research.
Furthermore, for industries with high turnover rates, the
algorithm is based on unbalanced data and therefore may not
be suitable. Details on increasing the universality of the
algorithm are yet to be studied.
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Abstract—Social media sites like Twitter have emerged in
recent years as a major data source utilized in a variety of
disciplines, including economics, politics, and scientific study. To
extract pertinent data for decision-making and behavioral
analysis, one can use Twitter data. To extract event location
names and entities from colloquial Arabic texts using deep
learning techniques, this study proposed Named Entity
Recognition (NER) and Linking (NEL) models. Google Maps was
also used to obtain up-to-date details for each extracted site and
link them to the geographical coordination. Our method was able
to predict 40% and 48% of the locations of tweets at the regional
and city levels, respectively, while the F-measure was able to
reliably identify and detect 63% of the locations of tweets at a
single Point of Interest.

Keywords—NER; Named Entity Recognition; NEL; named
entity linking; event; location; deep learning; Arabic

I.  INTRODUCTION

In today’s world, information gathering plays an important
role in reducing the effects of urgent events, so business
managers or emergency agents always focus on gathering up-
to-date information to help them make better decisions. So, to
assure more precise dealing with situations, different resources
of information must be used such as the data posted on social
networking sites. The research introduces Twitter as an
additional information source, but there are some difficulties
and restrictions when using this Information such as data
reliability and quality, as tweets may be in different languages
and may contain hash tags, internet links, images, or even
videos. Also, the geospatial feature of the information is
important for disaster response. As for the techniques used to
gather information such as Keyword monitoring which is
subject and biased and more likely to contain false data. Many
models have been developed to extract location-named entities
from an informal text [1],[5], however, those models are
applied to English text only, And the Arabic language
recognition models are not linked to its geographical
coordinates and are low accuracy compared to English or
other languages that is because there are no functions or
converters available to convert the dataset to a format that a
model can use it for training. In this paper, we propose a
method to extract event location names from unstructured
Arabic text documents via NLP methods using the Deep
Learning technique [6], first by collecting text data from
Twitter and pre-processing it to fit inside the deep learning
model and utilizing an Arabic location named-recognition
model. In addition, each extracted location will be linked with

geographical coordination by using existing knowledge such
as Google Maps.

There are several ways to acquire Twitter data which can
be divided into two main groups: First way: Purchasing the
data from third-party or commercial data vendors [7], which
provides a user-friendly GUI and visual environment for better
use of the gathered data. Such an option is not recommended
for the academic context due to the expenses. Also, users
cannot modify the algorithms used for different operations
which is a major drawback. Second way: Direct data
collection through Twitter APl which provides a
straightforward way to query and retrieve publicly available
tweets.

There are three main types of APIs provided by Twitter
which are: REST API [6], Streaming API [9], and Ads API.
Both REST API and Streaming APl are very similar and
provide access to Twitter data, but the author chose to use
REST API as it is more useful for this case.

One of the most used REST endpoints is the search API
which returns a collection of relevant Tweets matching a
specific query. It should be noted that the REST API search
service is focused on relevance and not completeness, which
means that not all the tweets will be indexed. All interactions
with the Twitter API require authentication using the OAuth
protocol [10], which provides access to protected API services
and server-side resources on behalf of the API owner. For data
preparation [11], Twitter API returns tweets in JSON format
[12] which is a human-readable data interchange format.
Working with JSON tweets requires validation, data cleaning,
and data transformation procedures before sorting them in a
database. For data cleaning, it is mostly removing unwanted
information or redundancy in the raw tweet which can be a
group of several tasks that are: (Filtering based on the
language “Arabic”, Removing usernames, Removing URLs,
punctuations, multiple dots, and extra spaces, and Removing
words containing non-Arabic characters). Mostly, a tweet in
JSON format is composed of several objects which may be
more than 70 objects per tweet, some of them are single
objects and some are embedded within other objects. Not all
the objects will be used but selected objects during different
phases for developing and implementing the framework.

Analyzing the Arabic language is challenging due to its
complex linguistic structure, also the informal Arabic used in
tweets is noisy and poorly structured [13] as in the Arabic
region there are more than 25 dialects of Arabic. Text mining
is the technique of analyzing mass amounts of text to identify
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insights and outcomes of new information and it is purely
based on Artificial Intelligence (Al). This technique is widely
involved with NLP (Natural Language Processing) which is
considered an exciting field that enables computers to analyze
human language. Previous research proposed a supervised
algorithm that produces a weighted average of word
embedding [14]. The purpose of the research is to implement
text mining and NLP techniques to investigate NER for
Arabic tweets using ML (Machine Learning). Recently DL
(Deep Learning) has been strongly implemented in NER
systems. Named Entity Recognition (NER) is a sub-task of
Information Extraction (IE) that aims to look at and classify
named entities presented in unstructured tasks and identify
useful information such as person name, location, etc. Named
Entity Linking (NEL) is the task of assigning a unique identity
to the entity. Python supports NER through the library NLTK.
NER and NEL can automatically scan entire articles and
reveal organizations, locations, and people's names. Google
Map API is used for entity analysis as it provides services
related to map information.

We propose an approach that is like [15] in that it handles
two binary classification tasks. We evaluate our models to
classify Arabic tweets about event detectors and identify the
heights performance for the training model's accuracy.
Although their approach successfully detects the target
messages utilizing complex and skill-required machine
learning, the results might be further improved by adopting less
time-consuming and labor-intensive approaches using both
automated and human data labeling methods. The next part
provides a summary of the current methodologies and relevant
research on location inference of Twitter data after discussing
the methods currently used to identify Twitter events.

The objectives of this study are as follows:

o Collect Arabic text data from the Twitter platform
using Twitter API.

e Preprocess the collected data in such a way that it is
well visualized and can fit inside the deep learning
model using data mining, text mining, rescaling, and
reshaping techniques.

o Utilize the deep learning algorithms to build an Arabic
location named recognition model.

e Design a named entity link method that links the
extracted location entities with their geographical
coordinates.

e Optimize and retrain the developed models by using
several data mining, data preprocessing, scaling data,
and many other data cleaning techniques.

o Evaluate the developed models’ performance in terms
of classification matrix, f1 scores, precision, recall, and
accuracy.

e Evaluate performance in real-time to identify issues
and the accuracy of the model.

The contents of this paper are organized as follows. In
Section |1, we give a brief description of the existing related
works. In Section 111, we describe the proposed framework. In
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Section 1V, the Implementation details of the proposed
framework are discussed. In Section V, Result and Evaluation
of the proposed model is discussed. Finally, the conclusion is
shown in Section VI.

Il. RELATED WORK

A. Event Detection on Twitter

An event is often thought of as anything that takes place at
a certain time and location [16],[17]. A qualitatively
significant change in anything might also be referred to as an
event. In the context of this study, the word "event" can refer
to any condition in the real world that causes an increase in the
frequency and quantity of tweets that are likely to include
pertinent information about the circumstance [18]. A critical
first step in incorporating Twitter as an extra source of
information for any application is the identification of the
tweets that were generated in reaction to a real-world
occurrence. Event detection methods are often divided into
two categories: open events and events that are specific to a
certain domain (supervised or unsupervised). As a result, the
bulk of research done on Twitter event detection may be
grouped according to these criteria. According to the kind of
event, the method of detection, and the intended use, (Table I)
shows a taxonomy of research on Twitter event detection
based on event type and approach.

TABLE I. RESEARCH ON TWITTER EVENT DETECTION
Reference Event Type Approach Application
Hagras et al. Specific Supervised Natural ~ Disaster

(2017)[21] P P tweets detection
Ragini et al. . . Crisis  Mitigation
(2018) [22] Specific Supervised using Twitter
AL-Smadi et Open Unsupervised General Event
al.(2016)[19] P P Detection

Alabbas et - . High-risk  floods
al.(2017) [20] Specific Supervised Detect

Wang et al . General Event
(2015) [23] Open Unsupervised Detection

Alomari et al. Specific Unsupervised Traffic-related
(2020)[24] P P event detection
Toujani et al. Specific Unsupervised Natural ~ Disaster
(2108)[25] P P tweets detection

Fu et al. (2020) . General Event
[26] Open Unsupervised Detection

Rezaei et al. Open semi-Supervised General Event
(2022) [27] P P Detection

Hagras et al. (2017) [21] classified and evaluated tweets
related to the Japan Tsunami using the Latent Dircherilet
Allocation (LDA) topic analysis approach. Selected 196
tweets for the test set and 6700 tweets for the training set,
resulting in 76% accuracy with successful detection. However,
this approach may be improved by adding more datasets to
speed up processing in real-time and increase accuracy.
Emotion analysis and ML algorithms were used in a crisis
governance technique that [22] presented. They classified the
information depending on its requirements. After using a
Support Vector Machine (SVM) to assess the data acquired
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from Twitter via human attitudes, both positive and negative.
Although the suggested approach makes it easier for
emergency crews to identify disastrous situations and take
appropriate action immediately, it has some limitations when
using social network data for crisis mitigation, specifically the
ambiguity in obtaining crisis data from various sources and
the absence of the proper criterion. However, these issues may
be resolved by collecting data from several sources to properly
classify the data and improve precision.

AL-Smadi et al. (2016) [19] describe a knowledge-based
approach for fostering event extraction out of Arabic tweets.
They used an unsupervised rule-based technique for event
extraction. Results show that the approach has an accuracy of,
75.9% for event trigger extraction, 87.5% for event time
extraction, and 97.7% for event type identification.

Alabbas et al. (2017) [20] suggested a classification model
trained on 3700 Arabic tweets to identify high-risk floods.
Several machine learning algorithms were employed, which
include k-NN, J48, NNET, SVM, and C5.0. With the training
matrix containing the chosen terms and their related values,
the classification algorithms were trained. TF-IDF (Term
Frequency-Inverse Document Frequency) weights. The
outcomes demonstrated that SVM performed with better
accuracy.

Toujani et al. (2018) [25] suggested a novel method that
uses social networks as the primary source to identify event
information after a natural disaster. Then, based on the period
of risk, they group people into tiers. Reporters can benefit
from this clustering process by streamlining the way they
obtain information in urgent situations. Additionally, they
applied fuzzy theory techniques to these incidents to enhance
clustering performance and get rid of opacity in the data that
was gathered.

Alomari et al. (2020) [24] created a lexicon that makes it
easier to identify traffic occurrences in Saudi Arabia using
Twitter and the big data methodology. For Arabic and Saudi
dialect terms, they also applied sentiment analysis based on
the lexicon method. To improve the indexing and
categorization of nonspecific events [23] provide unsupervised
algorithms that create structured lexicon-based event
information. Additionally, other research has focused on early
event prediction using the Twitter data stream.

Fu et al. (2020) [26] perform an open-domain event text
generation task with an entity chain as its skeleton. To build
this dataset, a wiki-augmented generator framework
containing an encoder, a retriever, and a decoder is proposed.
The encoder encodes the entity chain into hidden
representations while the decoder decodes from these hidden
representations and generates related stories. The retriever is
responsible for collecting reliable information to enhance the
readability of the generated text.

Rezaei et al. (2022) [27] proposed a semi-supervised
framework for the detection of data events on Twitter. Then,
they used the Hierarchical Attention Network (HAN) method
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to categorize the data events. A virtual backbone was
employed so that the stream data could be divided into one or
more classes with various grades.

To extract location-named entities from informal texts like
those seen on social media sites, many models have been
developed [1],[2],[3].[4].[5]. While other languages have
gotten comparatively less attention, those models were created
to simply apply to the English text. When evaluated in the
informal Arabic language, most location-named entity
identification models or algorithms underperformed because
they were unable to identify the precise pattern of Arabic
keywords in the data. Additionally, the retrieved location's
geographic coordinates on those systems are not connected to
it. To the best of our knowledge, Arabic text recognition
models perform poorly when compared to those in English or
other languages. This is because any machine learning
algorithm requires mathematical parameters to train. Because
there are many programming functions for English tweets, we
can readily transform them into mathematical form; but, for
Arabic, there are no such converters or functions that can
quickly transform our dataset into a format that the model can
effectively train on.

The globe has been producing data on social media on the
terabyte scale, and this unused data might be the key to many
future research projects [8]. Obtaining data on behaviors
affected by shifting geographies is one promising study area,
allowing researchers to make focused, well-informed
judgments [1]. These unstructured Arabic text documents are
a significant source of such data, and we specifically want to
extract geographic information from them [2]. However, most
of this data is not provided in an obvious manner and must be
retrieved using different NLP techniques [3]. Machine
learning methods have traditionally been used to do this [4].
The technique of employing neural networks to learn a task is
known as deep learning. Deep learning significantly
outperforms all other conventional learning techniques and
aims to replicate how the human brain functions. In this area,
deep learning has not yet been applied. However, English
language research makes up most of these studies. Arabic is
one language that has not received enough attention. The few
Arabic works that have been created, have problems with
generalization. They were completed by concentrating on a
tiny, extremely conservative group, leaving a sizable portion
unaffected.

The location extraction and linkage from Arabic-language
tweets will benefit from the findings of this study. To the best
of our knowledge, there is no clear study that has tackled
location extraction and linking from Arabic tweets using deep
learning approaches, in addition to the scant amount of
research on location extraction from Arabic text.

I1l. FRAMEWORK

Framework design. which describes the framework’s
design proposed by the author to achieve the aim of this
research which is only limited to tweets in the Arabic
language.
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Fig. 1. Framework design.

1) First part: Data collection and Preparation which focus
on the collection of Twitter data, the pre-processing, and the
labeling of the data, which consists of two main components:

a) The data collection component establishes a
persistent connection with the Twitter API and collects public
tweets in real time.

b) The Data Preparation component focuses on the
cleaning and pre-processing of the collected tweets.

Data preparation includes a few steps:

e Text Processing: a crucial step as the language used by
Twitter is informal. Tweets contain noise that must be
removed which may be spelling shortcuts,
misspellings, new words, URLS, hashtags, tags,
emoticons, or HTML characters.

e Data Annotations: an integral part of the ML model
training process, because the NN learns from the
pattern that exists in the annotated data and uses such
patterns in new unseen data. So, we assign various
entity tags to the text data.

2) Second part: Location Detection using the NER model
which is created by the training set of data obtained in the first
part. The NER model analyses the properties of the human
Natural Language and the linguistic patterns of the incoming
tweet and figures out possible words/phrases that indicate the
location. Geocoding service is applied to convert the input
location names extracted by the NER to output coordinates and
a structured address of the location. The research uses the
outputs of the Geo-coding service to hierarchize the location
names.

3) Third part: Develop a Named Entity Linking method
where the tweet’s locations are specified and disambiguated.

The location of the non-geotagged tweets can be a challenge in
this context, so the Location inference component is designed
to predict the location of the tweet in the absence of geo-
tagging. The Location inference component uses NEL to
perform the task of mapping words of interest from the tweet
text to corresponding unique entities in a target knowledge
base such as Wikipedia. The location assigned by the location
inference component is the inferred location of a tweet.

4) Fourth part: Evaluation Phase in which the results and
accuracy level are evaluated using a set of metrics for the
assessment of the accuracy and performance of the system.
Performance metrics are such as [Recall, precision, and F-
measure] to determine the accuracy of the event-
relatedness. Also, to evaluate the performance of the location
inference component, Mean and Median distance errors are
calculated between the inferred and actual locations. The
timeliness of the processes done by the prototype is evaluated
using several Twitter datasets of different sizes.

IV. IMPLEMENTATION

The system implementation is shown in The
implementation architecture, delivers the functionalities of the
proposed framework which are:

1) Twitter data collection using Twitter REST API which
can cope with a large number of tweets and handle errors
automatically.

2) Data preparation which includes tasks of raw data
validation, reduction, annotating, and cleaning.

3) Identification of the event-related tweets and inferring
their location.

4) Presentation of the results in an appropriate data format.
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Fig. 2. The implementation architecture.

We followed the Ntair technique for implementing the
proposed framework, which is a classic technique for dividing
a complex development task into manageable parts (Layered
Architecture)[28]. The implementation architecture consists of
three layers: Data Layer, the Process Layer, and the Output
Layer. The prototype implementation is based on open-source
tools using R and Python which support rapid development
and fast prototyping [30]. Each section will be explained as
shown in Fig. 2, The Implementation Architecture.

A. Data Layer

The data layer performs the tasks of collecting, preparing,
and sorting Twitter data. A combination of R and Python
packages and libraries were used for the implementation of
this layer.

1) Data collection module: Using the Twitter API, Arabic
tweets of certain keywords related to different events were
collected. The Module performs the following procedure:

e Perform API authentication using Twitter OAuth
credentials.s.

e Establish and maintain a persistent connection with the
API.

o Infer the approximate location of the event-related
tweets from the potential sources of location
information embedded within the Twitter data.

Data retrieval on Twitter is done using the web scraping
method which aims to obtain information from a website and
turn it into a structure that is easy to understand, store and
analyze in a database. Data retrieval was done using RStudio
with R programming language with the help of the R package
“rtweet” which provides different functions to extract data
from Twitter REST APIs. The author extracted tweets with
Arabic keywords of different events such as (festivals,
accidents, tornados, etc.) and stored the tweet data in feather
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files which are used to exchange data between Python and R.
For the authentication process, The OAuth server generates
the OAuth credentials (Consumer Key, Consumer Secret,
Access Token and Token Secret) which the user must
manually paste into the code fields in the OAuth handler of
the rtweet library, as shown in the following The OAuth
credentials.

The API Listener writes the raw JSON tweets to a
temporary dataset which acts as a data buffer between the data
collection module and the data collection module. This data
buffer is nothing but a simple text-based JSON file. The
collected tweets should be structured in the form of an array
by the API Listener where each Twitter object is an element of
this array within this file.

Fig. 3. The OAuth credentials.

2) Data preparation module: This module which is
implemented in python comprises the following steps of
validating and cleaning the collected raw tweets:

¢ Reads the temporary dataset of the collected tweets.

e Handles the JSON validation for each tweet within the
dataset.

e Change the annotation file format to fit the SpaCy
requirements.

o Performs data cleaning and pre-processing.
o Writes the cleaned tweets to a structured JSON file.

The temporary dataset is loaded into the python
environment, then the module should read JSON tweets and
check them for JSON schema conformance. For pre-
processing the text as shown in Steps of pre-processing a
sample tweet, the first step is iterating over the tweets to
remove all numbers, English alphabets, and punctuations such
as commas (,), period (.), semi-colons (;), colons (:), question
marks (?), Arabic question marks, semicolons and so on, to
reduce the size of the feature set. Further, removing the hash
(#) and underscore (_) symbols from the hashtags. Also, the
author removed Arabic diacritic and vowel marks such as
Shaddah, which is a diacritic shaped like a small written
"w." After that, the text is divided into words (tokens). The
tokens are normalized to replace letters that have different
forms into the basic shape. Finally, the Stop Words are filtered
using the Arabic stop words list in the Natural Language
Toolkit (NLTK). The author modified the list to add the
missing word and normalize the words before using them.
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Furthermore, checking the result of the pre-processing phase
before starting the classification. If the remaining number of
tokens is equal to zero, the tweet is excluded from the
analysis. The following figure shows the steps of pre-
processing applied to a sample tweet:

Sample Tweet Filter Characters Tokenization m
OVI_oe S W M el Y ) ¥l N Nl M)
23§ p plali Lo i g A bl g A (el B il
g o Lajladal el g gt cpu o ()
3 da Al Bla 1] dag 5 A I dnalpl g A2
Bl 11l 4ayh @Ruh_Rd [lakea i s

@Ruh_Rd :

[aws (B danh

Fig. 4. Steps of pre-processing a sample tweet.

Once the dataset is cleaned, it is stored in a new JSON file
that will be later accessed by the Process Layer for conducting
the processes associated with the location extraction using
NER.

3) Data annotation: it is an important part of the ML
training process as the NN will be trained from the patterns that
exist in the annotated data and tries to identify such patterns for
unseen data. Data Annotation is carried out using Label Studio
which is an open-source data annotation tool whether locally or
on a server using a simple user interface. For NER, we would
need to assign various entity tags to the text data we have
which are used later by the NN to identify a generalized
pattern. The author identified three main entities (Point of
interest, City, Region) POIl, CTY, REG. Then using word
frequency analysis, evaluated each tweet against term classes
that are associated with practical locations related to certain
events to find the tweets are connected to which location. So,
the author considered random location-related tweets which are
manually annotated then by applying different entity tags to the
existing data to perform NER. The model analyses these
collections of tweets with their entity tags to find a generalized
pattern. Such a setup is simple for NER tagging, with only the
names of tags changed on the customization panel. File
imported in the Label Studio is of the supported formats (.csv,
Json, .tsv), and after the job is done exporting the annotated
data in a format of the same previous supported formats. The
time-consuming process of data annotations is made simpler
with Label Studio.

B. Process Layer

The core implementation layer deals with tasks of location
extraction of the collected tweets.

Model Training:

Data is split into two sets: training and testing sets. The
annotated tweets are used for the training set to train the
model. Then the model is used to identify the location entities
in the testing set. The NER Model development process is
carried out using the SpaCy library. The training data is
converted in a form of tuples containing text data and a
dictionary which is a format supported by SpaCy. The
following steps are carried out to train the model:
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1) Load the model or create an empty model using spaCy
blank with the ID of desired language (Arabic in this case).

2) Add the new entity label to the entity recognizer using
the add_label method.

3) Loop over the examples and call the Natural Language
Processor (NLP) which steps through the words of the input.
Predict each word. Then consult the annotations, to see
whether it was right. If it was wrong, it adjusts its weights so
that the correct action will score higher next time.

4) Save the trained model.

5) Test the model to make sure the new entity is
recognized correctly.

6) Explore the results of the evaluation.

Location Named Entity Linking

Using a Geo-coding service, it takes an input text such as
an address or the name of a place and returns a
latitude/longitude location on the Earth’s surface for that
place. The locations are decoded using geocoding APIs
offered by Google Places and OpenStreetMap. The geocoded
service results in a JSON-formatted list of geocoded addresses
representing possible matches, including longitude and
latitude coordinate and well-formatted address with all the
super regions included. If the extracted location is linked to
more than a location, The Linker will disambiguate the
locations by estimating the distance between the geospatial
location and candidate geospatial locations.

C. Output Layer

This layer uses the structured data of the processed tweets
to display the results by generating statistical results and
evaluation metrics. Results are output from two main
operations:

1) Displacement Computations where the displacement
between Twitter’s entity location points and the coordinates
that result from Google Geocoder API, to assess the Geocoding
accuracy.

2) Generating statistical results: the frequency distributions
of displacement values for SpaCy are computed. Then various
groupings of SpaCy entities are evaluated to find the entity
grouping giving the highest accuracy in predicting.

3) Evaluation metrics: Three metrics are commonly used
for NER and NEL tasks which are Precision, Recall, and F1.

V. RESULTS AND EVALUATION

A. Data Collection and Preparation

Twitter REST API was used to collect tweets with a
specific keyword, where the author conducted the experiment
using “accident” as the initial keyword.

Data collection continued up to weeks, during which
11134 unique tweets were collected and stored in different
feather files. Then the feather files were concatenated to
construct the initial dataset that is processed by the Data
preparation module. After the data preparation module, the
initial dataset was reduced to 9894 unique tweets after pre-
processing and further reduced to 1982 tweets after
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annotation. A reference dataset of 320 tweets can be defined
as a representation of the correctly classified sample tweets for
verifying the model is manually annotated by experts.

B. Evaluation of the NER Model

For measuring the performance, each output word was
compared to the truth file and assigned a value of True
Positive (TP), False Positive (FP), True Negative (TN), or
False Negative (FN). TP, FP, TN, and FN counts for all tweets
were added and Precision, recall, and F1 scores were
calculated per entity (POI, REG, and CTY as the core entity
sets for evaluation). The author only relied on F-score to
measure the optimal performance of the results as it combines
both precision and recall metrics. The F-measure was able to
correctly identify and detect 63% of the location of tweets in a
certain Point of interest while on the region and city level, the
system was only able to predict 40% and 48% of the location
of tweets, respectively, as described in Table II.

TABLE Il RESULTS OF THE NER MODEL
Entity Precision Recall F1
POI 7 54 63%
REG 60 30 40%
CTY 57 41 48%

C. Evaluation of the NEL Model

Second phase in the proposed framework is NEL, this
phase aims to extract the geolocation for the extracted entities.
Table 111 represent the evaluation of the NEL model, where:

1) The (Label) field represents the corresponding location
name label (POI, CTY, REG) assigned to each tweet.

2) (Entity), (lat pred) and (Ing pred) fields represent the
name and the geo-coordinates (latitude and longitude) of the
extracted location.

3) (lat act) and (Ing act) fields correspond to the geotagged
coordinates of the tweets that extracted manually (Ground
truth).

4) The (Distance_km) field represents the distance error
(the distance between the actual location and the inferred
location of a tweet) which is calculated using the Haversine
formula. This field is used as the evaluation metric to measure
the accuracy of the proposed solution results. As for the results,
in 191 out of 320 tweets with a percentage of (61.3%), the
inferred location was at a distance equal to or smaller than 10
km from their actual location. And in 88 tweets (27.5%) the
inferred location was located within 10 to 50 km of their actual
location. And among the remaining tweets, the locations of 10
tweets (3.1%) were located within 50 to 100 km. While 26
tweets (8.1%) have a distance error greater than 100 km. Fig. 5
below shows the accuracy of the inferred location based on
distance error.

TABLE Ill.  RESULTS OF THE NEL MODEL
Lat Lng . Lat Ing Distance
act act Iabel entity pred pred km
[POI, | Gk, 5,8l
1| 30.04 | 31.23 CTY] [l 30.04 | 31.23 0.17
JRERTIE
2 | 24.66 | 46.68 ['POI [ \ Gk 21.81 | 39.08 838.17
3 gn]
) T
3 | 2030 | 48.020 | ppor] | L9 €95 | 2933 | 4802 | 2.84
S
4| 30.01 | 31.58 | [POIT | [(wkws¥] 30.01 | 31.58 | 0.004
5| 30.01 | 31.58 | [POIT | [‘whws¥] 30.01 | 31.58 | 0.004
WO<DE<10KM  B10km < DE <50 km W50 km < DE <100 km  W>100 km

Fig. 5. The accuracy of the inferred location.

V1. CONCLUSION AND FUTURE WORK

The framework proposed can assist emergency/event
managers to locate necessary warnings and monitor situations.
Also, it can provide information on the type and scope of
damage that resulted from a certain event. Twitter data
collection and preparation is considered one of the foremost
contributions of the research. This study proposes a method to
process tweets to determine their degree of relatedness to
accident events and infer their approximate location. First of
all, getting to know the nature and structure of Twitter data
together with the identification of the optimum approaches to
its collection, storage, and preparation by the emergency
response context, by itself, is an essential knowledge area and
can be considered as one of the foremost contributions of this
research. However, this assertion, along with the possibility of
the adoption of the framework in other types of incidents such
as bushfires or terrorist attacks, is subject to further research.
Another point is that the framework only focused on Arabic
tweets. This could be seen as a major drawback in using the
framework on a global scale or in countries that speak a
language other than Arabic, especially languages that use non-
ASCII characters like in our case (e.g., Turkish and Chinese).
Therefore, exploring possible solutions to this issue could
form a future research topic. The next section outlines several
future research directions.
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For future research, the manual annotation process is time-
consuming and laborious, so an investigation into automation
methods is much recommended. Also, the research only
considered the textual part of the tweet excluding any images,
videos, or links that may likely provide valuable information,
so providing visualization of the tweet's content may be
suggested for future work. Also, semantic-based solution for
accurate assessment of emoticons, acronyms, or slang. As
mentioned earlier, extending the applicability of the proposed
framework to other commonly spoken languages can improve
the performance of the framework. For location accuracy,
integration of other sources of information such as remote
sensing data, sensor network data, and crowd-sourced
mapping repositories can improve the measurement and
minimize the error. For Geo-coding, using other sources for
location names and geographical databases other than Google
Map API such as GeoNames may enhance the applicability of
the proposed framework at larger geographic scales.
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Abstract—The laborious, and cost-inefficient biochemical
methods for identifying thermophilic proteins necessarily require
a rapid and accurate method for identifying thermophilic
proteins. Recently, machine learning has become a more effective
method for identifying specific classes of extremophiles. There is
still a need for a low-cost method for identifying thermophilic
proteins, despite the fact that studies employing machine
learning yielded superior results to conventional methods. Here,
we avoid the problem of manually crafted features, which
involves experts defining and extracting a set of features using
only protein sequences as input for various computational
methods. This study classifies thermophilic proteins and their
counterparts using only protein sequences in one-hot encoding
representation and the bidirectional long short-term memory
(BILSTM) model. The model achieved an accuracy of 92.34
percent, a specificity of 91 percent, and a sensitivity of 93.77
percent, which is superior to other models reported elsewhere
that rely on a number of manually crafted features. In addition,
the more trustworthy and objective data set and the independent
data set for evaluation make this model competitive with other,
more accurate models.

Keywords—Thermophilic; classification; one-hot encoding;
BiLSTM

l. INTRODUCTION

Extremophiles are microorganisms that have adapted to
inhabit ecological niches deemed "extreme" due to unfavorable
environmental conditions, such as excessively high or low
temperatures, extreme pH values, high salt concentrations, or
high pressure. Proteins isolated from extremophiles are
biomolecules that possess unusual properties. One exceptional
property enables proteins to function under extreme conditions.
Researchers use extremophilic proteins in industrial
applications since they can resist harsh conditions, which
presents new  opportunities  for  biocatalysts and
biotransformation [1]-[4]. Thermophiles, extremophiles that
thrive at temperatures between 41 and 122 degrees Celsius,
with optimal growth temperatures between 60 and 108 degrees
Celsius, are among the most studied.

Identifying  thermophilic  proteins' biochemical and
physicochemical properties is critical because this serves as the
foundation for designing and engineering proteins and
enzymes. However, the biochemical identification method for

*Corresponding Author.

thermophilic proteins is time-consuming, labor-intensive, and
costly. Therefore, a rapid and accurate method for identifying
thermophilic proteins is urgently required.

The increasing availability of data on extremophilic
proteins enables computational methods to predict protein
classification and identify the key characteristics that define
that class [5]. These computational methods provide a more
effective means of identifying specific classes of extremophiles
than biochemical methods that require wet lab experiments.
Many researchers have recently attempted to distinguish
thermophilic organisms from their counterparts using machine
learning [6]. In general, classifying thermophilic proteins using
an approach based on machine learning involves six steps:
dataset collection, data pre-processing, feature extraction,
feature or dimension reduction, classification, and evaluation.
Numerous techniques have been developed for researching and
identifying thermophilic proteins. Kumar et al. (2000)
identified and categorized thermophilic proteins based on
structural differences at room temperature [7], whereas
Gromiha et al. (2001) studied the properties of amino acids and
the effects of amino acid residues on protein heat resistance
[8]. These studies rely on expensive and ineffective biological
techniques from the past. In other studies, Zhou et al. (2008)
used an amino acid coupling model to identify thermophilic
proteins [9]. Zhang et al. (2006) utilized dipeptide composition
and amino acid composition to differentiate between
mesophilic and thermophilic proteins [10] and achieved an
accuracy of 86.6% for five-fold cross-validation. Using neural
network-based amino acid composition [11], Gromiha and
Suresh (2008) increased the computational complexity of five-
fold cross-validation by 89%. Using decision tree methods, Wu
et al. classified and identified thermophilic proteins with an
accuracy of over 80% [12]. The accuracy of the k-nearest
neighbor classifier used by Zuo et al. (2013) to classify
thermophilic proteins was 91.02 percent [13].

To classify thermophile proteins and their counterparts,
most previous studies have used hand-picked features
calculated as input features for various machine learning
models. During the feature extraction stage, various features
are extracted using various computational methods based on
amino acid sequence and transformed into numerical vectors.
Protein features have been used in previous studies [6], [11]-
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[19]. Even the most recent study [20], [21] still employs this
type of protein representation. However, their scalability is
limited because some of these input features are not always
available and are computationally expensive to generate. Wu
et al. (2009) predicted protein thermostability using protein
structure and sequence characteristics, and suggested that
although sequence and structural models had slightly higher
accuracy, sequence-only models can provide sufficient
accuracy for thermostability prediction [12]. Inspired by Wu's
claim, we use only protein sequence as input to avoid the
problem of obtaining handcrafted features, which requires
experts to define and extract a set of features using various
computational methods. This study improves accuracy by

Vol. 13, No. 12, 2022

using sequence-only, removing all complexity to calculate
derived features, and bidirectional long short-term memory
(BILSTM).

Il.  METHODS

The core structure of the present research consists of the
five processes listed below: (1) dataset collecting, (2) feature
extraction, (3) classification, and (4) performance evaluation.
The framework's flowchart is presented in Fig. 1. One-hot
representation is used to encode protein sequence. This
representation is input to three distinct classifiers: Multi-layer
Perceptron (MLP), Convolutional Neural Network (CNN), and
Bidirectional Long Short-Term Memory (BiLSTM).

MALADISGY [11,1 ,10,1 ,3 ,8 ,16,6,20] [[11,1 ,10,1 ,3 ,81 |

MYTS (11,20,17,16] _, [11,20,17,16,0 ,0]

MPGSIP (11,13,6 ,16, 8,13] [11,13,6 ,16,8 ,13] ‘

MEDLYL (11,4 ,3 ,10,20,10] (11,4 ,3 ,10,20,10]

Protein Numerical Padded/truncated ‘

Sequences representation e Sequence v
"'// (roe,o,0,9,9,0,9,090,0,0,1,0,0,0,0,0,0,0,0,0,07,
/ [1,9,0,0,0,0,0,0,0,0,090,09,0,0,0,0,0,0,0,0,01],
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Fig. 1. Flow chart of a framework for predicting thermophilic proteins
A. Datasets location of the 1 representing the amino acid residue in the

We utilized Ahmed et al. (2022) thermophilic and
mesophilic benchmark dataset [21]. The dataset originated
from the Universal Protein Resource (http://www.uniprot.org).
To provide reliable data, previous studies retained only
proteins that had been manually reviewed and excluded
proteins with ambiguous residues, sequences that were
fragments of other proteins, and proteins inferred from
prediction or homology. With the CD-HIT algorithm [22] and
a sequence identity threshold of 30%, redundancy and
homology bias have been eliminated. There were 1,443 non-
thermophilic proteins and 1,367 thermophilic proteins in the
final benchmark dataset. The training and testing datasets are
identical to those used in the study by Ahmed et al [21].

B. Feature Extraction

Here, instead of describing a protein with physical
attributes, we directly encode its amino acid sequence. This
approach of vectorizing categorical data is called one-hot
encoding. An L X n matrix encodes a protein sequence of
length L, where n is the number of amino acids. Each row of
the matrix consists of (n — 1) 0s and a single 1, with the

protein at that position.

Using the constructed code dictionary, a 1 letter code is
substituted for an integer value for each unaligned amino acid
sequence. If the code is not included in the dictionary, the
value is replaced by 0 and only the 20 most common amino
acids are considered. This phase will transform the 1 letter
code sequence data into numerical data. Next, post padding is
performed with a maximum sequence length of 1024, either
padding with O if the entire sequence length is less than 1024 or
truncating the sequence to a maximum length of 1024.

C. Classification

We examined several classifiers, including MLP, CNN, and
BIiLSTM, to find the best model for classifying thermophilic
proteins. MLP is a feed-forward neural network having input,
hidden, and output layers, which are responsible for receiving,
processing, and final prediction, respectively. The network is
trained using backpropagation with the supervised learning
technique. Each trained neuron's output is defined by equation
(1), where x; represents the firing neuron's input values, w;
their weights, f the activation function, and b the neuron's
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activation threshold [23], [24]. In the current study, the hidden
layer activation function was a rectified linear activation unit
(ReLU), while the outer layer activation function was sigmoid.
To train the model, input, hidden, and output layers with one
neuron, respectively, were wused. Table 1. shows the
hyperparameters in detail.

f(e) = fQiziwix; +b) (1)

CNN employs layers with convolving filters applied to
local features [25]. The use of convolutional neural networks is
the same as that of picture data. The sole difference is that 1D
convolutions are applied as opposed to 2D convolutions. The
convolution network is made of the following: (1) A ConvlD
with 128 units, with the relu activation function and a kernel
size of two to extract basic properties, (2) another ConvlD
with 128 units with relu activation function, kernel size of two,
and 12 regularizer, (3) a dropout layer that randomly drops
nodes during training, (4) a MaxPoolinglD layer that down-
samples the input by taking max over the steps that are
constrained to a pool_size in each stride to reduce the spatial
size of the representation, (5) another dropout layer, (6) a
Dense layer with 250 units for the fully connected layer, and
(7) an output layer with the sigmoid activation function
because this is a binary problem. Table 1. shows the
hyperparameters in detail.

LSTMs are excellent at maintaining long-term memory
dependencies. The LSTM architecture accomplishes this
through the use of input gate, the forget gate, and the output
gate [26]. The inputs of unidirectional LSTM, as we can see,
are from the past. Hence, it only retains past knowledge. On
the other hand, a bidirectional LSTM is able to preserve
contextual information from both the past and the future at any
time because it run the inputs in two directions, one from the
past to the future and one from the future to the past [27]. The
first layer of the model is the embedding layer which uses the
256-length vector, and the next layer is the bidirectional LSTM
layer which has 256 neurons. These will work as the memory
unit of the model, which has a vocab size of 21 representing 20
uniqgue amino acids and one padding character. L2
regularization is added to prevent model over-fitting. After
bidirectional LSTM, the dense layer is an output layer with
sigmoid function. The hyperparameter used in this study is
summarized in Table I.

D. Classification

In order to evaluate the overall model performance, the
following parameters were used

TP

Sn = TP+FN 2)
TN

Sp = TN+FP 3)

Acc = TP+TN @)
TP+FN+FP+TN

TP
Sn X (7p3Fp)

TP
Sn+(7prrp)

F1=2 x (5)

where Sn, Sp, Acc, F1 denote sensitivity (or recall),
specificity, accuracy, and F1-score. In this study we use the F1-
score to make sure that when the accuracy is high, it correctly
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predicts both classes. Thermophilic proteins classified as
thermophilic are designated as TP (true positive), non-
thermophilic proteins labeled as non-thermophilic are TN (true
negative), non-thermophilic proteins classed as thermophilic
are FP (false positive), and thermophilic proteins regarded as
non-thermophilic are FN (false negative).

IIl.  RESULTS AND DISCUSSION

In this study we solely used protein sequences to classify
thermophilic proteins. This chain of amino acids was
represented using one-hot encoding which is the input for the
classifier. Three machine learning techniques, MLP, CNN, and
BiLSTM were used to identify thermophilic and non-
thermophilic proteins. Hyperparameters tuning was performed
to find the optimal model. The best optimized hyperparameters
for each model are described in Table I. The result of each
model is shown in Table Il. The result of each classifier is
measured using the following performance metric; accuracy,
specificity, recall, and F1-score. The macro average values of
specificity, recall, and F1-score are presented in Table II.

TABLE I. BEST HYPERPARAMETER
Hyperparameter MLP CNN BiLSTM
Number of Layer 2 4 3
Number of Neuron 100-1 250-1 256-256-1
Number of Filter 128
Activation Function Relu Relu Relu
Optimizer Adam Adam Adam
Learning Rate 0.0001 0.001 0.001
Dropout 0.6-0.8
Regularizer 0.4 0.9 0.1
Early Stopping True True True
Batch Size 60 256 256
Epoch 250 250 500
TABLE II. PERFORMANCE RESULT
Model Sn (%) Sp (%) Acc (%) F1(%)
MLP 2.19 97.23 51.06 4.18
CNN 90.10 89.96 90.03 89.76
BiLSTM 93.77 91.00 92.34 92.25

% Note: Sn: sensitivity (or recall), Sp: specificity, Acc: accuracy, and F1: F1-score

A. Performance Comparison on Different Algorithms
We compared the performance of three machine learning

methods: MLP, CNN, and BiLSTM. The same features were
used to train and test these methods. Based on the result as
shown in Table 11, the highest accuracy, sensitivity, specificity,
and f-measure were achieved using BILSTM, at 92.34%,
93.77%, 91.00%, and 92.25% respectively. The MLP, on the
other hand, was only capable of achieving an accuracy of
51.06%.
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TABLE Ill.  PERFORMANCE OF CNN ON VARIOUS K-MERS
k-mers Sn (%) Sp (%) Acc (%) F1(%)
1 61.53 53.63 57.47 58.43
2 82.78 89.27 86.12 85.28
3 90.10 89.96 90.03 89.76
4 79.85 94.11 87.18 85.82
5 86.81 89.27 88.07 87.61

P Note: Sn: sensitivity (or recall), Sp: specificity, Acc: accuracy, and F1: F1-score

MLP can theoretically approximate any function to any
precision. Using the same dataset, MLP architecture in other
studies which used protein sequence and several other features
as the input could achieve accuracy of 99.26% [21]. However,
MLPs were not ideal for processing patterns with sequence.
Because we rely on the sequence of amino acids in this study,
MLP strives to remember patterns in sequential data to
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discover reliance on historical data, which is extremely useful
for prediction.

CNN learns to recognize spatial patterns. CNN worked
remarkably well, however, when applied to specific NLP
issues [28]. When applying CNN to sequential data, the result
of each convolution will be triggered when a unique pattern is
identified. By altering the size of the kernels and concatenating
their outputs, it is possible to identify patterns of numerous
sizes, such as 2, 3, or 5 adjacent amino acids (k-mers), which
are analogous to the term n-grams. Therefore, CNN can
distinguish this k-adjacent amino acid regardless of its position
in the sequence. The results of our experiments with various k-
mers are summarized in Table 111, which reveals that prediction
using three consecutive residues (amino acid 3-mers) provides
the highest performance with an accuracy of 90.03 percent, a
sensitivity of 90.10 percent, a specificity of 89.96 percent, and
an f-measure of 89.76 percent.

TABLE IV.  PERFORMANCE COMPARISON

Studies Features® Algorithms® Sn (%) Sp (%) Acc (%)
Liu[19] AAC SVM 98.88 1.0 99.44
Feng [15] AAC, reduced DC, physicochemical SVM 98.2 98.2 98.2
Ahmed[21] AAC, tPseAAC, aPseAAC, CKSAAP, DC, DDE, CTD MLP 96.34 96.16 96.26
Guo[29] é’?.:cc 'é%pB,DTEF;CCTDC’ CTDT, Criad, CRSARR. | sym 9622 | 9585 | 96.02
Wang[17] pseAAC, AAC, PC,CTD SVM 96.17 95.69 95.93
Sunny and Saleena(20 Fegons,conserve redicues, bried exposed regions | ¥ 958 | 9601 | 9571
Tang [31] 5-mers AA SVM 94.8 94.1 94.4
s 2 o, CTow, S PO SehA el g1 o9 |2
Fan et al.[14] AAC,pseAAC,pKA, PSSM-400 SVM 89.50 95.64 93.53
Nakariyakul [16] AAC, DC SVM 93.0 93.7 933
Wang [32] ?Qf(;i’ci:ripy GDC, entropy density, autocorrelation SVM 91.68 93.44 92.56
Zhang and Fang [33] AA Sequence SVM 92.8 92 924
BiLSTM (Our Model) AA sequence BiLSTM 93.77 91.00 92.34
Albayrak [34] RAAA, N-grams SVM 92.1 914 91.796
Zuo[13] AAC-based similarity distance KNN 88.37 92.24 91.02
Lin and Chen [35] AAC, GDC SVM 85.40 93.60 90.8
Gromiha and Suresh [11] AAC NN 83.30 92.00 89
Zhang and Fang [18] AAC, DC LogitBoost 87.34 90.77 88.94
Wu[12] secondary and tertiary structural features DT 73.1 88.5 83.6

© amino acid composition (AAC), traditional pseudo amino acid composition (tPseAAC), amphiphilic pseudo amino acid composition (aPseAAC), pseudo amino acid composition (PseAAC), the composition of k-spaced
amino acid pairs (CKSAAP), dipeptide composition (DC), dipeptide deviation from the expected mean (DDE), composition, transition, and distribution (CTD), CTD Composition (CTDC), CTD Transition (CTDT),
Cojoint Triad (Ctriad), Grouped Dipeptide Composition (GTPC), Grouped Tripeptide Composition (GDPC), Tripeptide Composition (TPC), Physicochemical Properties (PCP), g-gap Dipeptide Composition (GDC),
Position Specific Scoring Matrices (PSSM), Physic Chemical (PC), Isoelectric Point (pl), Amino Acids (AA), Acid Dissociation Constant (pKa),Reduced Amino Acid Alphabet (RAAA), composition- transition-
distribution -based features containing CTD (CTDC), distribution in CTD (CTDD), transition in CTD (CTDT), physi- cochemical property-based features containing amino acid index (AAl), evolutionary information-
based features containing position-specific scoring matrix composition (PSSM_COM), PSSM of log-odds score of each amino acid in each posi- tion (RPM_PSSM) and PSSM based on the matrix transformation

(S_FPSSM)

d Support Vector Machine (SVM), Multilayer Perceptron (MLP), Random Forest (RF), Bidirectional Long Short-Term Memory (BiLSTM), K-Nearest Neighbour (KNN), Neural Network (NN), Decision Tree (DT)
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Convolutions and pooling processes eliminate information
about the local order of amino acids, making it more difficult to
implement sequence tagging inside a pure CNN architecture.
Additionally, pooling minimizes output dimensionality while
maintaining the most essential information. Each filter
recognizes a unique characteristic. If this specific feature
appears somewhere in the sequence, applying the filter to that
region will result in a large value, while applying the filter to
other regions will result in a small value. By performing the
max operation, we retain information regarding whether or not
the feature existed in the sequence, but we lose information
regarding where the feature appeared. Although it operates
wonderfully, it is incapable of interpreting temporal data. In
natural language processing, the resemblance between proteins
and sentences explains why CNN performs worse than
BiLSTM, which can learn from both past and future data in the
sequence.

Among all models, the BiLSTM Model produces the best
results. Because it knows what amino acids follow and precede
an amino acid in the protein sequence, BILSTM effectively
increases the amount of information available to the network,
improving the context available to the algorithm. BiLSTM
mines the relationships between contexts in both directions,
resulting in a better recognition for classifying thermophilic
proteins.

B. Comparison to Other Models

Comparison with previously published methods is required
to establish the superiority of the new method. It is widely
known that the prediction results would be exaggerated if the
suggested technique was trained and evaluated using a
benchmark dataset containing a large proportion of
homologous sequences. If two protein sequences possess a
sequence similarity of greater than 40 percent, they are
considered homologous. When a model is trained and
evaluated on such a dataset, the vast majority of predictors
always attain high levels of accuracy. For instance, previous
studies [33] did not eliminate very identical or homologous
sequences with 40% sequence identity from their datasets.
Other studies only used a 40% cutoff eliminate the homologous
sequence [11]. This study's dataset, which uses a 30% cutoff, is
therefore judged to be more objective and dependable.

Numerous models have been developed to identify
thermophilic proteins [6], [11], [14]-[17], [19], [29], [31]. All
of the proposed models were developed using machine
learning techniques and assessed using cross-validation.
Nevertheless, our model was evaluated using independent data.

While state-of-the-art (SOTA) methods typically use
various features derived from amino acid sequences as input to
identify thermophilicity, the method(s) presented here use
encoded single protein sequences as one-hot encoding, which
serve as the only input feature for the prediction. One-hot
encodings are sparse, memory inefficient, and high-
dimensional by definition. In one-hot encoding, there is no
concept of similarity between sequence or structure pieces;
they are either identical or dissimilar. In Table IV we
summarize the comparison with other models. From the
comparison, we can see that using BIiLSTM we can still
achieve competitive results compared to other models which
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use various additional features as input, such as
physicochemical properties, amino acid composition, and
dipeptide compositions. This model even achieved better
accuracy compared to another model from Wu et al.[12] which
also consider protein structure in classifying the protein.

Although this study only uses the amino acid sequence
without any derived features and combines it with the
bidirectional sequential model, we can obtain a competitive
classification result. Some other studies that use various
handcrafted features provide higher performance. So, including
the semantics information in the protein representation might
increase the performance. In natural language processing, we
can extract features using the Language Model (LM), referred
to as embeddings. Instead of manually calculating each feature,
LMs offer a potential alternative to this increasingly time-
consuming database search as they extract features directly
from single protein sequences [36]. Using embedding that has
semantic information as input for classification can improve
classification performance [37]. Use of embedding to represent
proteins for classification as a downstream task can be an
exciting topic to explore in the future.

IV. CONCLUSIONS

This research demonstrates that models trained using
simply amino acid sequences perform comparably to and
frequently exceed models trained using multiple feature
representations. Comparing different machine learning
algorithms demonstrates that a sequential model with a
bidirectional mechanism is applicable to all protein attributes,
and that the position of amino acids in the protein sequence has
a significant predictive function. This research facilitates the
development of predictive models by bypassing many of the
challenges associated with generating the biological, chemical,
and physical attributes that describe protein sequences.
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Abstract—This paper compares the performance of Naive
Bayes and SVM classifiers classification based on sentiment
analysis of healthcare companies' stock comments in Bursa
Malaysia. Differing from other studies which focus on the
performance of the classifier models, this paper focuses on
identifying the hyperparameters of the classifier models that are
significant for sentiment analysis and the optimization potential
of the models. Grid Search technique is used for the
hyperparameters tuning process. The performance such as
precision, recall, f1-score, and accuracy of Naive Bayes and SVM
before and after hyperparameter tuning are compared. The
results show that the important hyperparameters for Naive
Bayes are alpha and fit_prior, while the important
hyperparameters for SVM are C, kernel, and gamma. After
performing hyperparameters tuning, SVM gave a better
performance with an accuracy of 85.65% than Naive Bayes with
an accuracy of 68.70%. It also proves that hyperparameter
tuning is able to improve the performance of both models, and
SVM has a better optimization potential than Naive Bayes.

Keywords—Machine learning; sentiment analysis; opinion
mining, Naive Bayes; SVM Classifier; grid search technique;
hyperparameter tuning

I.  INTRODUCTION

Sentiment analysis, often known as opinion mining, is a
natural language processing (NLP) technique that determines
the sentiment behind a body of text. This is a common method
for businesses to determine and categorize customer views
about a product, service, or idea. Data mining, machine
learning (ML), and artificial intelligence (Al) are involved in
analyzing the texts and finding out the sentiment.

There are too many ways to perform sentiment analysis by
using different machine learning algorithms such as Naive
Bayes, Support Vector Machine, K-Nearest Neighbour, and so
on. This has made it difficult for the researchers to determine
which classifier should be used as the performance of these
algorithms is usually dependent on the datasets used. Most
studies [7][9][3][6][4], concluded that the Naive Bayes and
SVM classifiers outperform all other algorithms in evaluating
the sentiment of the text. However, it seems that the
performance of Naive Bayes and SVM is very similar.
Depending on the datasets used, the performance of the
classifiers is affected. In [7] and [9], SVM has a better

performance than Naive Bayes. The dataset used in [7] is
Amazon product reviews, and in [9] is Twitter reviews.
However, in [3], Naive Bayes has a better performance than
SVM, and the dataset used in [3] is about e-sport education.
Most importantly, these researches only used default
hyperparameters for the classification models, and so far the
best performance of the classifier obtained is from [7], which
is the SVM with 84% of accuracy. The problem of current
research is that most of the papers use the default
hyperparameter for the sentiment classification. The results
might be good, but there should still be some potential for the
models to perform better.

Hence, the purpose of this paper is to compare the
performance of Naive Bayes and SVM classifiers based on
sentiment analysis of healthcare companies' stock comments,
justify which model is best suited for this case, and justify the
optimization potential of the models by hyperparameter tuning
using the Grid Search approach. The data is collected from the
I13investor website and preprocessed by using text
preprocessing techniques such as removing stopwords,
lemmatization, tokenization, and so on. After that, the
preprocessed data will be used to train the Naive Bayes and
SVM, and the results will be evaluated. Section 11 will include
some background studies of several similar works, Section 111
will be the methodology which includes the detailed steps of
conducting the research, and Section IV will be the evaluation
results of both classifications.

Il. BACKGROUND STUDY

Basically, this section of the paper includes the review of
several research papers with similar works to ours. According
to these research papers, data preprocessing like stopwords
removal, stemming, and tokenization are necessary steps
before performing the classification. First, the comparison
study of Naive Bayes with SVM is reviewed. It appears that
the performance of both models is dependent on the datasets
used. Second, comes the review of the Naive Bayes classifier
and it seems that Naive Bayes outperforms other classifiers.
After that, the study about SVM is reviewed, and it shows that
the performance of SVM is affected by the dataset used, and
using the Grid Search approach for SVM optimization, the
performance of SVM can be improved as well.

90 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

A. Comparison Study of Naive Bayes and SVM using
Different Datasets

Firstly, this section will review the comparative study of
Naive Bayes and SVM.

Sanjay Dey et al. [7] conducted a comparison study of two
machine learning algorithms for sentiment analysis of
Amazon product reviews. Naive Bayes and SVM were used in
this paper. The preprocessing steps such as tokenization,
removing stopwords, filling missing values, and feature
extraction are applied. The result shows that SVM has a
slightly better performance with 84 % accuracy than Naive
Bayes with 82.875 % accuracy.

Abdul Mohaimin Rahat et al. [9] worked on a research
paper to conduct sentiment analysis on the review from
Twitter. The dataset collected is preprocessed by stop word
removal, hashtag removal, POS tagging, and so on. Two
algorithms, which are Naive Bayes and SVM were applied to
classify the positive and negative sentiments. As a result,
SVM gets a better accuracy of 82.48 % than the Naive Bayes
with an accuracy of 76.56 %.

Rian Ardianto et al. [3] performed sentiment analysis
toward e-sport education. The data was collected from
Twitter. Naive Bayes and SVM are used in this research as a
comparative study. Synthetic Minority Over-Sampling
Technique (SMOTE) is used in the evaluation of the two
algorithms. As a result, Naive Bayes with SMOTE has a better
performance with an accuracy of 70.32 % as compared to
SVM with SMOTE with an accuracy of 66.92 %.

B. Study on Naive Bayes

Second, this section will review the research on the Naive
Bayes classifier.

The research done by Lopamudra Dey et al. [6] focuses on
the comparison of two supervised machine learning
approaches which are K-Nearest Neighbour and Naive Bayes
based on the sentiment analysis of movie reviews as well as
hotel reviews. The accuracy, precision, and recall of these
models are evaluated. In short, Naive Bayes has a better
performance for movie reviews with an accuracy of 82.43 %
than K-NN with an accuracy of 69.81 %, while having a
similar performance for hotel reviews with an accuracy of
55.09 % as compared to K-NN with an accuracy of 52.14 %.
The researchers concluded that Naive Bayes performs better
than K-NN in analyzing the movie reviews.

Achmad Bayhaqy et al. [4] focused on comparing three
different classification algorithms, which are Decision Tree,
K-NN, and Naive Bayes, by the sentiment analysis about the
tweets/reviews of E-commerce in Tokopedia and Bukalapak
on Twitter. Text preprocessing techniques are applied to the
data collected. The comparison of the three algorithms is done
with the assistance of Rapidminer. The results show that the
accuracy of the Decision Tree is 80%, K-NN is 78%, and
Naive Bayes is 77%. The results for precision for Decision
Tree is 79.96%, K-NN is 85.67 %, and Naive Bayes is 88.50
%. Although the accuracy of Naive Bayes is 77 % which is the
lowest among others, the researchers concluded the Naive
Bayes as the most suitable classifiers for use with their
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datasets as it has the highest precision of 88.50 % which
means it provided more accurate and precise predictions.

C. Study on Support Vector Machine

Lastly, this section will review the research on SVM
classification.

Munir Ahmad et al. [1] have chosen to use SVM for the
sentiment analysis with WEKA. There are two datasets
included which are the tweets about self-driving cars and
Apple products, and the data are pre-labeled with the
sentiments. In short, the accuracy for the self-driving cars
dataset is 59.91 %, and the accuracy for the Apple products
dataset is 71.2 %. The outcomes are not very good,
demonstrating the dependency of SVM performance on the
input dataset. The habits of most Twitter users to use short
forms or informal language might be the reason for the
difficulty for the SVM to learn successfully.

Besides, using the Grid Search approach for SVM
optimization, Munir Ahmad et al. [2] have achieved better
results. The precision of SVM is increased from around 70%
to 80%. With the Twitter data about the topics of Apple,
Google, Microsoft, and Twitter, the potential of SVM
optimization is highlighted in this paper.

I1l. METHODOLOGY

I3investor is a popular stock investment platform for
independent stock traders and investors. Every month, the
13investor [5] community creates over 50K comments and
posts. In order to be trained by the supervised learning
algorithms, the datasets collected from I3investor needed to be
preprocessed and labeled. After the preprocessing and
labeling, a portion of data is selected from the dataset and is
split into train-set and test-set. The words are vectorized by
using the TF-IDF vectorizer, and the dataset is used in running
both Naive Bayes and SVM classifiers. Moreover, the Grid
Search technique is used for hyperparameter tuning to
improve the accuracy of both classifiers. The experimental
results are then evaluated. Fig. 1 shows the workflow of the
methodology. The details of the process will be explained.

A. Data Pre-processing

Every comment may include some words that are neither
significant nor beneficial for sentiment analysis. Hence, text
preprocessing is a necessary step to obtain a clean dataset, and
have better outcomes. The preprocessing steps included:

1) Removing of URL: The URL in the comments which
basically links users to other websites is meaningless for
sentiment analysis and is removed.

2) Removing of Other Languages: The data collected will
include the comments from Malaysians which means there
will be several languages such as Chinese, Malay, and
English. Hence, the CLD3 package is used in this case to
detect and remove the Chinese and Malay comments, only
remain the English comments. Since the classifiers are not
trained to assess the sentiment of comments in multiple
different languages, the removal of other languages will then
have a significant influence on the classification process
outcomes.
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3) Removing of Punctuation: Punctuation has no value for
the sentiment analysis and is removed. It is also a step needed
for the ease of tokenization.

4) Removing of Stopwords: Stop words are function words
that have no sentiment yet are regularly used. If these terms
are not eliminated, they will have no effect on the analysis's
efficiency. These words are known as "noise." For example,
frequently used terms are "a," "of," "the," "I," "it," "you," and
"and."

5) Lemmatization: This stage condenses words into their
stem or root forms. For example, “evaluate” and “evaluation”,
the root of the word “evaluation” is “evaluate”, and having
both terms in the data increases the algorithm's effort to
interpret their sentiment. As a result, lemmatizing the token to
its root type is required to minimize the complexity of the
comment and reduce processing time, hence enhancing the
model's performance.

6) Lower casing text: All the text in the datasets is
changed to lower case to have a consistent format.

7) Tokenization: A method to divide the entire comment
into many individual words for convenience of analysis.

F — S —
Import Data | Data Preprocessing
—
) 4
S —
) ) Data Labeling
Spm::ﬁ;gtti't” el | g (Positive, Neutral,
B Negative Tag)
e e ———— e ———
v
— —
g Hyperparameter
TFEI I_::F Fts_.-ature #| Tuning using Grid
Hraction Search Technique
e ————
) 4
 S—
™ Applying Maive Bayes|
Results « and SVM Classifiers

S —

1

Fig. 1. Methodology workflow.

B. Data Labeling

It is impossible for a human being to manually label the
data as the datasets consist of a large number of comments.
Hence, the Opinion Lexicon created by Minging Hu and Bing
Liu [8] which contains positive and negative words is being
prepared. The preprocessed data is next reviewed to see if the
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words match those in the positive or negative Opinion
Lexicon. The number of positive and negative words for each
row of data will next be calculated. The score for each row of
data will be computed by subtracting the number of negative
words from the number of positive words. As a consequence,
data with scores more than 0 will be labeled as positive, data
with scores less than 0 will be labeled as negative, and data
with scores equal to 0 will be labeled as neutral.

C. Feature Extraction using TF-IDF

The term frequency-inverse document frequency (TF-IDF)
was used to extract the feature of the dataset. When retrieving
information, the TF-IDF technique weights the frequency of a
phrase (TF) and the inverse frequency of documents (IDF).
Each word or phrase is given a TF and IDF score. The TF and
IDF product results of a word, on the other hand, correspond
to the phrase's TF-IDF weight. As a result, the TF-IDF score
(weight) rises in tandem with the phrase's rarity and vice
versa. As a consequence, the TF of a term denotes its
frequency, whereas the IDF denotes its importance across the
corpus. If a term's content TFIDF weight is high, the content
will always show among the top search results, allowing
anybody to avoid stopwords while simultaneously finding
words with higher search traffic and lower competition.

D. Hyperparameters Tuning using Grid-Search Technique

Hyperparameters are variables whose values influence the
learning process and affect the model parameters that a
learning algorithm learns. Grid Search is a technique for
optimizing hyperparameters. It prepares the machine learning
algorithm for every potential combination of hyperparameters.
Cross-validation is used to guide the training process, ensuring
that the trained model can extract the majority of the patterns
from the dataset. The best set of hyperparameter values from
Grid Search is then used in the real model. In summary, the
optimal hyperparameters are assured, and the model's
accuracy can be enhanced.

IV. EXPERIMENTAL RESULT

The research is conducted using the Google Colab
environment. A portion of the preprocessed data which
consists of 20000 comments is used. There are 6219 positive
comments, 6196 negative comments, and 7585 neutral
comments.

Grid Search approach is used to find out the best
hyperparameters of the models. Both original and tuned
versions of Naive Bayes and SVM are trained and tested. The
precision, recall, f1-score, and accuracy of each model are
evaluated.

Table | shows the hyperparameters setting for Naive
Bayes. There are three parameters which are alpha, fit_prior,
and class_prior. Parameter alpha refers to the additive
smoothing parameter, parameter fit_prior control whether to
learn class prior probabilities or not, and parameter class_prior
refers to the prior probabilities of the classes. The default
hyperparameter for alpha is 1.0, and for fit_prior is ‘True.’
After performing the Grid Search, it appears that the best
hyperparameter for alpha is 1.4, for fit_prior is ‘False’, and the
parameter for class_prior is ‘remain unchanged.’
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TABLE I. HYPERPARAMETERS SETTING FOR NAIVE BAYES

Parameters alpha fit_prior class_prior
Default 1.0 True None
Best 1.4 False None

TABLE II. HYPERPARAMETERS SETTING FOR SVM

Parameters C kernel gamma
Default 1.0 rbf scale
Best 7.0 linear auto

Table 1l shows the hyperparameters setting for SVM.
Basically, SVM has a total of 15 hyperparameters. After
performing Grid Search, there are only 3 hyperparameters that
have changed which are C from a value of 1.0 to a value of
7.0, the kernel of ‘rbf* to kernel of ‘linear’, and gamma of
‘scale’ to gamma of ‘auto’ while the other 12 hyperparameters
showing default is the best option to choose. Parameter C
refers to the regularization parameter, parameter kernel
specified the kernel type to be used, and parameter gamma
refers to the coefficient of the kernel. With the other
hyperparameters for SVM remaining unchanged, this proves
that SVM s already a good model for performing sentiment
analysis without tuning the hyperparameter and can usually
obtain good performance as in papers [7], [9], [3], and [1].

Precision is a metric used to quantify how many correct
positive predictions have been made. It is derived by dividing
the number of accurately predicted positive cases by the total
number of positive examples predicted. The precision shows
the model's accuracy in classifying samples as positive.

Table 11 shows the comparison of precision for each
model before and after hyperparameters tuning. The precision
of Naive Bayes has increased from 71.63% to 83.22%, and the
precision of SVM has increased from 81.64% to 87.60%. In
short, SVM has higher precision than Naive Bayes before and
after tuning. Fig. 2 shows the bar chart of precision
comparison for Naive Bayes and SVM.

The proportion of valid positive predictions made out of
all feasible positive predictions is calculated as recall. The
recall metric evaluates the model's ability to detect positive
samples. The higher the recall, the more positive samples are
discovered.

Table 1V shows the comparison of recall for each model
before and after hyperparameters tuning. The recall of Naive
Bayes has decreased from 79.85% to 75.36%, and the recall of
SVM has increased from 86.56% to 88.47%. SVM has a
higher recall than Naive Bayes after tuning. Fig. 3 shows the
bar chart of recall comparison for Naive Bayes and SVM.
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Fig. 2. Bar chart of precision comparison for Naive Bayes and SVM.

TABLE IV. RECALL COMPARISON FOR NAIVE BAYES AND SVM
Model Without Tuning Tuned
Naive Bayes 79.85 75.36
SVM 86.56 88.47

TABLE Ill.  PRECISION COMPARISON FOR NAIVE BAYES AND SVM
Model Without Tuning Tuned
Naive Bayes 71.63 83.22
SVM 81.64 87.60

Recall Cemparison for each model

= Without Tuning
= Tuned

Recall

Maiye Bayes SVM
Madel

Fig. 3. Bar chart of recall comparison for Naive Bayes and SVM.

The fl-score is a method for combining precision and
recall into a single metric that combines both characteristics.
We might have good precision with poor recall or vice versa.
The f1-score allows you to convey both concerns with a single
score.

Table V shows the comparison of fl-score for each model
before and after hyperparameters tuning. The fl-score of
Naive Bayes has increased from 75.74% to 79.29%, and the
f1-score of SVM has increased from 83.90% to 88.04%. SVM
has a higher fl-score than Naive Bayes after tuning. Fig. 4
shows the bar chart of the fl-score comparison for Naive
Bayes and SVM.
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TABLE V. F1-scoRE COMPARISON FOR NAIVE BAYES AND SVM
Model Without Tuning Tuned
Naive Bayes 75.74 79.29
SVM 83.90 88.04

F1-Score Comparison for each model

= Without Tuning
s Tuned

Fl-5core

Naiye Bayes SuM
Model

Fig. 4. Bar chart of F1-score comparison for Naive Bayes and SVM.

A model's accuracy is a metric that assesses how well it
performs in all classes. This is advantageous when all of the
classes are equally important. The ratio between the number of
right predictions and the total number of predictions is used to
evaluate it.

TABLE VI.  ACCURACY COMPARISON FOR NAIVE BAYES AND SVM
Model Without Tuning Tuned
Naive Bayes 67.65 68.70
SVM 81.73 85.65

Accuracy Comparison for each model

= Without Tuning
s Tuned

Naiye Bayes Svm
Model

Fig. 5. Bar chart of accuracy comparison for Naive Bayes and SVM.

Table VI shows the comparison of accuracy for each
model before and after hyperparameters tuning. The accuracy
of Naive Bayes has increased from 67.65% to 68.70%, and the
accuracy of SVM has increased from 81.73% to 85.65%.
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SVM has higher accuracy than Naive Bayes after tuning. Fig.
5 shows the bar chart of accuracy comparison for Naive Bayes
and SVM.

In short, the hyperparameters of Naive Bayes that have a
significant effect on sentiment analysis are “alpha” and
“fit_prior”, while the hyperparameters of SVM that have a
significant effect on sentiment analysis are “C”, “kernel”, and
“gamma”. SVM has a better performance than Naive Bayes
before and after hyperparameters tuning. It appears that SVM
has a better potential for optimization with an increase in
accuracy of about 4% than the Naive Bayes with an increase
in accuracy of about 1%.

V. CONCLUSION

In conclusion, the research has done a comparative study
for Naive Bayes and SVM and found out that SVM has a
better performance than Naive Bayes based on sentiment
analysis of healthcare companies' stock comments. Grid
Search approach is used for hyperparameter tuning and is able
to identify the hyperparameters of both models that are
significant for sentiment analysis. The research is able to
prove that hyperparameters tuning can increase the model’s
accuracy, and SVM has a better potential for optimization as
compared to Naive Bayes. There are still many things to be
improved in the future such as adding more datasets, using
different classifiers, and using different hyperparameter tuning
techniques.
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Abstract—Nowadays, various technological advancements in
Intrusion Detection Systems (IDS) detects the malicious attacks
and reinstate network security in the cloud platform. Cloud
based IDS designed with hybrid elements combining Machine
Learning and Computational Intelligence algorithms have been
shown to perform better on parameters, such as Detection Rate,
Accuracy, and the False Positive Rate. Machine Learning
algorithms provide effective techniques for classification and
prediction of network attacks, by analyzing existing IDS datasets.
The main challenge is selection of appropriate data dimensions to
be used for detection of attacks, out of the high number of data
dimensions available. For the selected data dimensions,
Computational Intelligence  Algorithms provide effective
techniques for hyper-parameter tuning, by optimizing on
reiterative basis. The main challenge is selection of appropriate
algorithm which offers optimal performance results. In this
research, Hybrid Meta-heuristic approach, which combines a
Long Short Term Memory (LSTM) classification model in
dimension selection, with the application of Artificial Raindrop
Algorithm- Harmony Search Algorithm (ARA-HSA) for hyper-
parameter tuning, in order to achieve a high performance IDS in
cloud environment. The performance validation of the hybrid
LSTM-ARA-HSA algorithm has been carried out using a
benchmark IDS data set and the comparative results for this
algorithm along with other recent hybrid approaches has been
presented.

Keywords—Artificial raindrop algorithm; cloud computing;
harmony search algorithm; hybrid meta-heuristic algorithms;
hyper-parameter tuning; intrusion detection system; long short
term memory classification model

l. INTRODUCTION

The Cloud Computing (CC) platform, which is on-demand
network access for several pattern of computing asset, such as
servers, applications, networks, and services. Security is the
major difficulty for the organizations to accept the cloud
enabled solutions. Due to cloud infrastructure (open and fully
distributed), which makes it vulnerable to attacks and threats.
Thus, it creates incentives for intruders for initiating attack
focused devices to permit the data stored in cloud. The threats
are confidentiality, availability, and integrity of cloud
resources and services. To solve the security challenges, the
IDS should be integrated within the cloud environment [1].

Cloud Based IDS

| ! } }

VMM/
Hypervisor Based

Network Based Host Based Distributed

— Signature Based Neural Networks (NN)

Extreme Learning Machine

Intrusion
Detection +——»{ Anomaly Based
Techniques

Random Forest

I S S S S

Rule Based Classifier |

— Hybrid Optimization Algorithm (OA)

Fig. 1. Types of cloud based IDS

There are several kinds of attacks that could probably arise
in a network, such as User to Root (U2R), Remote to Local
(R2L), and the Denial of Service (DoS) attacks. In U2R
attacks, a local user who is the attacker gets unauthorized
access to the routing privilege and access control list [2]. In
R2L attacks, the attacker is not a local user but remotely
forwarded a set of packets to server or computer over the
network, to attempt unauthorized access [3]. In DoS attacks,
the attacker attempts to stops the standard service in the
network by over-whelming the network with high number of
request data packets [4].

Machine learning (ML) algorithms offer effective
techniques to improve a efficiency and effectiveness of IDS,
due to the capability to identify potential attacks through
sophisticated classification of network states described by data
dimensions, based on comparison with known network states
during previous network attacks [5]. Several ML techniques
[6], such as Extreme Learning Machine, Random Forest
Classifiers, Multi-layer Perceptron Network etc. have been
designed and their performance in detecting attacks evaluated
[7]. Fig. 1 provides an overview of types of IDS, based on the
different ML algorithms adopted.

95|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The main challenges in design of IDS are:

o Selection of appropriate number data dimensions to be
used for detection of attacks, out of the high number of
data dimensions available

e Hyer-parameter tuning for the selected data dimensions
e Improving performance in classification

The challenge of feature selection is sought to be
overcome by adoption of appropriate ML algorithms. The
challenge of hyper-parameter tuning is sought to be overcome
by adoption of appropriate Computational Intelligence
algorithms. The challenge of improved performance is sought
to be overcome by adoption of appropriate ML algorithms.
The proposed solution therefore, consists of a hybrid
approach, in which both ML and Computational Intelligence
algorithms incorporated in order to deliver improved
performance compared to existing approaches in the literature.

This paper presents a Hybrid Meta-heuristic approach
which uses ML techniques- ExtraTrees Feature Selection
Method and LSTM classification model- along with
Computational Intelligence Algorithms- Artificial Raindrop
Algorithm and Harmony Search Algorithm. For feature
selection, ExtraTrees (ET) method is used to choose a proper
set of data dimensions to be employed for classification [8][9]
and prediction [10] of network attacks, out of maximal
number of data dimensions available in the standard IDS data
set of known attacks from the past. Artificial Raindrop
Algorithm (ARA) and Harmony Search Algorithm (HSA) are
used for hyper-parameter tuning (i.e. optimizing the parameter
values to be used) for the data dimensions selected. Finally,
classification is achieved using the LSTM classification
model.

To estimate the resulting performance of IDS which uses
hybrid combination of LSTM-ARA-HSA approach, the paper
presents the results of simulations using the benchmark data
set.

In summary, the paper's contributions can be summarized
as follows.

e Use an ML technique- ExtraTrees Feature Selection
method for selecting optimal set of data dimensions for
classification and prediction of network attacks, out of
the high number of data dimensions available for
analysis.

o Perform min-max based data normalization to
achieve standardization of the different scales for
the available data dimensions.

o Use of ET Feature Selection method for the
optimum selection of data dimensions, to enhance
the efficiency of IDS.

e Adopt combination of ARA-HSA algorithms for
hyper-parameter optimization of the data dimensions
selected.

e Perform final classification LSTM

classification model.

using the
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e Design a Hybrid Meta-heuristic approach for IDS
using a combination of LSTM-ARA-HSA, as
described above.

e Test the performance of Hybrid Meta-heuristic LSTM-
ARA-HSA, using simulations on the benchmark IDS
data set.

The paper is organized as follows. Section 2 illustrates a
brief literature review of some of recent Hybrid Meta-heuristic
approaches used by IDS. Section 3 provides an overview of
LSTM-ARA-HSA methodologies. Section 4 discusses an
overview of the results of testing a performance valuation of
proposed hybrid approach. Section 5 lists the key findings and
conclusions of this paper.

Il. LITERATURE REVIEW

Review of recently developed IDS approaches for cloud
environments is described below.

Sethi et al. [11] presented a DRL enabled adoptive cloud
IDS model that implements fine-grained classification and
precise detection of complex and new attacks.

Ji et al. [12] introduced a network IDS by integrating
asymmetric convolution AE and RF. This method could
integrate the benefits of Shallow and Deep Learning.

Singh and Ranga [13] deliberated a robust network driven
IDS employing ensemble-based ML method with four
classifications, namely voting scheme, RUSBooted, bagged
tree, boosted tree, and subspace discriminant. The voting
method was integrated with architecture for obtaining the final
prediction.

Alkadi et al. [14] devised DBF method for offering
privacy with blockchain and security-based distributed IDS by
the smart contracts of 10T networks. IDS were utilized using
BiLSTM-DL technique for managing the consecutive network
data, which is computed by the datasets of BoT-loT and
UNSW-NB15.

Zhong et al. [15] presented a novel method using features
of model. The method would gather features in network layer
through tcpdump packet and a application layer through
system routine. GRU and Text-CNN approaches are selected
since they could process consecutive data as a language
system.

Samriya and Kumar [16] proposed a hybridization method
for IDS for improving entire security level of cloud computing
platforms. Additionally, this technique assists in handling
different kinds of security problems i.e., detection of fake
identity and data leakage Phishing attacks to retain the
security over cloud environment.

Abusitta et al. [17] presented an ML based IDS that
effectively uses the previous feedback information to improve
a capacity for proactive decision making. Especially,
presented method was depended by Denoising Autoencoder
(DA) that is employed as an element to create DNN method.
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11 PROPOSED MODEL

In this research, use of a hybrid meta-heuristic approach-
combining Machine Learning techniques, named ExtraTrees
Feature Selection method and LSTM classification model with
Computational Intelligence Algorithms named Atrtificial
Raindrop Algorithm and Harmony Search Algorithm- is
proposed for optimal classification and prediction of network
attacks in the cloud environment.

The overall model encompasses the following processes:

1) Pre-processing of all available data dimensions in the
data-set

2) Selection of appropriate data dimensions using
ExtraTrees feature selection method

3) Hyper-parameter optimization for the selected data
dimensions using Artificial Raindrop Algorithm and Harmony
Search Algorithm (ARA-HSA)

4) Final LSTM based classification by IDS into Attack/
Not an Attack, based on above processes

Fig. 2 illustrates the overall working process of LSTM-
ARA-HSA technique for IDS. The detailed working of each of
the above processes is elaborated in the succeeding sections.

Cloud Users

IDS Monitoring System
Alert
Mechanism

| Preprocessing
& i FS Method-ExtraTree
N

Intrusion Alarm Mechnaism

Fig. 2. Overall process of LSTM-ARA-HSA technique

A. Pre-Processing of All Available Data Dimensions

During this process, Min_max normalization was utilized
to standardize the different scales for all the available data
dimensions in the benchmark IDS data set. The normalization
process transforms the data points with reference to the data
range to which they belong, by implementing linear
transformation. The value of each data point in a dimension
was normalized to a standard range between zero and one,
utilizing Min_max normalization as per the following formula
[18]:

v—ming

t= ——— (tran_max, — tran_ming) + tran_min,
@

where t refers to the transformed value of data value v
from dimension d, min, refers to the existing minimum value
for the data range for dimension d, max, refers to the existing
maximum value for the data range for dimension d,
tran_ming, refers to the standardized minimum value (i.e.
zero) for the transformed data range for dimension d, and
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tran_max, refers to the standardized maximum value (i.e.
one) for the transformed data range for dimension d.

B. Selection of Appropriate Data Dimensions using
ExtraTrees Feature Selection Method

ExtraTrees (ET) is ML type technique that aggregates
several de-correlated decision trees together in “forest” to
output it’s classified results, presented by Geurts et al. [19].
ET is used during this process for the purpose of feature
selection, i.e. choosing a sub-set of proper dimensional data
from the full set of data dimensions.

Each Decision Tree (DT) in ExtraTrees Forest is created
from raw training sample, and every node, every tree is given
by random sample of the number of features to select from full
set- say “k” features from full features-set where every tree
must choose optimal feature to divide the data using defined
mathematical criteria. Thus, this random feature led to the
generation of several de-correlated decision trees. To fulfil
the feature selection using process through this forest
structure, the defined total minimizationin the defined
mathematical factors (such as the Gini coefficient) applied to
the decision of feature of split is calculated for every feature
throughout the forest construction [20].

The benefits of ET model are reduced variance of the DT
and computation effectiveness. For each of the available data
dimensions, the standardized reduction of the Gini coefficient
utilized for splitting the feature decision is estimated.
Afterward, the Gini coefficient is ranked in descending order,
and the first k features can be chosen. In this way, the number
of the sub-set of data dimensions- specified as k in number-
can be selected out of the full set of available data dimensions
in the benchmark IDS data set.

C. Hyper-Parameter Optimization for the Selected Data
Dimensions using Artificial Raindrop Algorithm and
Harmony Search Algorithm (ARA-HSA)

For the hyper-parameter optimization or tuning process, a
combination of the ARA-HSA algorithms is proposed to be
utilized.

The natural occurrence of rainfall served as the inspiration
for the ARA, which has been proven to be an effective tool for
resolving single-objective optimization issues [21]. The
fundamental premise is to model the altitude of the raindrop
from where it is initiated to a final state when has minimal
altitude and hence has its minimal energy state. The state of
minimal altitude is considered to be an optimal state or
solution. ARA begins with initiation of the primary population
of N raindrops as arbitrarily placed N vapors in the search
space, with all vapors having a vapor place determined as
follows:

Vapor; = (x, -+ ,x @, xP)i =12, ,N. (2

Where N refers to the population size, D refers to the
number of dimensions selected for hyper-parameter

optimization, and xl.(d) refers to the place of it* vapor from the
dt" dimension.
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Since raindrops are created by constantly absorbing
ambient water vapor naturally, the place of each raindrop is
determined as follows:

L3N 2 AN @ Ly L 0)
@)

N =14 ’N i=1"% 'N i=14

If the effect of external factors is not taken into account,
each raindrop falls from its initial altitude in the cloud, to the
ground with free-fall due to gravity. This can be modeled as
place of each Raindrop being modified to a new place,
represented as New_Raindrop. Assuming that Raindrop (@9 is
the place of a Raindrop from d;th dimension, where d;(i =
1,2,3,4)belongs to the set {1,2,--- ,D},New_Raindrop‘@ is

Raindrop = (

attained by linear combination of
Raindrop(?2), Raindrop@s) and Raindrop®@) | and
determined as follows:
[New_Raindrop(d) = Raindrop @) + ¢ - (Raindrop @) — Raindrap(d“)' ifd=dy;
New_Raindrop® = Raindrop D, otherwise.

4)

where ¢ refers the arbitrary number from the range -1 and
1,d=12,---,D. Once the New_ Raindrops contact the
ground, it is split to small raindrops due to speed as well as
quality. Afterward, these smaller raindrops (Small —
Raindrop;,i = 1,2,--- ,N) may move randomly to any
direction. For this reason, the place of Small_Raindrop; is
modeled as follows:

Smal lRaindropi =

NeWggingrop + sign(a — 0.5) - log(B) - (New_Raindrop —
Vapor,)(5)

wherekrefers to the arbitrarily selected index in the set
{1,2,--- ,N},a and B refer to two uniformly distributed
arbitrary numbers from the range zero to one, and the sign (-)
refers to the sign function [22].

During the act of gravity, the movement of
Small_Raindrop;(i = 1,2,--- ,N) is from higher altitude to
lower altitude, and they finally stop at places with minimal
altitude (i.e., an optimum solution). The Raindrops Pool (RP)
is modeled to track raindrops to the places of minimal altitude
as follows:

1) RP is initiated randomly to initial places in the search
space;

2) A better solution for the RP is rationalized at the end of
every iteration;

3) Once the RP size increases the threshold specified
initially, any less optimal solution is deleted from the RP, to
maintain the RP’s size stable and lower the computation
required.

The movement of raindrop d; for Small_Raindrop;(i =
1,2,---,N) is modeled as dependent upon linear group of 2
vectors d1;and d2;, where d;, d1; and d2; are explained as:

d1; = sign(F(RPy,) — F(Small_Raindrop;)) - (RP, —
Small_Raindrop) (6)

Vol. 13, No. 12, 2022

d2; = sign(F (RPy,) — F(Small_Raindrop;)) - (RPy, —
Small_Raindrop) (7

d; =1, -randl; -d1; + 1, - rand2; - d2; (8)

where RP,, and RPy, refer to two candidate solutions
from RP (kq, k, € {1,2,--- ,|RP|}), 7, and t, refer to two step
parameters of Small_Raindrop; flowing, rand1; and rand?2;
refer to two uniformly distributed arbitrary numbers from the
range zero to one, F indicates the Fitness Function. Thus the
outcome, New_Small_Raindrop;(i = 1,2, ,N) is
determined as:

New_Small_Raindrop; = Small_Raindrop; + d; (9)

For improving the computational efficiency and
convergence rate of ARA, the N optimum solutions in
New_Small_Raindrop U Vapor were chosen utilizing sort
technique, as the next vapor population. The flowchart of
ARA is described in Fig. 3 [22].

Yes

Fig. 3. Flowchart of ARA
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The performance of the ARA can be improved by updating
every raindrop by the use of the individual model and
Harmony Search Algorithm (HAS) based Harmony Search
Memory (HM) operator.

HSA attempts several feasible optimal solutions based on
use of the HM operator, similar to how multiple musicians
attempt to achieve harmony in music based on their collective
memory [23]. HSA has been simulated by employing rules of
harmony improvisation [24]. It involves the steps as described
below.

Step 1. Initializing of HS Memory (HM).

A primary HM has a particular number of arbitrarily
created solutions for the optimized solution. For a n
dimensional problem, the HM with size of N is modeled as:

1,1 1
X11X2y vy X

HM = x2,x2, .., x2 (10)

HMS

HMS HMS
X1 2

,xsMS - xH

where [xi,xi, .., xi] (i = 1,2,..,HMS) is a solution
candidate. Here, the HM was generally fixed between [50,
100].

Step 2. Improvising a solution [x;, x,, ..., x,,] in HM.

All the elements in the solution xj' are attained dependent
upon HM Considering Rate (HMCR). Here, the HMCR is
determined as the possibility of choosing a module in HM
member, and the 1-HMCR is, so, the possibility of creating it
arbitrarily. Once xj' appears into the HM, it can be selected in

jt" dimension of arbitrary HM members and is mutated based
on Pitching Adjust Rate (PAR) that defines the probabilities of
the candidate in HM is mutated. Moreover, the improvisation
of [x1, %, ..., x,,] is related to the generation of issues from
Genetic Algorithms (GA), and mutation as well as crossover
functions. But, while GA generates novel chromosomes
utilizing 1 (mutation) or 2 (simple crossover) pre-defined
ones, the generation of novel solutions from HSA utilizes
every HM member completely.

Step 3. Upgrading the HM. In this step, the Step 2 solution
is estimated. Once it creates an optimum fitness which is
worse than member from the HM, the existing member will be
replaced. Else, the new member is discarded.

Step 4. Repeating Step 2 to Step 3 until a current end
circumstance, i.e., a high number of iterations are met. The
HSA is an arbitrary search approach and only employs a
single search memory for evolving.

In order to optimize the hyper-parameter values for the
selected data dimensions, the combination of ARA-HSA is
used. The ARA-HSA combination computes a fitness function
to accomplish optimization of the hyper-parameters. The value
of the fitness function is a positive integer value, which
represents the effective outcome of the candidate solution. In
case of intrusion detection, the classifier error rate can be
treated as the fitness function, as provided in Eq. (11) below.
The optimal solutions hold minimum value of error rate and
the non-optimal solutions hold maximum value of error rate.

Vol. 13, No. 12, 2022

fitness(x;) = Classifier Error Rate(x;)

number of misclassified instances

«100 (11)

Total number of instances

D. LSTM based Classification

In this final process, the LSTM model can be utilized for
the purpose of detecting and classifying the intrusions in cloud
environment. LSTM is a kind of Recurring Neural Network
(RNN) i.e., used for processing consecutive data and, it
addressing a long-term memory problems of vanilla RNN.
The LSTM expands the structure of RNN by a gating method
and the standalone memory cell that normalizes the data flow
in all over the networks. Here, a gating method includes
output, input, and forget gates [25]. This gate controls the flow
of data over the network to enables which data needed to
continue or the period it would persevere afterward sensing it
from the memory. The LSTM network is able to discard the
insignificant data and preserves critical data. The memory cell
provides a recurrent self-connected unit termed Constant Error
Carousel (CEC), which offered a state vector to retain long-
term dependency. Fig. 4 depicts the infrastructure of LSTM.

ht
Ct-1 t Lo
ik I 4 ] -i h

Xt

Fig. 4. LSTM structure

Then, to differentiate self-contained cell memory from
state h, in LSTM and, it is represented as c;. The forget gate
f: obtains input x; and h,_, to define which data requires to
be preserved in c;_,. Activation function for gates i, o, and f;
are sigmoid layer whereas all the values are predicted among
zero and one in which c,_; provides the data preservation to
determine the scale. But the above mentioned procedure is
determined by Egs. (12) to (16):

iy = o(Wyixe + Wyiheq + Wei o ce—q + by) (12)

ft = O_(foxt + thht—l + ch °C¢_q + bf) (13)
0 = c(Wyoxe + Whohe—q + Weo © ¢ + by) (14)
Ce = froceq +ip 0o OWyexy + Wycheq + be) (15)

he =0 00(c,) (16)

NOW, Wxi'Whichiervahf: chVmeWha: VVcov VVXCJ and
W, indicates weight matrices for the gate and cell memory
state, whereas h;_, indicates a preceding hidden state, and c;
denotes a cell state. The bias of the gate is denoted by
b;, by, by , and b. whereas 0 indicates an element-wise
multiplication process. Likewise, o displays the logistic
sigmoid function and @ signifies tangent function.

o) =—5 7
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eX—e™%
eX+e™*

O(x) = (18)

V. EXPERIMENTAL VALIDATION

The experimental validation of the proposed hybrid meta-
heuristic approach LSTM-ARA-HSA technique was done by
two benchmark data sets; they are NSL-KDD and
KDDCup’99 datasets. The NSL-KDD dataset holds 41
features, in which 2 features are symbolic records and other 39
features are numeric record. The data set contains Basic
features: 1-9, Content features: 10-22, Traffic features: 23—
31, and Host features: 32—41. The results were analyzed along
different aspects. Comparative analysis of the proposed model
with other recent techniques is also described below.

A. Results Analysis on NSL-KDD Dataset
This section elaborates the intrusion detection results of

the proposed LSTM-ARA-HSA on the test NSL-KDD data
set.

Fig. 5 showcases the FS result of the proposed model on
the test NSL-KDD dataset. The figure displays the set of
features elected by the proposed model.
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Fig. 5. Selected features and its scores of NSL-KDD dataset
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Fig. 6. Confusion matrix of NSL-KDD dataset a) LSTM b) FS+LSTM c)
ARA+HS+FS+LSTM
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Fig. 6 illustrates the confusion matrix in the proposed
model with LSTM and FS+LSTM model. The figure indicates
that the LSTM model classified a total of 75613 instances into
Normal class and 63018 instances into Attack class. In
addition, the FS+LSTM model classified a set of 75881
instances into Normal class and 65528 instances into Attack
class. Lastly, the ARA+HS+FS+LSTM model classified a
total of 75948 instances into Normal class and 66403
instances into Attack class.

The intrusion detection results of the proposed
ARA+HS+FS+LSTM model on the NSL-KDD dataset are
offered in Table I. From the table, it is proved that the LSTM
model achieved an accu,, precy, reca;, Flscores AUCscore OF
96.170%, 97.900%, 93.790%, 95.800%, and 96.020%
respectively. The FS+LSTM model achieved slightly
enhanced outcomes with the accu,,, prec,,reca;, Flgore,
AUCq.pre OF 98.090%, 98.370%, 97.530%, 97.950%, and
98.060% respectively. Finally, the ARA+HS+FS+LSTM
model achieved highest performance with the accu,, ,
prec,,reca; , Floore » AUCsore Of 98.750%, 98.490%,
98.830%, 98.600%, and 98.750% respectively.

The ROC analysis of the ARA+HS+FS+LSTM model
with its earlier versions on the test NSL-KDD dataset is shown
in Fig. 7. From the figure, it is apparent that LSTM and
FS+LSTM models provided reasonable ROC values of 0.9682
and 0.9886. The ARA+HS+FS+LSTM model provided ROC
of 0.9875.

TABLE I. RESULT ANALYSIS OF ARA+HS+FS+LSTM TECHNIQUE ON
NSL KDD DATASET
Methods LSTM FS+LSTM ARA+HS+FS+LSTM
Accuracy 96.170 98.090 98.750
Precision 97.900 98.370 98.490
Recall 93.790 97.530 98.830
F1-Score 95.800 97.950 98.660
AUC Score 96.020 98.060 98.750

Receiver Operating Characteristic Curve Receiver Operating Characteristic Curve
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Fig. 7. ROC of NSL-KDD dataset a) LSTM b) FS+LSTM c)
ARA+HS+FS+LSTM
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A comprehensive comparative result analysis of the
ARA+HS+FS+LSTM method with other existing techniques
is made in Table 1l and Fig. 8 [26, 27]. The results indicated
that DNN and DT models achieved the least intrusion
detection performance. The PCA+DNN and RF models
achieved moderately better intrusion detection performance.
The XGBoost and Hybrid KPCA-SVM+GA techniques were
next in terms of achievement. The Hybrid GA-SVM+PSO
technique achieved near optimal outcomes. However, the
ARA+HS+FS+LSTM  technique achieved the highest
performance results compared to other techniques, with the
accuy,precy, , reca; , and Flg.,., of 98.75%, 98.49%,
98.83%< and 98.66%, respectively.

TABLE Il COMPARATIVE ANALYSIS OF ARA+HS+FS+LSTM

TECHNIQUE WITH EXISTING APPROACHES ON NSL-KDD DATASET
Methods Accuracy | Precision |Recall |F1-Score
ARA+HS+FS+LSTM 98.75 98.49 98.83 98.66
PCA+DNN 93.80 93.40 91.80 93.70
DNN Model 91.40 89.10 88.20 90.50
Random Forest 93.60 90.00 82.00 94.60
XGBoost 95.50 92.00 98.00 95.55
Decision Tree 92.89 90.20 85.00 94.50
Hybrid GA-SVM+PSO 96.38 94.90 97.77 96.11
Hybrid KPCA-SVM+GA 95.26 94.03 96.39 95.47
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Fig. 8. Comparative analysis of proposed method on NSL-KDD dataset

B. Results Analysis on KDDCup Dataset

This section elaborates the intrusion detection results of
the proposed LSTM-ARA-HSA on the test KDDCUP99 data
set.

Fig. 9 depicts the FS results of the proposed technique in
test KDDCUP99 dataset. The figure indicates the set of
features chosen by the presented method.

Vol. 13, No. 12, 2022

0.20 W Top 25 Selected Feature Scores

uuuuu

ﬂ-ag

Srv_rerror_rate
rate

rate

type

hot

ththth

wrong_fragment

src_bytes

count
dst_host_srv_diff_host_rate

logged_in
service

ort_rate

PR
LLLLL

srv_count
srv_diff_host_rate

dst_host_same_srv_rate
rer
promised

dst_host_count.
protoc

num_comy

dst_host_ser

dst_host_srv_rerror_rate

dst_host_srv_ser

dst_host_same_src

Features

Fig. 9. Selected features and its scores of KDDCup99 dataset

Confusion Matrix

Confusion Matrix

Actual Class
normal

Actual Class

attack

attack normal attack
Predicted Class Predicted Class

(@) (D)

normal

Confusion Matrix

Actual Class

normal attack
Predicted Class

(c)

Fig. 10. Confusion Matrix of KDDCup 99 dataset a) LSTM b) FS+LSTM c)
ARA+HS+FS+LSTM

Fig. 10 demonstrates the confusion matrix of the proposed
algorithm with LSTM and FS+LSTM method. The figure
showcased that the LSTM model has identified a total of
81289 instances into Normal class and 54397 instances into
Attack class. Also, the FS+LSTM model has categorized a set
of 83756 instances into normal class and 53804 instances into
Attack class. At last, the ARA+HS+FS+LSTM model has
classified a total of 85077 instances into Normal class and
54654 instances into attack class.

The intrusion detection outcomes of the proposed
ARA+HS+FS+LSTM approach on the KDDCUP99 dataset is
indicated in Table Ill. From the table, it is apparent that the
LSTM model achieved accu, , precy,reca; , Flsore
AUC,ore Of 93.200%, 89.260%, 94.190%, 91.660%, and
93.370% correspondingly. The FS+LSTM method achieved
slightly improved outcomes with accu, , prec,,reca; ,
Flgorer AUCgeore OF 94.490%, 92.960%, 93.160%, 93.060%,
and 94.260% correspondingly. Finally, the

101|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

ARA+HS+FS+LSTM  algorithm  achieved the highest
performance with accu,,, prec,, reca;, Flgcore, AUCscore OF
95.980%, 95.200%, 94.630%, 94.920%, and 95.750%,
respectively.

TABLE I1l.  RESULT ANALYSIS OF ARA+HS+FS+LSTM TECHNIQUE ON
KDDCuP99 DATASET
Methods LSTM FS+LSTM ARA+HS+FS+LSTM
Accuracy 93.200 94.490 95.980
Precision 89.260 92.960 95.200
Recall 94.190 93.160 94.630
F1-Score 91.660 93.060 94.920
AUC Score 93.370 94.260 95.750
Receiver Operating Characteristic Curve Receiver Operating Characteristic Curve
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Fig. 11. ROC of KDDCup 99 dataset a) LSTM b) FS+LSTM c)
ARA+HS+FS+LSTM

The ROC analysis of the ARA+HS+FS+LSTM technique
along with other techniques on the test KDDCUP99 dataset is
exhibited in Fig. 11.

From the figure, it is evident that the LSTM and
FS+LSTM methods achieved ROC values of 0.9337 and
0.9426. The ARA+HS+FS+LSTM technique achieved ROC
of 0.9575.

TABLE IV. COMPARATIVE ANALYSIS OF ARA+HS+FS+LSTM
TECHNIQUE WITH OTHER EXISTING METHODS ON KDDCUP99 DATASET

Methods Accuracy | Precision Recall F1-Score
ARA+HS+FS+LSTM | 95.98 95.20 94.63 94.92
PCA+DNN 89.80 88.40 89.80 88.20
DNN Model 90.90 89.60 90.90 89.40
Random Forest 93.66 92.46 93.12 94.14
XGBoost 94.06 92.94 93.53 94.50
Decision Tree 93.00 91.28 92.48 92.62
IARADR 94.59 92.90 94.05 94.24
ML-SHNS 93.91 92.68 9341 94.22
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A detailed comparative result analysis of the
ARA+HS+FS+LSTM method with other existing algorithms
is made in Table IV and Fig. 12 [28, 29].

The results indicated that DNN and DT techniques
achieved the least intrusion detection performance. The
PCA+DNN and RF approaches achieved moderately
improved intrusion detection performance. The XGBoost and
IARADR techniques were next in terms of achievement. The
ML-SHNS approach achieved near optimal outcomes. The
ARA+HS+FS+LSTM  technique achieved the highest
performance results with accu,, prec,, reca;, and F 1., of
98.98%, 95.20%, 94.63%, and 94.92% correspondingly.

After evaluating the performance results of the proposed
LSTM-ARA-HSA model along with other techniques and
approaches, it is apparent that this approach is a feasible
hybrid meta-heuristic approach that can be used by cloud-
based IDS.

V. CONCLUSION

This paper has proposed a hybrid meta-heuristic approach
combining ML techniques of ExtraTrees Feature Selection
method and LSTM classification model with the
Computational Intelligence Algorithms ARA-HAS, to develop
the performance of cloud-based Intrusion Detection Systems
and detect network attacks accurately and efficiently. These
hybrid methods encompasses different processes such as Pre-
processing of data dimensions, ET based feature selection,
ARA-HSA based hyperparameter tuning, and LSTM based
classification.

The adoption of ARA-HSA enables optimization of hyper-
parameters for the dimensions selected using the ET Feature
Selection method, in turn enabling more accurate LSTM
classification.

The experimental outcome shows that the proposed
LSTM-ARA-HSA has better performance than other
techniques in terms of accuracy and efficiency. Therefore, this
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hybrid approach can be utilized by IDS for detecting and
classifying the intrusions in the cloud environment. The
objective of the current paper is to only establish that the
proposed hybrid approach results in more accurate
classification of attacks and the scope is limited to
experimental validation using the two main datasets. As a part
of future scope of research, the detection efficiency of this
hybrid approach can be improved through appropriate design
of clustering and outlier detection techniques.
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Abstract—Social media users internalise information in a
multimodal context. Social media functions as a primary
information source for disaster situational awareness
encompassing texts, photographs, videos, and other multimodal
information widely used in emergency management. Applying
ensemble learning to social media sentiment analysis has
garnered much scholarly attention, albeit with limited research
on rescue and its sub-domain, which is characterised as a major
complexity. A multimodal information categorisation model
based on hierarchical feature extraction was proposed in this
study. The information of multiple modes is first mapped to a
unified text vector space in modelling the semantic content at the
sentence and multimodal information levels in the multimodal
information. Multiple deep learning (DL) models were
subsequently applied to model the semantic content at the
aforementioned levels. This study offers a BiLSTM-Attention-
CNN-XGBOOST ensemble neural network model to acquire
extensive multimodal information characteristics. Based on the
empirical outcomes, this method precisely extracted multimodal
information features with an accuracy exceeding 85% and 95%
for Chinese- and English-language datasets, respectively.

Keywords—Natural language processing; social media
sentiment analysis; multimodal information processing; ensemble
neural network; emergency management

. INTRODUCTION

Social media platforms involving Weibo, WeChat,
Facebook, Instagram, and Twitter have evolved into (1) key
real-time information acquisition channels in disaster
management and (2) information communication tools in
physical and virtual contexts following the advent of the
mobile Internet [1-3]. A vast amount of rescue and assistance
information is promptly shared on digital platforms. Users post
many real-time words, photographs, and videos about
casualties, facility damage, and emergency assistance on social
media [4]. In disaster management, efficiently identifying
complex multimodal information on social media and
emergency information has garnered much attention during
emergencies. Such multimodal information proves crucial in
managing emergencies [5]. Natural language processing (NLP)
and computer vision technologies based on machine learning
(ML) and DL significantly improved their performance and
effect in multimodal data-processing tasks owing to
breakthroughs in technologies (artificial intelligence and big

data), which primarily catalysed multimodal information
analysis in social media [6]. Research on social media
multimodal information analysis in the context of emergencies
is a relatively novel study topic that has garnered much
scholarly interest and developed a theoretical and
methodological system [7]. Current studies on social media
multimodal information in emergencies provide theoretical and
methodological support for social media multimodal
information analysis for emergency management [8].

Before the study model development, specific limitations in
using Twitter to monitor situational awareness in a disaster
event were identified in multimodalities and social media
network types. For example, Twitter users only represented
some residents, as not everyone uses Twitter. Generally, some
disadvantaged (low-income, low-education, and elderly)
groups without the devices or motivation to access social
media applications are less inclined to publish or receive
disaster-relevant information [9]. Current works only utilised
Facebook and Twitter data regarding the perception and
humanitarian challenges identified on Twitter. Current research
combining images and text to classify social media emergency
management information has focused on English datasets and
Twitter platforms [10], with less research on cross-social media
platforms and cross-language datasets. In addition, the
classification accuracy of current research needs to be
improved [11].

This study employed data from WeiBo, WeChat, Facebook,
and Twitter. The dataset includes English and Chinese. Recent
Studies highlight the need for a multimodal and complex
information-processing model that gathers, models, and
employs feedback information in the social media interaction
with users and continually iterates and optimises the
information [12]. Such an approach could passively or actively
detect errors, implement online learning and dynamic updating
mechanisms based on the faults, and construct a set of self-
learning frameworks to alleviate information processing issues
in emergency management.

The main contribution of this paper is to use the Bi-
LSTSM-Attention-CNN-XGBOOST ensemble neural network
model to resolve the intricate processing of multimodal
information in social media. The model uses recurrent neural
networks to improve the adaptive and migration capabilities of
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the model. Multimodal information obtained from different
platforms is first mapped to a unified text vector space to solve
the cross-platform cross-language problem. Various DL
models are used to model the semantic content at the sentence
and multimodal information levels. This model is divided into
six layers: (1) Embedding layer: maps words into low-
dimensional vectors; (2) BIiLSTM layer: generates deeper
semantic vector to represent each word with BiLSTM network;
(3) Attention layer: achieves the attention weight for all word;
(4) Pooling layer: engage k-max pooling to extract the top ‘k’
words, which are ranked in step 3; (5) CNN layer: input to the
CNN network in performing convolutional operations and
extracting features through first k-word vectors; (6) X
GBOOST layer: the feature vectors extracted by the final CNN
are classified by the X GBOOST integrated classifier.

This paper covers six sections. In Section Il related work is
presented. Section Il covers the method while Sections 1V and
V explain results and discussions, while Section VI concludes
the overall contributions and suggested directions for future
work

Il.  RELATED WORK

Given the advancements in mobile internet, social media
platforms (WeiBo, WeChat, and Twitter) have gained
prominence in real-time information acquisition channels for
disaster management and function as information
communication tools in physical and virtual worlds. Only 2%
of the extracted works directly encompassed the term
‘multimodal’ in the title or abstract. All the studies were
published in the past five years. Notably, social media data on
multiple modalities were analysed. A total of 216 articles
potentially incorporating the idea of multimodal fusion
accounted for 27% of all the documents. The most common
publications involved information analysis of text and image
modalities.

A study by [13] identified temporal changes in the social
media sites extensively utilised for disaster recovery, their
usage patterns by catastrophe type, and the geographic areas
other studies have emphasised. Empirical outcomes on social
media use in multiple disaster recovery aspects, such as (1)
financial support and donations, (2) solidarity and social
cohesion, (3) infrastructural services and post-disaster
reconstruction, (4) socioeconomic and physical well-being, (5)
information support, (6) mental health and emotional support,
and (7) business and economic activities were also highlighted.
Twitter users from Australia and beyond have aided bushfire
victims through positive messaging regarding contributions,
relief assistance, news updates, and animal welfare. Research
by [14] examined how Twitter was utilised to publicise blaze
recovery in Australia. Concerns about climate emergency and
the perceived lack of political action entailed the primary
sources of undesirable attitudes. In [15], researchers proposed
fine-tunned BERT for multimodal analysis. While in [16],
trustworthy summaries from crisis-related microblogs are
predicted.

Modern deep learning methods were recommended by [17]
to learn an integrated representation of social media data
involving text and picture modalities. Specifically, a
multimodal deep learning architecture with a modality-agnostic
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common representation was defined with convolutional neural
networks. The proposed multimodal architecture outperformed
the models developed using a single modality (text or image)
based on studies that employed data from actual disasters. The
model outperformed the image-only model by approximately
1% in all the informativeness task metrics and 2% in all
humanitarian task measurements. Concerns about people’s
situational awareness during the occurrence of a natural
disaster vary based on the stakeholder.

In regarding perception-, humanitarian-, and action-level
situational awareness into account, [10] structured a Twitter-
based analytic framework for damage estimation: the most
prevalent use of Twitter in disaster management. Social media
platforms could promptly ascertain damage to save people in
danger, determine evacuation routes, and plan countermeasures
for potential catastrophes. A study by [18] computed the extent
to which volunteering content from one crisis is transferrable to
another through language consistency analysis in volunteer-
and donation-related social media material across 78 crises.
Particular techniques were also provided to offer computational
assistance in this emergency support role and establish semi-
automated models in classifying social media information on
volunteering and donating in the wake of a new crisis.
Resultantly, the social media materials associated with
volunteering and donations were sufficiently comparable
between disasters and disaster types to justify transferring
models across the disasters. These models were subsequently
assessed with direct resampling procedures.

In comprehending the implications of social media to
influence the relief and recovery process, the thematic and
emotional nature of Twitter content discussing the 2019-2020
Australian bushfire disaster and its associated wildlife damage
was discussed [19]. Thus, the value of social media (and
Facebook in particular) has been demonstrated for knowledge
sharing, volunteer coordination, fundraising, peer motivation,
and accountability. Social media also makes it more
challenging to distribute aid and coordinate relief efforts based
on disinformation and duplication.

Following [20], past models' categorization of catastrophe
signals primarily depends on unimodal techniques. Although
specific approaches utilized multimodality to manage data,
their accuracy could not be ascertained. A multimodal fusion
strategy was developed to identify the relevant catastrophe
photos from social media networks and merged the image and
text information. The textual characteristics were subsequently
elicited from social media with a FastText framework after the
visual data were extracted through a deep learning technique.
In classifying pertinent catastrophe photographs, a novel data
fusion model combining linguistic and visual elements were
structured. Well-executed experiments on the Crisis MMD
dataset of actual disasters were also conducted.

An efficient DL algorithm was presented in [21] to
manipulate multimodal information sources (words and
photos) and disseminate helpful information during natural
disasters. The programme divided the tweets into seven crucial
and actionable groups, including reports of ‘hurt or dead
individuals’ and ‘infrastructure damage’. Based on research
incorporating a benchmark dataset, integrating text and picture
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data from multiple sources proved more successful than
employing data from a single source: one of the two in
extracting pivotal information in crisis circumstances. Using
visual and linguistic inputs, the recommended multimodal
architecture in [22] classified damage-related postings using
ResNet50 and BILSTM recurrent neural networks using
attention mechanisms. The MTLTS, the first end-to-end
method for gathering reliable summaries from a substantial
number of tweets on disasters, was introduced to supervise
methodology and improve the applicability of solutions to
unprecedented situations. This innovative approach involving
the extractive document summarization technique summarised
tweets on specified events. By concurrently learning the
structural properties of information cascades and response
stances, the credibility verifier is optimized with advanced
components to detect rumours.

Information processing is crucial for large-scale data
visualisation, which could be performed through data
harmonisation [23] and implies the exact representation as
multimodal data. Multimodal information-processing methods
are currently categorised into classical and DL methods.
Conventional methods primarily include support vector
machines (SVM), naive Bayes (NB), KNN, and LDA [24]
topic model algorithms. Deep learning methods have recently
undergone rapid development. For example, Mikolov et al.
[25] suggested the Word2vec model for word quantisation in
2013, substituting the simple one-hot vectorisation method and
resolving data sparsity issues. The CBOW and Skip-gram
models in Word2vec were identified to train word vectors.
Numerous optimisation methods were recommended for
training details to enhance the training speed significantly. An
attention mechanism method for deep learning in 2014 to
extract essential information [26]. The RNN network-attention
mechanism integration outperformed most single models
within the image domain.

The author in [27] applied the long short-term memory
(LSTM) network to the text classification field in the same
year, thus mitigating the lack of contextual information in
CNN. The training time is longer for long text datasets as
LSTM takes the whole text as input without extracting vital
information. A study by [28] suggested a recurrent
convolutional neural network structure (RCNN) that connected
BiLSTM and the maximum pooling layer. The BIiLSTM
network captured contextual information while the pooling
layer extracted vital features. Hence BiLSTM is fully utilised
with the integration of both structures. Extracting contextual
information that only retains the pooling layer in the CNN part
weakens the CNN's ability to extract features. Noda proposes a
model for the multimodal robot in [29] and [30] proposes
DeepCEP in 2019 with multimodal information streams and
complex, spatial, and temporal dependencies.

The DL method of complex multimodal information based
on the neural network has been widely acknowledged for its
ability to simulate the cognitive function of the human brain.
Regardless, this method (not a mathematical model based on
the workings of the human brain) only denotes a formal
mathematical description of the neuron structure and signal
transmission method. It is also deemed challenging to eliminate
the reliance on large-scale training samples. In 2020, Bejan
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described the MemoSys system submitted in Task 8 of
SemEval 2020 to classify Internet memes sentiments [31]. In
2021, Zahera and colleagues recommended I-AID, a
multimodal approach to automatically categorize tweets into
multi-label information types [15].

Reference [32] highlighted various multimodal learning
challenges and ways to train deep networks to learn features for
task management. Cross-modality feature learning was also
demonstrated, which allows for better features for a single
modality (video) when other modalities (audio and video) are
present when the features are being learned. The means to train
a classifier with audio-only data to be tested with video-only
data and evaluated on a specific task wusing shared
representations between modalities was also denoted. Research
by [33] proposed a model and neural network that
demonstrated how image-text modelling could mutually learn
word representations and image attributes. This methodology
provides sentence descriptions for images without templates,
structured prediction, or syntax trees in contrast to many other
existing techniques.

Essentially, [34] developed and assessed advanced neural
network techniques that incorporate input from several
modalities to investigate the impact of complex interactions
between textual, visual, and metadata on project success
prediction. The method requires data gathered from the pre-
posting profile to enable pre-posting prediction. Following
[35], a multi-label and multimodal framework using text,
audio, and visual input modalities was offered to categorise
unbalanced data and automatically create static and temporal
features using spatiotemporal deep neural networks. A
weighted multi-label classifier functioned to manage data using
non-uniform distributions.

A revolutionary deep dual recurrent encoder model in [36]
was proposed to comprehend speech data fully and
concurrently manipulate text data and audio signals. As spoken
and musical content constitutes emotional dialogue, this model
employed RNNs to encode audio and text sequences
information before integrating it to determine the emotion
class. Additionally, [37] proposed a deep multimodal attentive
fusion (DMAF), a model for image-text sentiment analysis, to
manipulate the discriminative features and internal connection
between visual and semantic content using a hybrid fusion
framework for sentiment analysis. The multimodal information
proves crucial in emergency management. In the ‘scenario-
response’ approach, social media provides additional data
sources for emergency management. The information content
in multiple modalities is interrelated, albeit with contextual
differences.

In a text containing events, the content, image, and video
details genuinely depict the scenes of the event. Such aspects
complement and confirm one another to reflect the
development status of real-world events. It is deemed pivotal to
abstract, generalize, and integrate the complex social media
multi-modal information from different levels and aspects and
summarize and extract more accurate and comprehensive
information than a single modality for users’ holistic and in-
depth understanding of real-time emergencies to reduce
emergency management ambiguities. Information extraction
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from social media is implied as a binary text classification
issue with the labels ‘relevant’” and ‘irrelevant’ [15].
Nevertheless, effective methods to connect relevant postings to
finer-grained classifications remain scarce. Such fine-grained
labelling proves useful for crisis responders who need
promptly provide catastrophe reactions and update vital
information. Mainly, categorizing tweets on disasters with
multiple labels facilitates the rapid identification of tweets with
helpful information. The model performed optimally when
breaking down disaster-related tweets into specific information

types.

In research of [12] proposes a multimodal deep-learning
framework to identify damage-related information. This
framework  combines  multiple  pre-trained  unimodal
convolutional neural networks that independently extract
features from raw text and images, followed by a final
classifier that labels posts based on both modalities, ultimately
achieving an accuracy of about 92.6% in the English dataset.
An approach to classifying thematic social media by
integrating visual and textual information through a fused CNN
architecture is proposed [38]. Specifically, two CNN
architectures are used, targeting visual and textual information
of social media posts, respectively. The outputs of the two
CNNs, i.e., the features extracted from the social media posts
representing visual and textual features, are further connected
to form a fused representation. Research in [5] proposed a
multimodal approach to identify disaster-related information
content from Twitter streams using text and images. The
method is based on long and short-term memory and VGG-16
networks, which significantly improve performance. In
addition, [39] investigated the extent to which integrating
multiple modalities is essential for classifying crisis content. In
particular, a multimodal learning pipeline was designed to fuse
textual and visual inputs, utilise both, and then classify that
content based on a specified task. The average F1 performance
in two critical tasks (relevance and humanitarian category
classification) was 88.31%. A Python-based data pipeline
application, SMDRM, for processing social media data points
was proposed in [7].

However, this current work mainly explores the
classification of English datasets, and more research needs to
be done on Chinese contingency management datasets in social
media. Notwithstanding, most multimodal information
processing algorithms in social media, which are almost global
and static, did not learn from failures and user input in real-
time. In research of [40] proposed a multimodal network
(MDMN)-based approach for rumour detection, including a
text feature extractor, a visual feature extractor, and a fusion
classification network, applying a multitask sharing layer, a
task-specific converter encoder, and a selection layer to
improve the diversity and stability of the text. Domain
adaptation involves training adaptive models to extract visual
representations. Adaptive models can encode task data better
than fine-tuned pre-trained models. Then, experiments with
two fusion strategies to fuse multimodal representations of
multimodal datasets collected from tweets and microblogs
show that the proposed MDMN can outperform the baseline
approach. The decision-level fusion strategy achieves more
than 92% Recall. In classifying emergency management
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information in social media, it is nearly impossible for existing
algorithms to imitate the intelligent behaviour of human
interaction and lifetime learning. It highlights the need for a
multimodal and complex information-processing model that
gathers, models, and employs feedback information in the
social media interaction with users and continually iterates and
optimises the information. Such an approach could passively or
actively detect errors, implement online learning and dynamic
updating mechanisms based on the faults, and construct a set of
self-learning frameworks to alleviate information processing
issues in emergency management.

All related literature shows that social media sentiment
analysis plays a vital role in the advanced technological world.
However, it is also found that the existing DL models
contribute a lot. However, no such model developed which
cross-platform, cross-lingual, multimodal and used multimodal
social media data with high accuracy.

I1l.  METHOD

This study proposed the Bi-LSTSM-Attention-CNN-
XGBOOST ensemble neural network model (see Fig. 1) to
address the complex processing of multimodal information in
social media. The model manipulated ensemble learning as
presented in Fig. 2. The information of multiple modes was
initially mapped to a unified text vector space. Various deep
learning models were used to model the semantic content at
sentence and multimodal information levels. The MPOD
textual data were used for model training and testing. As the
name implies multimodality, English- and Chinese-language
corpora from different social media platforms were selected for
the recommended model. This model is divided into six layers:

1) Embedding layer: the word embedding matrix is
regarded as the neural network model parameters and input for
the BiLSTM neural network model to encode a sentence.

2) BILSTM layer: BIiLSTM constitutes two independent
LSTMs that could summarise information from the forward
and backward directions of a sentence. Essentially, the
information stemming from both directions could be merged.
At each time ‘t’, the forward LSTM computed the hidden
vector ‘tht’ based on the past hidden vector ‘fht—1’ and the
input word embedding ‘xt’. The backward LSTM calculated
the hidden vector ‘bht’ based on the opposite (past) hidden
vector ‘bht—1° and the input word embedding ‘xt’.
Subsequently, the forward hidden vector ‘fht’ and backward
hidden vector ‘bht’ were merged into the final hidden vector of
the BILSTM model. In this model, the parameters of two
opposing directions proved independent albeit sharing the same
word embedding of a sentence to generate a deeper semantic
vector and represent each word with the BiLSTM network.

3) Attention layer: the self-attention mechanism functions
to extract the more important information by providing them
with a higher weight to elevate their significance. This layer
primarily aimed to achieve the attention weight for all words
and their ranking.

4) Pooling layer: this layer accepts the temporal sequence
output by the LSTM layer and performs temporal max-pooling
with sole reference to the non-masked portion of the sequence.

3
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The pooling layer converted the entire variable-length hidden
vector sequence into a single hidden vector for its output to be
fed into the dense layer. The aforementioned layer engages the
k-max pooling to extract the top k-words, which are ranked in
step 3.

5) CNN layer: CNN layers are added to the front end,
followed by the LSTM layers with a dense layer on the output.
This layer provides input to the CNN network to perform
convolutional operations and extract the key features with first
k-word vectors.

6) X GBOOST layer: the XGBoost method enhanced the
features extraction mechanism for DL models. This layer
generates the feature vectors that are extracted by the final
CNN and classified by the XGBOOST integrated classifier.

XGBoost layer

Embedding layer  BILSTM layer Attention layer K-miax layer

CNN layer

Fig. 1. The BiLSTM-attention-CNN-XGBOOST structure
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Fig. 2. The ensemble learning process [15]
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A. Embedding Layer

Word embedding implies the representation method of
word vectors in NLP. Although most conventional word vector
representation methods utilise one-hot encoding, this method
easily results in a high vector dimension. In the proposed study
model, the Skip-gram model in Word2vec was utilised in word
embedding to pre-train the words.

B. BIiLSTM Layer

The LSTM layer utilises BiLSTM for deeper semantic
vectors of words. This structure could combine the current
word context to prevent future words in RNN from becoming
more influential than their previous counterpart.

C. Attention Layer

Videos can be converted into text in the NLP domain. As
the basic unit of text implies words, current models are
primarily trained and operated on them. The attention
mechanism suggested in this study mainly computed the
attention of words in a given text. High levels of attention
received by the word denoted its pivotal role in the task.
Overall, extracting words with high attention could effectively
classify multimodal information.

D. K-max Pooling Layer

The pooling layer in the NLP domain is primarily used to
extract features and convert multimodal information of
different lengths into fixed-length vectors. A common pooling
operation denotes the max pooling operation, which retains one
of the features. Meanwhile, the multimodal information ‘t’
typically denotes several words or their integration to express
the meaning underlying the whole multimodal information.
This model adopted k-max pooling, retained the first k-word
vectors with larger attention scores, and obtained the combined
feature vector ‘y’ of the first ‘k> words. A larger weight implies
higher levels of attention. Based on the outcomes derived from
various experiments, the value of ‘k’ implied 8.

E. CNN Layer

This layer adopts the original Text CNN model for feature
extraction. The first (network) layer takes the first k-word
vectors retrieved by the k-max pooling layer as input. The
second (convolution) layer performs convolution on input word
vectors with several filters of varying sizes. The third (pooling)
layer performs the highest number of pooling operations to
create a novel feature vector.

F. XGBoost Layer

The BILSTM-Attention-CNN-XGBoost ensemble neural
network model proposed in this study implied the XGBoost
ensemble classifier. If the length of a sentence is ‘n’, word
embedding is performed through the pre-trained k-dimensional
word vector with each word represented as a k-dimensional
vector. Furthermore, the sentence could be converted into an
n*k -dimensional data matrix as input. The convolutional layer
employs 3*k, 4*k, and 5*k convolution kernels to extract
features, pool the extracted features, and fully connect the
features extracted by convolution kernels of varying sizes.
Lastly, the multimodal information multi-classification
processing is completed through the XGBoost classifier. In
assuming that a sentence constitutes six words with each word
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denoting a four-dimensional word vector, the sentence could be
characterised as a 6x4 data matrix as the convolution layer
input through 3x4, 4x 4. The 5x4 convolution kernel performs
feature extraction to obtain 4x1, 3x1, and 2x1 feature maps. A
three-dimensional feature map is derived from maximum
pooling while the XGBoost classifier is employed for
classification processing.

IV. EXPERIMENT AND RESULTS
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The experiment was conducted on ubuntul6.04 with
Intel(R) Xeon(R) E5-265 as the CPU, 2.4GHz as the
frequency, 32GB as the memory size, Python3.0 as the
experimental programming language, and Tensorflow1.12.0 as
the deep learning framework. The experimental dataset implied
the news public opinion corpora in Weibo, Wechat, Twitter,
and Facebook. As shown in Fig. 3, this self-collected dataset
containing 6,700 text samples, 342 Image samples and 67
sounds samples was referred to as the multilingual public
opinion dataset (MPOD). Notably, 70% of the samples were
arbitrarily selected as a training set while the remaining 30%
were chosen as a test set. The training set was manipulated to
train the proposed model and evaluate it with the test set.

In Table I, the overall comparison with existing models
implemented on the selected dataset are presented. The
performance of the proposed model is more efficient and
accurate then all with having 85 to 97%. The NB method
performance varies from 78 to 93. Whereas N-gram with TF-
IDF have 78-94, as well as charCNN have slightly incremental
up to 95. The wordCNN have 95.66% and LSTM have 95.78%
and last but not the least RCNN jumps to 96%.
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TABLE I. THE COMPARISON OF DIFFERENT METHODS IN MPOD
Chinese language set English language set
Method - -
WeiBo WeChat Twitter Facebook
NB model 84.12% 78.56% 93.21% 93.02%
Ngrams - TFIDF model | 84.78% 78.94% 93.55% | 94.67%
charCNN 85.23% 79.04% 93.67% 95.05%
wordCNN 84.97% 79.89% 94.87% 95.66%
LSTM model 85.05% 80.98% 95.67% 95.78%
RCNN 85.24% 81.45% 95.98% 96.02%
The proposed method | 87.64% 85.65% 98.34% | 97.62%
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As shown in Fig. 4, the BILSTM-Attention-CNN-
XGBOOST model proposed in this paper shows better
accuracy than NB MODEL, Ngrams-TFIDF model, charCNN,
wordCNN, LSTM model, RCNN model, regardless of Chinese
or English data, whether from WeiBo, Twitter, Wechat or
Facebook. The highest accuracy rate of Chinese language
dataset is from WeiBo, reaching 87.64%, and the highest
accuracy rate of English language dataset is from Twitter,
reaching 98.34%.It can be clearly seen that the accuracy rate in
the English data set is significantly higher than that in the
Chinese data set by about 10%.In the English data set, Twitter
performed better than Facebook, and in the Chinese data set,
Weibo performed better than Wechat. Facebook and WeChat
are biased towards acquaintance connections, while Twitter
and Weibo are biased toward media connections.

V. DIsCusSION

Six multimodal information classification methods were
selected in this study to verify and discuss the model
superiority. The conventional multimodal information
classification method employed the NB and Ngrams-TFIDF
models, while the deep learning method utilised the charCNN,
wordCNN, LSTM, and RCNN models. Research by [32-37]
similarly highlighted the multimodal model utilised in various
textual, image and video datasets for different domains.
Likewise, [15, 17, 20-22] employed multimodality to develop
DL-based models in facilitating disaster management and
recovery. Table 1 depicts the comparison of different
classification algorithms and their effects on each model.

This study emphasised three multimodal information
categories: (1) natural language, which can be both written and
spoken; (2) visual signals that are typically represented by
images or videos; (3) sounds that encode auditory and
paralinguistic information, such as prosody and vocal
expression signal. Following the data analysis in Table I, the
classification effect of the study model on the same dataset is
better for multimodal information. The two conventional
methods, NB and Ngrams-TFIDF, depend on statistics,
whereas charCNN, wordCNN, LSTM, and RCNN are classic
neural network deep learning algorithms. Owing to the multi-
layered nature of deep neural networks, a multimodal
representation was constructed with several separate neural
layers for each modality, followed by a hidden layer that
projected the modalities into the joint space to employ neural
networks.

The joint multimodal representation was conveyed through
multiple hidden layers or directly used for prediction. In this
study, the ensemble learning method served to extract the
feature vector or latent semantic information of the multimodal
counterpart by (1) studying the language cognitive mechanism
of the brain and (2) analysing the relationship between
cognitive mechanism and multimodal information computing
methods. The four algorithms Bi-LSTM, attention mechanism,
CNN, and XGBoost were integrated to extensively derive the
advantages underlying each algorithm. For example, |-max
pooling could reduce the number of model parameters that
facilitates the mitigation of model overfitting issues. The
attention mechanism could employ the human visual
mechanism for intuitive interpretation, neural network

Vol. 13, No. 12, 2022

interpretability, an in-depth understanding of the inner neural
network mechanisms, and connect the neural network model
structured based on the workings of the human brain. The
weight-sharing network structure of CNN implies its
mechanism.

The CNN resembles the biological neural network, thus
reducing the complexity of the network model and number of
weights. For example, XGBoost provides the model with a
larger learning space and utilises feedback information for
continuous model optimisation. As a result, the model
classification accuracy in this study was 2% to 3% higher than
that of the general method. This elevation resulted from using
the k-max approach in the pooling layer in this study as the ‘k’
value substantially affected the experiment. Thus, several tests
proved necessary to determine the most appropriate parameters
and increase the experimental effect at the parameter
adjustment stage of test training.

VI. CONCLUSION AND FUTURE WORK

This study proposed a multimodal information
classification method based on the hybrid BiLSTM-Attention-
CNN-XGBoost neural network to classify multimodal
information and maximise the benefits derived from each
network model. Based on the experimental outcome, the
classification accuracy was considerably improved upon
adding the attention mechanism despite consuming much time
as the experiment was performed on a single machine. The
current study model would be tested on a distributed platform
in the future to shorten the classification time. Based on the
self-collected dataset called MPOD, the aforementioned hybrid
neural network outperformed other models, such as CNN and
Bi-LSTM, RCNN and Highways, LDA and SVM, attention
mechanism, and GRU network. Further research would
emphasise the multiple model fusion impacts on the
experimental results with multimodal data.
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Abstract—The current intelligent service platform for human-
computer interaction products and services on the user
experience is not comprehensive enough, resulting in user
satisfaction cannot reach the ideal level. Therefore, a new
human-computer interface of intelligent service system based on
user experience is designed. Build a user experience based
intelligent service system hardware platform, the introduction of
the full name of hypertext markup language, so that more
personalized design to be met. Design user experience PC
terminal and Bluetooth/RS-485 gateway module to achieve two-
way signal conversion between Bluetooth and RS-485. Based on
ARM processor, the speech recognition of human-computer
interaction is completed, the features of collected data are
extracted, and the hand gesture recognition is completed. In
order to optimize the human-computer interaction effect, Kinect
is used to track and identify moving objects, and the 3D
interactive image is simulated by fused texture. Experimental
results show that the proposed method has a higher probability
of receiving data, and the recognition rate of gesture features and
recognition accuracy can reach more than 90%.

Keywords—User experience; intelligent service system; human-
computer interaction; interface design; ARM processor; gateway
module

. INTRODUCTION

With the rapid improvement of computer’s storage
capacity and processing speed, the performance of service
robot is getting better and better. More and more service
robots are applied to all walks of life [1]. In order to make the
service robot enter into people’s daily life from the laboratory,
some key technologies must be broken through, such as path
planning, environment representation, control system, human-
computer interaction, mechanism design and so on. As an
interactive channel between user and robot, the human-
computer interaction of intelligent service system is a crucial
technology [2]. The human-computer interaction system of a
friendly and natural intelligent service system is the key to the
success of service robot. The purpose of the human-computer
interaction design of intelligent service systems is to make the
communication between humans and robots more convenient,
more reliable and more in line with human interaction habits,
as well as to reduce users’ psychological and physical burdens

[3].

The most important thing in the human-computer
interaction of intelligent service system is how to make the

*Corresponding Author

user complete the task best, rather than how to design the best
human-computer interaction of intelligent service system. In
applications, the current research direction is no longer the
pursuit of function, but “user-centric” design [4-5]. In modern
software development, the research and development of
human-computer interface of intelligent service system is of
great importance. It connects people with computer
technology and realizes humanization of computer
technology. The human-machine interface of intelligent
service system is the most closely related part of application
system, so the workload of this part accounts for a large
proportion of the whole development work [6-8].

Three core technical modules of intelligent robot:
interaction+perception+operation control. Among them, the
full name of interaction is human-computer interaction and
recognition module. The functions of this module mainly
include speech synthesis, speech recognition, image
acquisition, image recognition, etc. The technologies related to
speech recognition include speech recognition, natural
language understanding, natural language generation, speech
synthesis and dialogue engine. Image recognition technology
includes image processing, analysis, understanding and other
different types of technology. But at present, people pay more
and more attention to the cross-platform of programs, that is,
programs with the same function can run on different system
platforms, and keep the same function and interface style, thus
enhancing the portability and flexibility of programs. It should
be noted that the current intelligent service robot cannot
achieve this goal, and the existing technology does not support
the robot to be truly customer-centric and truly intelligent and
humanized. The innovation of the research is to realize voice
recognition and gesture recognition with (Advanced RISC
Machines) ARM processor, and realize tracking and
recognition of moving images with Kinect technology, thus
truly realizing human-computer interaction centered on user
experience.

The organizational structure of the paper is as follows. The
second part analyzes the current situation of human-computer
interaction design of intelligent service robots at home and
abroad. The third part designs the human interaction interface
of the intelligent service robot with user experience as the
center. In the fourth part, the feasibility and reliability of the
proposed method are verified by using the comparative design
method. The fifth part analyzes the research results and gives
a conclusion.
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Il. RELATED WORK

Robots are high-end emerging technologies that integrate
machinery, information, images, materials and other
disciplines. Among them, intelligent service robots supported
by machine learning, deep learning, artificial intelligence and
other technologies have been gradually applied to cleaning,
rehabilitation, medical, home services and other fields.

The author in [6] pointed out that the home service robot is
a special robot serving human beings, which can replace
people to complete home service work, mainly engaged in
anti-theft monitoring, security inspection, cleaning, cargo
handling, home appliance control, home entertainment,
pathological monitoring, children education, alarm clock
timing, home statistics, etc. According to the degree of
intelligence and the purpose of use, home service robots can
be divided into primary small home robots, children's early
education robots and human-computer interactive home
service robots. The author in [7] pointed out that service
robots not only have the characteristics of strong mobility and
flexibility, but also can provide a solid hardware foundation
for their application in the service industry. They also have the
characteristics of convenient mechanical structure, strong
human-computer interaction, etc. People can obtain a good
user experience in the process of using service robots. The
author in [8] proposed a combination of hidden Markov model
and Gaussian mixture model to achieve high-precision
recognition in the process of dialect interaction. External tools
can also be used in the recognition process. This technology
has very strong practical value.

The author in [9] tracks interactive targets in real time by
improving the efficiency of tracking algorithms. In the case of
dialogue analysis, it truly realizes human-computer interaction
of intelligent robots by analyzing dialogue video data
information. The author in [10] found out how failures
occurred and how to solve them in the process of multi-mode
voice communication between the interactor and intelligent
service robot. Such interdisciplinary work provides
opportunities for the communicators and robots to gain new
insights into communication problems, so as to provide
resources for the mechanisms that can later realize complex
human-computer interaction. The author in [11] believed that
in the interaction process, the interactor could convey a total
of eight positive and negative emotions to the intelligent
service robot through touch, and the research results provided
a possibility for the follow-up people-centered service. The
author in [12] found through experiments that women can
communicate emotions for a longer time by using more
diversified interaction methods and touching more areas on
the robot than male participants. The author in [13] proposed a
visual saliency evaluation method of multimedia human-
computer interaction interface based on human vision. The
adaptive Gaussian filter is used to filter the human-computer
interaction interface. The gradient direction of the interface
image is converted into the derivative of the horizontal and
vertical directions through the Guassian function to determine
the size of the interface gradient direction, and the corrected
interactive interface image is obtained. According to different
co-occurrence concepts of interface image visual saliency, the
influence index of human visual saliency is quantified, and the

Vol. 13, No. 12, 2022

spatial position function of interactive interface is obtained Set
the number of direction types and edge points in each image
block of the interactive interface, and obtain the texture
complexity function of a pixel in each sub image of the
interface The weighting coefficient is given, the interface
spatial position function and the texture complexity function
of pixels are used as evaluation indexes for weighted output,
and the evaluation results of visual saliency of interactive
interface are given. The author in [14] analyzes the ergonomic
criteria and the aesthetic evaluation criteria of interface layout,
establishes four basic principles of interface layout: hierarchy,
relevance, simplicity and comfort, and constructs a multi-
objective optimization mathematical model of interface
element layout according to the principles. Based on this
model, an improved genetic algorithm is adopted, a multi-
objective optimization method of interface element layout
based on genetic algorithm is established. The basic principles
of product operation interface layout design are given, and a
multi-objective optimization method and process of product
operation interface element layout based on genetic algorithm
are proposed.

However, the methods mentioned above are not
comprehensive enough to consider user experience, leading to
the failure of user satisfaction to reach the ideal level.
Therefore, a new human-computer interaction product
interface of intelligent service system based on user
experience is designed. Research and creatively put forward
the human-computer interaction key points of the intelligent
service robot with user experience as the centre, providing
technical support and guarantee for the intelligent robot to
develop in the direction of intelligence, interaction and
personalization.

11 DESIGN OF HUMAN-COMPUTER INTERACTION PRODUCT
INTERFACE OF INTELLIGENT SERVICE SYSTEM BASED ON USER
EXPERIENCE

A. Hardware Platform Construction of Intelligent Service
System based on User Experience

The introduction of the full name of the Hypertext Markup
Language, or HTML, as a way of building and presenting
Internet content, will transform the “Web” from a mere tool
for presenting content into a full-fledged application platform
that will become the standard for a new generation of the
Internet. “HTML” 5 adds the ability to interact and present
multimedia. Relatively speaking, the user experience has a
more specialized level of functionality that allows more
personalized design to be satisfied, unlike the H5.

The design of human-machine interface system of
intelligent service system based on user experience is shown
in Fig. 1.

The framework shown in Fig. 1 is mainly composed of
360PC terminal, gateway module and controller, and the
above three parts are briefly introduced respectively. 360
(Program Counter) PC terminal is intended for operation of
tablet computers. The gateway module is Bluetooth/RS-485,
which is used to integrate Bluetooth and RS-485 chips, so as
to achieve the goal of simultaneous Bluetooth wireless
communication and RS-485 communication. The controller is
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programmable and used in PLC industry. Components 1 and 2
are mainly used to realize information exchange under
Bluetooth wireless communication. At the same time, the
module and the controller achieve bi-directional data
communication through Modbus (Remote Terminal Units)
RTU, mainly by shielding the communication interface of the
module on the controller. Module and RS-485 signal
bidirectional conversion, in order to achieve 360PC and
(Programmable logic Controller) PLC information exchange,
the need for the data link between the two to be set up.

Interaction design
Bluetooth
communication v

Gateway Gateway Gateway
module module module

RS-485

A
RS-485 RS-485

Y A J

ElEES

Y

‘ User receiving equipment ‘

Fig. 1. System platform framework

1) User Experience PC Side:

The UX PC side, also known as epub360, is a very useful
tool for H5 interaction design, and is used on Windows
platforms, where designers can design professional-level H5
works online without any programming required. But the
epub360 idea is the request specialized level function, it may
better achieve the designer to the specialized design request.

a) Professional Animation Control. Epub360 is an H5
design tool, is the only SVG path and deformation animation,
and control fine sequence frame animation design tools, it can
not only relational control, but also a true sense of the control
of the interactive animation, is professional.

b) Professional Interactive settings. It combines dozens
of Epub360 provided by the trigger control, can be triggered by
gestures, can also shake, related control, personalized
interaction design, and can be perfect to meet the designer’s
needs.

¢) Professional Social application. Our country is the
first to apply WeChat’s JsSDK advanced interface, which can
complete the functions of personality nickname, avatar picture,
friend circle photo, small video, and easily achieve the H5
design of social interaction class such as friend circle comment,
click like.

d) Professional Data application. Some advanced data
components, such as parameter variables, database, etc., can
complete the H5 design of light game, such as small test,
puzzle game, etc., and WebApp level professional application
can also realize the visual design in the near future.

i) Top toolbar: Add basic and advanced components for
the middle section; publish and manipulate the general preview
on the left; and operate shortcuts such as save on the right.

ii) List of pages: Overview of the entire page; Add or
remove pages; adjust the order of the page; manage the page

group.
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iii) Canvas: The main design areas are the safety zone inner
frame and the bleeding zone outer frame, which are 640 x 960
px and 740 x 1136 px, respectively.

iv) Mobile phone adaptation: The canvas area is specially
designed for mobile phone adaptation and consists mainly of
an inner and outer frame. Area A is 640 x 960, visible on any
phone, and area B is 740 x 1136, and its primary function is to
ensure that no white parts are visible on the phone screen.

2) Bluetooth/RS-485 Gateway Module

The role of the module is to carry out Bluetooth and RS-
485 two-way signal conversion to achieve the user experience
between the PC and PLC can communicate with each other.
Gateway module is mainly used for Bluetooth 4.0 and user
experience PC in the wireless band, the frequency of 2.4 GHz,
and then realizes the operation of Bluetooth 4.0 protocol;
Modbus RTU protocol is required through the RS-485
interface to connect with the PLC, the former is wired
connection. This module carries on the simultaneous
communication between the user experience PC and PLC. The
module interprets the data packet sent by the receiving 360 PC
terminal, interprets it as the Bluetooth 4.0 protocol, obtains the
required and effective data, and then carries out the control
instruction or data conversion. If it is necessary for the user to
experience the instruction that is to be sent by the PC terminal,
it needs to convert it into the Modb protocol, and then transmit
it to the PLC, so that the PLC can effectively identify the
above instruction. At the same time, the module needs to read,
analyze and convert the data sent by PLC and the data
collected by PLC according to Modbus RTU protocol, and
send the converted data to 360 PC terminal.

B. User Experience

1) Layout Design based on User Sensory Experience

In the process of layout design, we should fully consider
the visual flow of the user, follow the left to right and top to
bottom order, based on this to highlight the content, so as to
attract the user’s attention. First, the main menu is set at the
top, the left side of the bottom is a secondary menu, the right
side is a column link, the middle is the main recommended
content, this layout is clearer, but also very convenient to
operate, with the advantages and characteristics of
symmetrical point of view, so this layout is currently widely
used [15-17]. For example, Jing Dong Mall is the way to use
screen segmentation for typesetting, to achieve a flexible
combination of content, the display of pictures and text to
facilitate. At the same time, KnowNet, douban and other
websites are also used in this format. Next is the grid multi-
column page layout method, this can present more content at
the same time in the layout, not only the form is more
beautiful, reading is also very convenient, has the very strong
maneuverability, quite suits in the online shopping platform
foundation demonstration page.
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2) Color Design based on the User’s Sensory Experience

In the interface design of Internet products, the reasonable
combination of colors can give users a very good impression,
S0 as to attract more users to use. In general, the color design
of an interface based on user experience needs to consider the
following contents: First, the color design needs to have
sufficient pertinence, understand the groups that the Internet
products face, and understand the habits and emotions of the
groups, so as to identify the colors suitable for the products
and user experience. For example, if KnowNet is primarily for
the sharing of knowledge and experience, then the blue color
representing rationality will be used as the primary color of
the interface. Secondly, we should have enough comfort in
color design, according to the physiology and engineering of
human body, according to the physiological characteristics of
human vision to choose the color, to reduce fatigue, and
improve the comfort of the product.

3) Font Design based on the User’s Sensory Experience

In the interface design of Internet products, font plays a
key role in information transmission and content description.
Whether the design is reasonable or not directly determines
the user’s reading experience. The font design based on the
user experience needs to start from the following aspects:
First, for the selection of font, the fonts commonly used in the
interface of Internet products include bold type, Song type,
round type and calligraphy type. In the selection of font, it is
necessary to take into account the user’s usual reading habits,
but also to combine certain aesthetic habits. In order to make it
more convenient for users to find, some content with larger
headings will choose bold type, and the remaining text will
generally choose bold type or Song type. For example, the
major domestic news portal is the application of bold, so that
people click and browse. Secondly, the text layout, generally
speaking, the interface design of Internet products will involve
the font, font size and text color, and so on. It requires
designers to make reasonable arrangement of the position of
various words, so that they can find the required content more
quickly. For example, the use of visual physiology to arrange
content in order from high to low purity colors make the user
attracted to the color text. Colors can also be used to classify
and facilitate user operations [18]. In addition, we can also use
word spacing, line spacing and other paragraph settings to
highlight the content, so as to greatly simplify the user reading
process, shorten the reading time.

C. Speech Recognition based on ARM Processor

Nowadays, there are many kinds of embedded processors,
such as MCU, ARM, embedded X86 and so on. The processor
is the center of system operation and control, and it tends to
adopt RISC instruction set Harvard architecture. ARM
(Advanced RISC Machines) is an embedded microprocessor
that is also the company’s name. In November 1990 ARM
was founded in Cambridge, UK. Unlike other semiconductor
companies, ARM is an intellectual property (IP) provider,
working on intellectual property designs for 16/32-bit RISC
microprocessors (reduced instruction set computer, RISC). It
does not produce chips by itself, but rather manufactures
distinctive chips from partners through the transfer of design
proposals. Embedded in full swing today, ARM company has
accounted for 75% of the market share. Its microprocessors
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and technology have been used in all walks of life, almost all
kinds of electronic products microprocessors use ARM
technology, such as image, consumer entertainment,
automobile, security, industrial control, wireless, and mass
storage market. In 2001, almost monopolized the global RISC
chip market has become the field of RISC chip standards.
ARM’s success, on the one hand thanks to its unique mode of
operation, on the other hand, an important aspect is its own
excellent performance. ARM processor has the following
characteristics:

1) Low power consumption, small size, low cost, high
performance.

a) Support for ARM (32-bit)/Thumb (16-bit) dual
instruction sets, with good compatibility with 8-
bit/16-bit devices.

2) Using a large number of registers, the instructions are
executed faster.

3) A variety of addressing methods, that is flexible and
efficient.

4) Fixed instruction length.

Because this paper is based on embedded ARM system
intelligent service system human-computer interaction
interface design, not a single application system
customization, so here is a general pattern design. As a voice
interface of service robot, it is usually used by ordinary users,
the language is rich and diverse, and the same meaning may
have different ways of expression. Moreover, dynamic
keyword importing is used to enlarge the recognition range,
which is more helpful to set up multiple expressions and make
speech recognition more natural.

Fig. 2 is a design flow chart of a common pattern of
human-computer interaction in intelligent service system.
Both the speech recognition module and the speech synthesis
module are encapsulated as an interface (API) that can be
invoked by other applications for voice interaction, and the
application performs actions based on the return structure of
the speech module (i.e., the recognition results).

Other applications

Call voice
recognition module
Speech synthesis module Identification success? Other functions

Fig. 2. Flow chart of voice interaction

D. Gesture Recognition based on User Experience

Hand gesture recognition is the basis of human-computer
interaction in intelligent service system, which enhances the
user experience to extract the features of collected data and
complete the recognition according to the features to realize
the human-computer interaction. Gesture acceleration features
usually include frequency-domain features, time-domain
features and other domain features [19-22]. The frequency
domain features include the frequency domain entropy, FFT
coefficient and other features extracted by using wavelet or
Fourier transform; the time domain features include signal
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amplitude area, statistical maximum value, activity window
length, mean value, axis correlation coefficient and standard
deviation; the other domain features include the features
extracted by using LDA or PCA, etc.

There are sxk pixels in each gesture motion image, and
the values of all pixels are determined by the following
formula:

0 Point does not pass through the data waveform curve

Z 2'x16 Point does not pass through the data waveform curve
ie[1,3]

@

Where, i represents the number of waveform curves

passed by the pixel position. The gesture image is obtained

according to the gesture acceleration action as a column in
matrix V.

X:l,l X1,2 L Xl,k
X X L x )
L2,1 E,z ] Ek —>[X1,1L X1 %, L X, L%, L Xl,k:'
Xs,l Xsyz L Xs,k

@
Transform the data existing in the gesture motion training
set to obtain the gesture motion matrix V, . .

Nonnegative matrix decomposition, which belongs to
multivariate data analysis method, uses the product of two low
rank nonnegative matrices to replace a nonnegative matrix,
and extracts gesture features through nonnegative matrix
decomposition method.

The nonnegative matrix algorithm is described by the
following formula:

anm ngerrxm (3)

In the formula, H represents the weight matrix, W
represents the base matrix, V represents the nonnegative
matrix, and r represents the rank of the decomposition matrix.

The expression of the optimization objective function is as
follows:

F =Y >V, logWH), —(\Nqu]( |
i-1 u=l 4

The iterative algorithm decomposes the base matrix W
and the weight matrix H , and obtains the weight matrix
H,. and the weight matrix W, , by decomposing the hand

rxm

gesture action matrix V. .

Input the acquired weight matrix and base matrix into the
following classifier to realize gesture recognition and
complete human-computer interaction of the intelligent
service system:
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h (x) = 1 pjgj(x)<pjej
! 0 others (5)

In the expression, | represents the feature in the
eigenvector; p; represents the direction of the inequality;
g;(x) represents the eigenvalue of the j rectangle in the sub
window to be detected; 0; represents the threshold of the
classifier, the value is 2, h;(x) represents the classifier.

E. 3D Interactive Image Simulation of Interface based on
Fused Texture

When Kinect is used to track and identify moving targets,
the problem of target recognition needs to be solved first.
However, because Kinect does not have recognition function,
it needs to use color histogram for target recognition. At the
same time, Kinect cannot directly track human bones. The
bone data is acquired by denoising, segmentation and other
related technologies on the basis of depth images. Among
them, target identification and tracking mainly include virtual
target identification and target personnel location tracking, and
the specific operation steps are shown in Fig. 3.

In order to obtain better recognition results, the following
methods based on image information are mainly used to
analyze and research, using Kinect to shoot the color images
in the study area, and accurately identify the virtual targets in
the study area by color histogram matching results. Among
them, color histogram is mainly used to describe the
percentage of each color in the whole image. The calculation
for color histogram matching is:

2 Hi(i)H, (i)

H . H,)=—2
SN)LROCHD

H;(i):Hk(i)—%[Zij(J)j

d

corre (

(6)

In the above formula, d.(H, H,) represents the
matching result; H stands for component; H, and H, stand
for histogram functions; H, (i) and H,(j) represent the
matching degree of the i and ] histogram respectively.
Hl;(i) stands for perfect match value; N represents the
number of equal components of H .

The corresponding calculation formula of chi-square
matching and intersection matching is as follows:

ingersection = MIN Z H, (') H, (')
' ()

Through the formulas (6) and (7), it can be seen that the
larger the value of the calculation result of the correlation and
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intersection matching algorithm is, the higher the histogram
matching degree is, and the perfect matching value is 1; the
smaller the value of the calculation result of the chi-square
matching algorithm is, the higher the histogram matching
degree is, and the value of the perfect matching is 0.

Get depth Color histogram
image of color image

Color histogram
matching

Image

denoising

Background
segmentation

machine
learning

Target feature

recognition

Fig. 3. Flow chart of target identification and tracking

In order to eliminate all the noise in the image, the median
filtering method is used to denoise. Among them, the median
filter formula is:

f(Xx,y)=medianig(x,y
() =nedienfa(ey)}

In the above expression, f(x, y) represents the filtered
output value, S, the number of all pixels in the image, and
g(x,y) the gray value of the pixel.

To draw a structure image of a virtual object, it is
necessary to first separate the moving object from the depth
image. The following methods are mainly used for object

detection and background segmentation based on user index
numbers. The specific operation process is shown in Fig. 4:

Get pixel index number

Is index number
smaller?

Y
Color marking
Image binarization

| Moving target recognition |

Fig. 4. Operational flow of moving target detection and background
segmentation

1) Prioritize the use of Kinect to obtain depth images of
each research scenario.

2) Extracting the depth value and user index number of
pixels from the depth image.

3) An index number obtained through step (2) marks the
moving object.
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4) Binary processing shall be used to collect images, and
the pixel values in the study area shall be set to 255, and the
pixel values of the remaining nodes shall be set to 0, so as to
separate the target from the background.

In the early stage of motion recognition, it is necessary to
define the starting point and ending point of virtual target
motion. Among them, the starting point and the ending point
of the moving target are mainly judged by the radius of the
palm ball. The radius of the palm ball can be obtained by
(Software Development Kit) SDK, and the threshold value is
30mm. When the radius of the center of the hand is higher
than the threshold, it indicates that the palm of the target is
open, and vice versa, it is closed. If the radius of the palm ball
gradually increases from less than 30mm to 30mm, the
starting point is indicated, and recognition stops when Leap
Motion again captures a threshold of less than 30mm.

The realization of moving target recognition and tracking
localization is to recognize each structure accurately in the
existing target contour image, and to determine the specific
coordinates of the nodes. The above operation process is
mainly completed through machine learning technology.
Firstly, the sample of decision tree is trained, and then the
classification model based on decision tree is obtained.
Secondly, the feature value of depth image is classified and
evaluated by machine learning. In order to eliminate the
influence of external and internal factors on the data noise, the
Kalman filtering algorithm is used to eliminate the data’s
optimal value and measured value iteratively. The Kalman
filtering algorithm performs filtering operations on a time-
dependent dynamic system, so a discrete control system needs
to be added to the algorithm, and the formula is as follows (9):

Xea = FaXe # Bl 9)

In the above expression, Xx,,, represents the running state

of the system at k+1, x, represents the running state of the
systemat k, F_,, represents the transformation matrix acting

on x,, B,,, represents the control parameters of the system,
the value is 1.5, and u,, represents the control matrix.

At time k+1, the measurements in the system need to
meet the following conditions:

Zyy = Hia X Vi (10)

In the above formula, H,,, represents the measurement

matrix projected into the measurement space by the state at
moment X, ,; V,,, stands for measurement noise.

The state at moment k+1 can be deduced by formula
(10), and the specific calculation formula is as follows:

In the above expression, 9R(k+1|k) represents the
optimal value of the system at time k+1, and x(k|k)
represents the optimal value of the system at time k .
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Fea - R(k[k)

R(k+1]K)= e

(11)

In the phase of Kalman filter prediction, the LEAP SDK is
used to obtain the position and pose information of the next
period of time. Given the moment, the central coordinate of
the moving object is O, and the following formulae can be
obtained in combination with the law of motion:

at’

N=vt+

p|<+1:iR(|(|k)'N (12)

In the above formula, v, represents the running speed of
the moving target; a, represents acceleration; p,,, represents

the coordinate position at time t, and N represents the
motion change law of the virtual target.

Based on the above analysis, the moving target structure
information is extracted through the depth image, and all the
extracted structure information is fused to track and identify
the human-computer interaction target of the intelligent
service system.

V. ANALYSIS OF EXPERIMENTAL RESULTS

In order to verify the overall effectiveness of the design
method of the human-computer interaction interface of the
intelligent service system, it is necessary to test the design
method of the human-computer interaction interface of the
intelligent service system under the enhanced user experience.
The experimental platform for this test is Division Mockup,
and the probability of data received by the host computer is
used as a test indicator to test the design method of the human-
computer interaction interface, the design method of the
human-computer interaction interface based on the evaluation
of visual significance and the multi-objective optimization
design method of the layout of product operation interface
elements. The higher the probability of data received by the
host computer is, the better the human-computer interaction
effect is. The test results are shown in Fig. 5.

100

r =

4 Proposed method
Human computer interaction interface design method based on visual saliency|
evaluation
Multi objective optimization design method for element layout of product
operation interface

8
T

8
T

Probability of host receiving data/%

70 -
A
. A
- A
60 |- A e
o ! ! ! ! !
0 100 200 300 400 500

Number of human-computer interaction/times

Fig. 5. Test result of probability of receiving data by host

By analyzing the data in Fig. 5, it can be seen that in the
process of human-computer interaction, the host receiving
data probability of the proposed method is more than 90%,
and most of the relevant data can be received to realize
human-computer interaction, while the host receiving
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probability of the human-computer interface design method
based on visual significance evaluation and the multi-
objective optimization design method of product operation
interface element layout fluctuate around 80% and 70%
respectively, The data received by the above two methods is
not enough to effectively realize human-computer interaction.
Comparing the test results of the above methods, it can be
seen that the host receiving data probability of the proposed
method in the process of human-computer interaction is high,
because the method constructs a data transmission model
based on game theory, collects relevant data and information
in the process of human-computer interaction, and improves
the host receiving data probability.

The proposed method, the human-computer interaction
interface design method based on visual saliency evaluation
and the multi-objective optimization design method of product
operation interface element layout are used to recognize
human gestures. The feature recognition rate and recognition
accuracy are used as test indicators. The test results are shown
in Fig. 6 and Fig. 7, respectively.

Through analyzing the data in Fig. 6 and 7, we can see that
the recognition rate and accuracy of the proposed method are
high in many experiments, which shows that the proposed
method can recognize human gestures accurately and
comprehensively. When the method of human gesture
recognition based on visual saliency assessment is used, the
feature recognition rate and feature recognition accuracy are
both low, which indicates that the method of human gesture
recognition based on visual saliency assessment is not
effective and comprehensive.
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-:'ﬁ,,'i::,,{:/ .

4 Proposed method
Human computer interaction interface design method based on visual saliency
= evaluation
. Multiobjecive optimization design method for element layout of product
operation interface
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Fig. 6. Test results of feature recognition rate
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Fig. 7. Test results of feature recognition accuracy

Compared with the test results of the proposed method, the
human-computer interaction design method based on visual
significance evaluation and the multi-objective optimization
design method for product operation interface layout, the
proposed method has the best performance in the human-
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computer interaction, because the proposed method uses the
data transmission model to collect the relevant information of
the human-computer interaction, adopts the non-negative
matrix decomposition method to extract the features of the
gesture information, and inputs the features into the classifier
to accurately realize the recognition of the gesture, thus
improving the feature recognition rate and the feature
recognition accuracy.

In the process of human-computer interaction, user
satisfaction is the focus of attention. The overall performance
of the method is tested by using user satisfaction as a test
index. The test results are shown in Fig. 8.
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Fig. 8. User satisfaction test results

Through the analysis of the data in Fig. 8, it can be seen
that the user’s satisfaction with the proposed method is more
than 80% in many iterations, and the user’s satisfaction with
the human-computer interaction design method based on
visual significance evaluation and the multi-objective
optimization design method for element layout of product
operation interface fluctuate around 40% and 60%,
respectively. Through the above analysis, the human-computer
interaction effect of the proposed method is better, and the
user’s satisfaction is the highest, because the proposed method
constructs the data transmission model through game theory,
and can accurately collect the user’s static information and
dynamic information in the process of human-computer
interaction, and feed the fused dynamic information and static
information back to the human-computer interaction system.
The human-computer interaction system responds to the
acquired data, completes the human-computer interaction
process of the intelligent service system, meets the user’s
needs, and thus improves the user’s satisfaction.

Fig. 9(a) and Fig. 9(b) refer to the performance of different
human-computer interaction methods in indoor and outdoor
environments respectively. It can be seen from the figure that
the error of the three human-computer interface optimization
methods decreases with the increase of the data size. When the
data size reaches about 25, it tends to be stable, while the
accuracy shows the opposite change rule. In the indoor
environment, the convergence errors of the proposed method,
the human-computer interaction interface design method
based on visual significance evaluation, and the multi-
objective optimization design method of product operation
interface element layout are 0.156, 0.278, and 0.415,
respectively. The accuracy was 97.58%, 95.21% and 92.24%,
respectively. In outdoor environment, the convergence errors
of the three methods are 0.217, 0.489 and 0.658, respectively.
The accuracy was 96.12%, 93.21% and 91.25%, respectively.
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Therefore, the proposed human-computer interaction method
has ideal performance in both indoor and outdoor
environments.
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Fig. 9. Performance of different human-computer interaction methods in
indoor and outdoor environments

V. D1scuUssION AND CONCLUSION

In order to solve the problems of the current intelligent
service platform, such as the low probability of receiving data,
the low recognition rate and the low recognition accuracy, a
new intelligent service system based on user experience is
designed. This introduces the full name of the Hypertext
Markup Language and design user experience PC and
Bluetooth/RS-485 gateway module. Speech recognition
module based on ARM processor is designed to realize
human-computer interaction of intelligent service system.

Compared with the human-computer interaction interface
design method based on visual significance evaluation and the
multi-objective optimization design method of product
operation interface element layout, the proposed optimization
design method of human interaction interface has higher
action recognition accuracy and satisfaction. A large part of
tasks completed by computers are completed by human-
computer cooperation, which drives the emergence of human-
computer interaction systems. However, the traditional
human-computer interaction relying on external devices has
been difficult to meet the needs of today's society. This has
promoted gesture recognition based on machine vision to a
certain extent. It is a novel human-computer interaction
technology, which has received widespread attention from
scholars at home and abroad. Kinect sensor technology is used
to realize the tracking and recognition of moving objects. The
device includes three functions, namely sensor data flow, bone
tracking and advanced audio function. Sensor data stream
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mainly refers to accessing low-level streams from depth, color
camera sensors and microphone arrays; Bone tracking can
mainly track the images of the application driven by the
postures of 1-2 people in the field of vision; Advanced audio
function, which can process some complex audio sound
sources, such as echo, noise and beam forming, and can also
integrate with the audio recognition library of Windows to
collect infrared data and generate unit images. It can promote
Kinect bone tracking to be more robust to users' dynamic
gestures in different environments. In complex environments,
Kinect uses a separation strategy for human segmentation. Its
advantage is that it can build a corresponding segmentation
mask for each tracked object and retain the human image. This
makes it only necessary to transmit the human body image in
the subsequent data stream processing, so as to reduce the
amount of calculation of body sensing data.

The advantage of Kalman filter is not that its estimation
deviation is small, but that it skillfully integrates observation
data and estimation data, conducts closed-loop management of
errors, and limits the errors to a certain range. Imagine that if
there is no information fusion between the two, and only
estimation data, the error will accumulate more and more with
time, and the uncertainty will increase with time. For the
control of landing on the moon so far and for a long time, It
will lead to uncontrollable error when arriving near the moon,
and the introduction of observation data will correct the
estimated data to prevent the error of estimated data from
being too large to be spectral. The estimation data fusion of
observation data is equivalent to closed-loop feedback
management of the former's estimation. It is undeniable that
the Kalman filter still has errors, and its advantage is that it
can still maintain stable errors when the time is long, because
it relies on an observation data in the information source when
making decisions. If you listen to one side, you will be dark; if
you listen to both sides, you will be clear. As for whether the
error is lower than that of the individual estimated data or the
individual observed data, further discussion is needed. At the
same time, the color histogram used in the research can
directly describe the information features of the target through
the analysis of local gradient or edge direction density, greatly
reducing the impact of local shape features, not only avoiding
the overlap of the original feature vectors to a certain extent
during the image formation process, but also preventing the
impact of individual movement on the detection results, thus
ensuring the accuracy of the collected image. It can be seen
from the above analysis that the proposed method has higher
probability of receiving data, higher recognition rate and
accuracy of gesture features, and higher user satisfaction. The
above experimental results show that the proposed method has
better performance. However, there are still shortcomings in
the research. In the process of data acquisition and subsequent
action mapping, the time complexity of the algorithm leads to
the jumping phenomenon in the action simulation process.
Although the optimized Kalman filter eliminates the
discontinuity of the action to a certain extent, when the speed
becomes faster, the phenomenon of jamming will still occur.
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Abstract—This paper proposed a framework for estimating
human age using facial features. These features exploit facial
region information, such as wrinkles on the eye and cheek, which
are then represented as a texture-based feature. Our proposed
framework has several steps: preprocessing, feature extraction,
and age estimation. In this research, three feature extraction
methods and their combination are performed, such as Local
Binary Pattern (LBP), Local Phrase Quantization (LPQ), and
Binarized Statistical Image Feature (BSIF). After extracting the
feature, Principle Component Analysis (PCA) was performed to
reduce the feature size. Finally, the Support Vector Regression
(SVR) method was used to predict age. In evaluation, the
estimation error will be based on mean average error (MAE). In
the experiment, we utilized the well-known public dataset, face-
age.zip, and UTK Face datasets, containing 15,202 facial image
data. The data were divided into the training of 12,162 images
and the testing of 3,040 images. Our experiments found that
combining BSIF and LPQ with PCA achieved the lowest MAE of
9.766 and 9.754. The results show that the texture-based feature
could be utilized for estimating the age on facial image.

Keywords—Age estimation; LBP; BSIF; LBQ; MAE; PCA,
preprocessing; feature extraction; Support Vector Regression
(SVR)

I.  INTRODUCTION

The face is a part of the human body that has an important
role. Characteristics of the face such as eyes, nose, mouth,
eyebrows, and wrinkles or aging provide much information.
One of them is age estimation. It is possible to limit that under
age to accessing content (related to violence) in the web
browser through age estimation. Shopping centers can use age
estimation to determine advertising strategies based on the age
of visitors and provide recommendations. It can choose the
right advertising strategy. It is necessary to have a method
used to detect the observer's age. We must have an extensive
collection of facial images that will be used in age detection
and pay attention to the face, such as wrinkles or aging that
will be used in the age detection process to produce better
estimation.

Generally, the age estimation process has several steps:
preprocessing, feature extraction, and age estimation. The first
is preprocessing (resizing and grayscale image) to be uniform.
Then, the feature extraction step is to find the unique facial
features in the age estimation process. The features were the
Binarized Statistical Image Feature (BSIF), Local Binary
Pattern (LBP), and Local Phrase Quantization (LPQ) methods
and their combination: BSIF + LBP, BSIF + LPQ, and

*Corresponding Author.

LBP+LPQ. In addition, Support Vector Regression (SVR) was
used in the age estimation stage. SVR is a machine learning
algorithm that provides reliable performance in predicting
time series data and can classify data that cannot be separated
linearly [1].

Several previous studies have been proposed for age
estimation, including Ingole et al. [2] and research by Thrukral
et al. [3] and analysis by Khunteta, Ajay, et al. [4]. However,
these three studies only predict a group of ages (e.g., with
categories 25, 35, 45, 55, 65, and 75 years old), not the age.
For this reason, in this study, age estimation was conducted
not based on age group but on exactly one age estimation
value. Furthermore, the texture of the face is one of the
essential features in determining age. This study will detect
age on the image containing a single face. The age estimation
is carried out only at 1-70 years old due to limited data on
ages over 70.

Our research aims to find the best feature extraction
method based on texture in detecting age with the lowest
Mean Absolute Error (MAE) level from the facial images.
Several texture-based feature extraction methods obtain good
accuracies, such as LBP, BSIF, and LPQ. The BSIF and LPQ
methods provide the best results in the age estimation process
with an MAE of 3.58 using the MORPH Il dataset and an
MAE of 9.07 with the same extraction feature method
(BSIF+LPQ) using a Subset of LFW [5]. Meanwhile, LBP is
one of the best texture description methods for texture
classification, face detection, face recognition, gender
classification, and age estimation [6]. In addition, LPQ is
proven robust for blur images and is considered to show better
performance in texture classification, and the combination
method gives better performance results [7].

The paper will be divided into several sections. The second
section will explain in more detail how the proposed
framework has been applied. The third section will discuss the
result of the experiment. Then, the fourth section will
conclude our work.

Il. PROPOSED METHOD

Age estimation is one of the most challenging and crucial
issues in utilizing the facial area to produce helpful
information. Age estimation can be used in solving scientific
problems as well as in subproblems of facial recognition. The
prediction of age is formed because the human brain cannot
predict age correctly, so it is necessary to have a system that
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can predict age correctly [8]. Many factors can be used in
predicting the age of the facial area, including aging, wrinkles
on the face, wrinkles in the eye, mouth area, and other features
in the facial area. The estimated age itself can be detected
using two methods. These methods are classification and
regression methods [9]. Age estimation using classification
can only estimate based on age range, while age extraction
using the regression method can estimate age with exactly one
output value of age. It is the difference in age detection using
classification and regression methods, as shown in Fig. 1.

Our proposed framework was divided into several
significant steps: image preprocessing, feature extraction, and
age estimation.

A. Preprocessing

Preprocessing is an initial process that aims to improve an
image. It is for eliminating noise in the image. In
preprocessing stage, we also uniform the image in color and
size [10]. The purpose of this process is to make it easier to
perform feature extraction at the next stage and to create an
age estimation model. This research has two preprocessing
steps: resizing and gray scaling.

1) Resizing: Since the dataset contains images with
different sizes, the image should be resized to a specific size.
The resizing process is used to change the size of the image to
either enlarge or reduce size. The resizing function is carried
out using the interpolation method. The following is a
calculation of the resizing process using the linear
interpolation formula:

y-y0 _ y1-y0
x=x0  x1-x0 (1)
where (x o, ¥ o) is two points of initial coordinates, (x 1, y 1)

is destination coordinates, and (x, y) is coordinate prediction.

2) Grayscaling: Grayscale is one of the preprocessing
steps to change the image from an RGB image to a gray color
(grayscale). RGB is an image with three combination colors:
Red, Green, and Blue (RGB). The value of RGB is
represented in three dimensions XYZ, consisting of lightness,
chroma, and hue. The process aims to convert the value of
RGB (24-hit) into grayscale value (8-bit) [11]. A grayscale
image is an image that has only one value for each pixel. This
value is used to indicate the level of intensity. The three colors
in the grayscale process are white, black, and gray. The
following is a formula for the grayscale process:

W = 0.299R + 0.5870G + 0.1140B )

where W, R, G, and B are grayscale, red, green, and blue
values of the image, respectively. Fig. 2 illustrates how the
RGB image was converted into a grayscale image.

B. Feature Extraction

Feature extraction is a process used to generate unique
feature vectors from facial images that will be used to create
age estimation models. This feature extraction stage uses three
different texture-based methods, including Local Binary
Pattern (LBP), Local Phrase Quantization (LPQ), and

Vol. 13, No. 12, 2022

Binarized Statistical Image Features (BSIF), and their
combination, BSIF+LBP, BSIF+LPQ, LPQ+LBP.

1) Local Binary Pattern (LBP): LBP gives the best results
in various applications, especially for texture classification,
segmentation, face detection, face recognition, gender
classification, and age estimation [12]. The LBP method is
grayscale invariant and can be combined easily with simple
contrast by calculating each gray level of each pixel [13]. LBP
considered each pixel has a code. It is called Local Binary
Pattern code or LBP code. It works by comparing the value of
the center image (pixels) with each neighborhood which
amounts to 8 pixels, and thresholding of 3x3 neighborhood
[14] divided into eight blocks. The following is a simple
example of calculation using LBP at 3x3 pixels:

Given a pixel at (x.y.), the resulting LBP can be
expressed in decimal form as follow:

LBP = Y}_oS(Hp — H.)2P (3)

where H, is a central pixel, Hp start from (p =0, 1.......,7),
it is neighborhood from H,, and S is a function of
thresholding, which is defined as:

1 Hp=H
S(HP_HC)={O H:<HCC (4)

After comparing the center image with its neighborhood,
the result will be converted into a binary number. As shown in
Fig. 3, a binary number generated from pixel 3x3 is 01010100
= 84. The value will be inserted at the center image. Each
value of LBP is formed into 256 histograms which will be
used as a texture descriptor.

Actual age =2

Actual age = 38
Predicted age = 2 5

Predicted age = 40

Actual age = 18

Actual age = 41
i Predicted age = 20

Predicted age = 44

Fig. 1. Age estimation using classification in the left side and regression in
the right side.

Convert to 100
125 )
150

175

]
50 100 150

o

RGB Image

Grayscale Image
Fig. 2. Image conversion sample from RGB to Grayscale.
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Fig. 3. Example of the basic LBP Operator.
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Fig. 4. Circularly symmetric LBP image with different radius.

In addition, LBP has two essential parameters, P and R. P
is the total number of neighborhoods, and R is Radius. Radius
is measured from the center point distance. There are various
kinds of radius in LBP, including 1, 2, 3, etc. Fig. 4 illustrates
LBP symmetric sampling with different radius (R) values.

2) Local Phrase Quantization (LPQ): The LPQ descriptor
is used in the texture descriptor and classification for blur
images [15]. LPQ method is efficiently used to solve the
problem of variation expression in the face verification
system. LPQ aims to maintain images in local invariant
information with various blurring images. Fig. 5 shows the
stages of the LPQ. As can be seen in Fig. 5, the q(x) is defined
as the following formula:

1ifq;=0
qj(x) = {0 lf qj]< 0 (5)

Lastly, the LPQ generates a binary number by combining
the pixel values obtained from Re{Fx} and Im{Fx}. Fig. 5
received a binary number of 89 for the center image.

3) Binarized Statistical Image Features (BSIF): Inspired
by LBP and LPQ, Kannala et al. [16] proposed a new local
descriptor called BSIF (binarized Statistical Image features).
The basis vectors of a subspace into which local image
patches are linearly projected are obtained from images by
using Independent Component Analysis (ICA). The
coordinates of each pixel are threshold, and thus a binary code
is computed. A value represents the local descriptor of the
image intensity patterns in the neighborhood of the considered
pixel [17]. The following is the formulation of BSIF:

Si= ZpuWi(,v) »X(u,v) = WiTx (6)

where X is image with size of MxM, Filter W; learning
from Independent Component Analysis (ICA) by maximizing
the statistical independence of S;.

b =1{y 520 ™
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(%5 pixel) ocle Sbite (29

Fig. 5. Example of the LPQ Operator [10].

where b; is a binary number obtained from S;. In all our
experiments, the BSIF descriptor has been used with filters of
size 9x9 and 8-bit.

C. Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a statistical
method to distinguish patterns and signal processing. PCA
reduces dimensional data, feature extraction, and facial
recognition [18]. PCA is a powerful method, especially for
high-dimensional data. That technique reduces the dimensions
of the dataset by extracting the essential components.

D. Age Estimation Using Support Vector Regression (SVR)

Support Vector Regression (SVR) is a supervised learning
algorithm to predict discrete values. SVR can solve linear and
non-linear problems using kernel functions [19]. The
advantage of SVR is that the computational complexity of
SVR does not depend on the dimensions of the input space. In
addition, SVR has excellent generalization capabilities and
high prediction accuracy.

The SVR method is effective for solving problems related
to the estimation function. So SVR is the best method for age
estimation. SVR is the same as SVM. The idea of SVR is to
determine the best fit line. In SVR, the most appropriate fit
line is the hyperplane which has the maximum number of
points. So, the SVR tries to match the best line within its
threshold value. The threshold value is the distance between
the hyperplane and the boundary line. So, the regression
problem is to determine a function that approximates the
mapping from the input domain to real numbers based on the
training sample.

E. K-Fold Cross Validation

Cross Validation is a testing method in data mining and
machine learning where the dataset will be divided into k parts
or folds randomly. Cross Validation is used to evaluate the
performance of the algorithm. The data will be separated into
two subsets: the learning subset (training) and the
validation/evaluation subset [20]. First, the algorithm will be
trained using a learning subset, and then the model will be
validated using a validation subset. The illustration of the
cross-validation scheme is shown in Fig. 6.
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Fig. 6. Cross-validation illustration.
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I1l. EXPERIMENTAL RESULT

In this section, we first introduce the databases and the
protocol evaluation of our experiments. After that, we will
describe experimental setups and their results.

A. Dataset

The facial dataset used in this research was downloaded
from face-age.zip [12]. The facial image size is 200x200
pixels with a total of 9,778 RGB face images. In this face-
age.zip face image, there are facial images with an age range
of 1-110 years, but this research uses face images from 1-70
years of age with the female and male gender. First, a
selection process is carried out on the facial image, only
selecting a face without glasses and a watermark. In addition,
we only utilized images with ages between 1-70 years due to
data limitation in the face image dataset from face-age.zip for
ages above 70 years. From the face-age.zip dataset with the
selection process, we choose a total of 3,040 images for our
experiment.

Furthermore, the face image dataset was added using the
UTK Face dataset. We then selected 12,162 face images from
this dataset. The UTK Face dataset is also obtained from
downloading through the same source on the face-age.zip
dataset, and the total facial image dataset owned is 15,202
images. Finally, the dataset is divided into training and testing
data, where the training data is 12,162 face images, and the
testing data is 3,040 facial images (20% of the total facial
images) which contain facial images 1-70 years old for
training and data testing. Table I shows the selected images
used in our experiment.

B. Experiment Scenario

The scenario of the system is divided into two main stages:
training and testing. The training stage is applied to find the
relationship between one face and another and create a model
for age estimation. In contrast, the testing stage is performed
to detect the estimated age of the face image. Fig. 7 shows the
scenario of the experiment for our proposed framework.

Vol. 13, No. 12, 2022

In this research, to produce the best age estimation model,
experiments were carried out on feature extraction methods
based on texture, such as LBP, LPQ, BSIF, and the
combination of these methods, BSIF + LBP, BSIF+LPQ, and
LPQ + LBP. From the three extraction methods and the
combination, it will be seen which method will produce the
lowest MAE level in the age estimation process. In addition,
there are several experiments: feature reduction extracted
using PCA with values of 40, 50, 60, 70, 80, and 90 features.
For age estimation using the SVR method.

Since the estimation output will not be in discrete values,
for evaluation purposes, we rounded the estimation output
using two strategies. The first strategy is rounding the value
up from the detected age. For example, the detected ages 32.5,
17.8, and 23.2 will be 33, 18, and 24. The second strategy is
rounding the age value down from the detected age. For
example, the detected ages 32.5, 17.8, and 23.2 will be 32, 17,
and 23.

C. Evaluation Matrics

To measure the performance of our approach, we adopted
Mean Absolute Error (MAE). MAE is a method used to
evaluate the performance of age estimation. MAE is the
average absolute error between the ground truth age and the
predicted one [5]. The age estimation model can be measured
by using MAE. The following is the formulation of MAE:

1
MAE = — ¥ILi|P; — Gyl (®)

where P; is the estimated age, G; is the corresponding
ground truth, and N is the total number of samples.

TABLE I. THE SAMPLE IMAGES IN THE DATASET

10 years old 20 years old 30 years old 40 years old

]
iI=
-E B
)
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Fig. 7. General process of the proposed framework.

D. Results and Discussion
1) Experiment scenario: In this study, age estimation was

carried out with various scenarios of experiments as follows:

a) Resizing the image: 180x180 pixels, 160x160 pixels,
140x140 pixels, and 120x120 pixels.

b) Feature Extraction using different methods and the
combination (LBP, LPQ, BSIF, BSIF+LBP, BSIF+LPQ, and
LPQ+LBP).

c) LBP Feature extraction using different radius (radius
= 1, radius = 2, radius = 3 with same P (total number of
neighborhood).

d) Using the first strategy and second strategies for the
age estimation, as explained in section 111.B.

e) Comparing MAE from extracted features without
PCA and with PCA.

f) Tried several variations of PCA, such as
40,50,60,70,80, and 90 features and compare MAE.

g) Find the optimum parameter of BSIF Filter by ICA.
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2) Evaluation with different images scale and without
PCA: In this paper, experiments were carried out on various
image sizes such as 180x180, 160x160, 140x140, and
120x120 with the first strategy and second strategy of age
estimation using LBP, LPQ, BSIF, BSIF+LBP, BSIF+LPQ,
and LPQ+LBP. Fig. 8 and 9 show the MAE results when
applying the proposed framework without using PCA on
several image sizes. From these results, it can be concluded
that by resizing images to 180x180, 160x160, 140x140 and
120x120 with feature extraction without PCA, the lowest
MAE when using the BSIF method with an image size of
180x180 of 10.612 for the first strategy and 10.600 for the
second strategy for age estimation. Furthermore, from the
results, we could also find that in most scenarios, if the image
is resized to a smaller size, the MAE decreases for LBP, LPQ,
and BSIF. However, the results are not better compared to the
combination of features.

3) Evaluation of LBP using different radius without PCA:
In this study, experiments were also carried out on the radius
of the LBP. Radius tested are 1, 2, and 3 to obtain the best age
detection results with the lowest MAE. As shown in Fig. 10
and 11, it is found that the lowest MAE in age detection using
LBP radius 3. Therefore, the LBP with a radius of three will
be utilized in all experiments.

13

12

BSIF  BSIF+LBP BSIF+LPQ LPQ+LBP

1

[EEN

1

o

W 180x180 m160x160 140x140 120x120

Fig. 8. Comparison results of different image size without using PCA in the
1st strategy.
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Fig. 9. Comparison results of different image size without using PCA in the
2nd strategy.
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Fig. 10. Comparison results of LBP radius without using PCA in the 1st

strategy.
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Fig. 11. Comparison results of LBP radius without using PCA in the 2nd
strategy.

4) Optimal parameter evaluation for LPQ: Feature
extraction on Face recognition uses LPQ with various window
sizes: 5, 7, and 9, and the best results were obtained using the
LPQ method with window size 7 [10]. For this reason, this
study used a window size of 7.

5) Optimal parameter evaluation for BSIF: Parameters
that can affect the BSIF method are texture filters. Research
for Face Recognition using texture filters BSIF with a size of
7x7, 9x9, and 11x11 in 8 bits and the best result using 7x7
[10]. Meanwhile, in the other research, the BSIF descriptor
has been used with filters of the size of 13x13 and 8 bits for
age estimation [5]. So, we will test texture filters of size 7x7,
9%9, and 13x13 with 8 bits. From Tables Il and Ill, it can be
found that BSIF Texture Filter 9x9 8 bits has the lowest
average MAE. This texture filter will be used in the entire
experiment.

TABLE Il.  BSIF FILTER COMPARISON WITHOUT PCA IN 1ST STRATEGY
MAE Values
mage Size BSIF 7x7 BSIF 9x9 BSIF 13x13

180x180 10.771 10.612 11.015
160x160 10.997 10.855 10.627
140%x140 10.442 10.612 11.269
120x120 10.715 10.749 11.063
Average 10.731 10.707 10.994
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TABLE I1l.  BSIF FILTER COMPARISON WITHOUT PCA IN 2ND STRATEGY
MAE Values
Image Size
BSIF 7x7 BSIF 9x9 BSIF 13x13
180%180 10.762 10.6 11.004
160%x160 10.982 10.877 10.634
140x140 10.402 10.607 11.272
120x120 10.719 10.714 11.07
Average 10.716 10.700 10.995

6) Evaluation age estimation based on extraction feature:
We use several variations of PCA feature vector sizes, such as
40, 50, 60, 70, 80, and 90, with various image sizes of
180%180, 160x160, 140x140, and 120x120 pixels with
optimal parameters from LBP, LPQ, BSIF, and the
combination BSIF+LBP, BSIF+LPQ, and LPQ+LBP.
However, based on the result of our experiment, we will only
display the results at 160x160 pixels because this image size
produces the lowest MAE. Tables IV and V show the
comparison results of several feature extraction methods for
estimating. Based on these tables, it was found that the lowest
MAE is generated using BSIF+LPQ with PCA 70. It achieved
an MAE value of 9.766 in the first and 9.754 in the second
strategies.

7) Age estimation of public figures: After obtaining the
best model from the previous experiment, we then utilized the
model for estimating the age of two public figures: Ralph
Fiennes and Indro Warkop. We utilized the BSIF+LPQ model
with an image size of 160x160. Due to limited data on these
two public figures, the PCA was not performed. Fig. 12 and
13 show the age estimation of these public figures at different
ages. Our model achieved MAE of 10.428 and 11.142 at the
first and second strategies for Ralph Fiennes. On the other
hand, the model achieved an MAE of 12.142 and 13.142 in the
first and second strategies for Indra Warkop.
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Fig. 12. Estimated age of Ralph Fiennes.
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Fig. 13. Estimated age of Indro Warkop.

TABLE IV. MAE COMPARISON WITH IMAGE SIZE OF 160x160 PIXEL IN 1ST STRATEGY
Method Without PCA PCA 40 PCA 50 PCA 60 PCA 70 PCA 80 PCA 90
LBP 12.350 11.632 11.674 11.586 11.449 11.762 11.736
LPQ 11.297 10.986 10.635 10.709 10.95 10.696 10.672
BSIF 10.855 10.411 10.448 10.326 10.106 10.578 10.599
BSIF+LBP 11.140 10.678 10.692 10.695 10.698 10.482 10.468
BSIF+LPQ 10.711 10.323 9.953 10.197 9.766 10.344 10.134
LPQ+LBP 11.073 10.507 10.486 10.506 10.662 10.861 10.759
TABLE V. MAE COMPARISON WITH IMAGE SIZE OF 160%160 PIXEL IN 2ND STRATEGY
Method Without PCA PCA 40 PCA 50 PCA 60 PCA 70 PCA 80 PCA 90
LBP 12.327 11.628 11.628 11.598 11.448 11.749 11.720
LPQ 11.274 11.018 10.620 10.707 10.921 10.706 10.699
BSIF 10.877 10.387 10.436 10.334 10.087 10.642 10.622
BSIF+LBP 11.184 10.718 10.733 10.720 10.680 10.471 10.490
BSIF+LPQ 10.683 10.333 9.968 10.226 9.754 10.345 10.157
LPQ+LBP 11.057 10.515 10.486 10.495 10.651 10.833 10.769
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IV. CONCLUSION

In this research, the age estimation framework using
Support Vector Regression (SVR) with texture-based feature
extraction has been successfully implemented. The proposed
framework can detect the exact age, not based on the age
range. Furthermore, a comprehensive experiment has been
carried out to determine the optimal model of age estimation,
such as the different sizes of the image, utilization of PCA,
and applying several feature extractions and their
combination. Based on the experiment, we have found several
essential findings in constructing of age estimation model.
First, image size 160x160 produced the lowest MAE level
compared to image size 120x120, 140x140, and 180x180
pixels. Second, utilizing the PCA after feature extraction gains
computation time fast and gives the lowest MAE level in age
estimation. Third, the optimal parameters for LBP, BSIF, and
LPQ are a radius equal to three, a texture filter size of 9x9 8-
bits, and a window size set equal to seven. Finally, the optimal
model which produces the lowest MAE is the combination of
BSIF and LPQ methods with a PCA dimension of 70. The
model obtained MAE values of 9.766 and 9.754 for the first
and second strategy is 9.754, respectively. However, the
model has limitations for estimating the age of facial images
from Asian countries since the dataset used for the experiment
is mostly from Western countries. Therefore, future research
might consider the additional dataset covering various ethnic
groups. In addition, we may use another method like ANN or
CNN and compare that with this method for age estimation.
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Abstract—The practise of recognising unauthorised abnormal
actions on computer systems is referred to as intrusion detection.
The primary goal of an Intrusion Detection System (IDS) is to
identify user behaviours as normal or abnormal based on the
data they communicate. Firewalls, data encryption, and
authentication techniques were all employed in traditional
security systems. Current intrusion scenarios, on the other hand,
are very complex and capable of readily breaching the security
measures provided by previous protection systems. However,
current intrusion scenarios are highly sophisticated and are
capable of easily breaking the security mechanisms imposed by
the traditional protection systems. Detecting intrusions is a
challenging aspect especially in networked environments, as the
system designed for such a scenario should be able to handle the
huge volume and velocity associated with the domain. This
research presents three models, APID (Adaptive Parallelized
Intrusion Detection), HBM (Heterogeneous Bagging Model) and
MLDN (Multi Layered Deep learning Network) that can be used
for fast and efficient detection of intrusions in networked
environments. The deep learning model has been constructed
using the Keras library. The training data is preprocessed and
segregated to fit the processing architecture of neural networks.
The network is constructed with multiple layers and the other
required parameters for the network are set in accordance with
the input data. The trained model is validated using the
validation data that has been specifically segregated for this
purpose.

Keywords—Intrusion detection system; knowledge discovery
and data mining; transmission control protocol; adaptive
parallelized intrusion detection; constrained-optimization-based
extreme learning machine

I.  INTRODUCTION

IDS models can serve a wide range of purposes and
requirements when applied in business settings. One of the
most popular applications is the method of intrusion detection
in personal systems or distributed settings [1]. The design of
modern operating systems includes the implementation of
technology that detect and prevent intrusions. However, the

handling capabilities of these systems are currently unknown.
As a consequence of this, the majority of customers choose to
invest in expert intrusion detection solutions for enhanced
levels of protection. In addition, there is a considerable need
for IDS that may be implemented in clustered systems and
used in servers [2, 3]. There are many commercially available
intrusion detection systems, some of which include the Bro
intrusion detection system, which was developed by VISTAS
Labs and the School of Engineering, the Snort intrusion
detection system, which is distributed under the GNU licence
[4], Network Protocol Analyzer [6], Multi Router Traffic
Grapher (MRTG) [7], and a few other options. On the other
hand, the computing requirements of the majority of these
systems, as well as their accuracy, might be enhanced.

A. Motivation of this Research

This research was motivated by the fact that the majority
of currently available intrusion detection systems do not
handle the issues listed above as part of their operational
process. As a result, there is a need to design an effective
intrusion detection system with mechanisms to handle data
imbalance and concept drift while simultaneously achieving
better accuracy and faster detection of intrusions. This
research was carried out to fulfil this need.

B. Objectives

The primary purpose of this work is to create an efficient
intrusion detection system that is capable of the identification
of intrusion signatures in network data in real time. The
secondary goals are as follows:

e To develop a method of intrusion detection that is
capable of dealing with the inherent data imbalance
that is present within the domain in an efficient
manner.

o In order to effectively deal with concept drift, which is
an essential component of the domain.
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e To incorporate feature reduction in order to lessen the

demands placed on the model's computational
resources.
e To enable quicker detection of intrusions,

parallelization is going to have to be incorporated into
the detection process.

e To execute detection of intrusions in real time in order
to minimise financial damage as much as possible.

Il. LITERATURE SURVEY

One of the essential components of today's continuously
networked world is the presence of an intrusion detection
system. As a result, there have been a few examination
promises made in this area. In this section, we will discuss
what are the most recent commitments in the field of intrusion
detection. The investigation of the models will be carried out
in three important stages. "The primary section discusses the
function of Al-based models in identifying intrusions, the
subsequent section investigates the significance of component
choice in this space, and the concluding section discusses the
function of adaptable models in the field of intrusion
detection. H. Yang et al. [8] presented a novel and factual
model that makes use of Least Square Help Vector Machines
(LS-SVM) in order to recognise intrusions. This model
divides the data into subgroups that are not consistent with one
another. A delegate test will be selected from within this
subgroup in order to prepare the model. SVM-based intrusion
detection systems are incorporated into another comparative
SVM-based model for network intrusion detection models [9].
The most important Al methods have been implemented in a
number of the models, and those models also demonstrate
intriguing expectations. These models include hereditary and
fluffy calculation based models [10], grouping and k-closest
neighbour based models [11], IDS utilising Backing Vector
Machines (SVM) for preparation [12, 13], and a lot of other
similar models. These models additionally rely on signature-
based detection of intrusions in order to function well. In most
cases, they are made as twofold classifiers, and they are
prepared on both typical and irregular marks. Typical marks
are the ones that are used. It was determined that the models
were computationally incomprehensible, which resulted in
significant time requirements. A model of IDS with several
layers was suggested [14]. This is a component choice based
model, which considers attacks to be layers and selects
highlights for each of the layers in order to construct the
detection model. It was proposed [15] to use an ongoing-based
irregularity detection model for the purpose of network
intrusion detection. Keeping up with adaptive mark databases
that are not difficult to renew and reproduce under continuous
settings is essential to this concept. In addition to this, the
model suggests a multi-objective component determination
method for the practical selection of attributes that will result
in increased levels of precision. An earlier version of this
model that deals with the detection of intrusions on systems
that have been implanted was proposed [16]. The study [17]
presents a proposal for a staggered intrusion detection
paradigm that is based on peculiarity detection. A comparable
methodology for the detection of peculiarities based on trees
was suggested [18]. In order to identify intrusions, this model
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relies on a combination of calculations based on the Firefly
and Hereditary algorithms. There was a proposal made for a
grouping-based intrusion detection approach [19]. The Semi-
Directed Multifaceted Grouping Model (SMLC) that was
proposed in this work makes use of named data in some
capacity for the preparation process, which enables an
adjustable detection procedure. Other semi-directed intrusion
detection models include a group-based IDS Al- [21], a
normal neighbour based model [22], and a semi-regulated
model [20].

The models make use of fundamental techniques, which
leads to diminished performance when applied to unbalanced
data. The author [23] made a suggestion for a model that
handled imbalances in the IDS. This is a real-time model that
is based on clustering and use the RIPPER algorithm for the
detection procedure. The research [24] presented a model with
a similar structure that was based on the RIPPER algorithm.
The study [25] presented an idea for an intrusion detection
model that was based on principal component analysis (PCA).
This paradigm is a profiling-based one, and it constructs
profiles by making use of the intrusion signatures. Because
this model is based on several classifications of classes, it is
intended to recognise a wide variety of intrusion signs so that
it can provide accurate categorizations. The study [26]
presented a proposal that included an in-depth investigation of
the classification models that can be utilised for intrusion
detection in the most efficient manner.

An efficient methodology for the selection of features has
been proposed [27] for use with the KDD CUP 99 dataset. The
programme was able to make fairly accurate predictions
despite having only six characteristics to work with. In a
similar vein, the Flexible Neural Trees model [28] was able to
attain an accuracy of 99.19% with just four features. A model
for the identification of intrusions that was written in A C#
was suggested [29]. Using this method results in the creation
of a packet sniffer that has the capacity to effectively gather
packets from an interactive TCP session and inspect them.
Attackers will frequently engage in packet chaffing whenever
they are dealing with models of packet sniffers. Researchers
can more easily identify these types of packets with the help
of the model, which works by injecting more packets into the
network. The study [30] presented a strategy for identifying
stepping stone intruders in their research. This model is
responsible for carrying out the process of intrusion detection
by contrasting the contents of a host's incoming and outgoing
traffic packets. When the contents are examined, the model is
evaluated to determine whether or not it can serve as a
stepping stone. Because of this, it is possible to make a clear
distinction between a typical packet and an invasive packet.
On the other hand, if the packets are encrypted, this paradigm
for detecting intrusions may not be successful. Because of
this, inspecting packets cannot be called a model that is 100
percent reliable for spotting invasions. The research [31]
presented a model for the identification of intrusions that was
very comparable. The stepping stone attack has also been
suggested as being detectable by using this concept. In
contrast, this model identifies the packet source based on the
timestamp, size, and sequence number of the data packets
rather than by inspecting the contents of the packets
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themselves. Even after they have been encrypted, these
parameters are still legible; hence, this model is seen to have
superior performance when compared to the model that came
before it. Examining the information included within the
packet header was also the subject of a suggestion made by
[32]. Both [33] and [34] presented an additional method that
makes use of the information regarding the packet count in
order to identify the stepping stone assault. When it comes to
fending off stepping stone attacks, connection chain
difficulties are seen as being among the most important
components. The author [35] presented a model that
determines the stepping stone attack by estimating the length
of the connecting chain as a starting point for the calculation.
The study [36] presented a model with the aim of precisely
determining the connecting chain more of the time. Even
while these methods assist cut down on the amount of time
needed for training and detection, because they are unable to
properly deal with concept drift, they are not ideal for real-
time intrusion detection.

I1l. METHODOLOGY

Detecting an intrusion into a system typically entails
searching through a vast repository for intrusion signatures
that are particularly sophisticated. For this purpose, a
complicated model that recognises these signatures is
required. This research provides a neural network model that
is based on deep learning and has the capability of performing
efficient intrusion detection on network transmission data. The
Multi Layered Deep Learning Network that has been
suggested is a deep learning network since it is made up of a
number of hidden processing layers at various depths across
the network. It was discovered that detection through the use
of the deep network exhibited effective performances when it
came to detecting the intrusion signatures.

A. Multi-Layered Deep Learning Networks (MLDN)

In this paper, a Multi-Layer Deep Learning Network
(MLDN) model is presented for the detection of intrusions in a
timely and accurate manner. The neural network is one of the
primary models that is utilised in the quest to make accurate
forecasts. Deep network intrusion detection is capable of
identifying a great number of intrinsic patterns, in addition to
addressing issues of data imbalance and concept drift. The
deep learning architecture that has been proposed for use in
intrusion detection is broken down into four distinct stages.
These stages are data pre-processing, data separation, network
development, and model fitting. Fig. 1 illustrates the
suggested model's design, and the corresponding pseudocode
may be found below.

Architecture of the Algorithm for the MLDN:

1) Input transaction data.

2) Perform  data  pre-processing to
inconsistencies.

3) Separate the data into three categories: training, testing,
and validation.

4) Construct the neural network using the input data as a
basis.

a) Create Layer and assign activation function.

eliminate
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b) Determine Epoch.

c) Assign Learning rate.

d) Assign Optimizer and Loss function.

e) Data Shuffling.

f) Create Layer and assign activation function b.

5) Get the process of network training off the ground.

6) Validate the trained model by using the data from the
validation.

7) Using the results of the tests, determine the final
forecast.

B. Data Collection

The model has been validated through the utilisation of
industry-standard benchmark datasets such as NSL-KDD,
KDD CUP 99, and Koyoto 2022+ datasets.

C. Data Pre-Processing Phase

In most cases, neural networks are unable to effectively
manage all of the different types of data that are incorporated
into network data. They are only able to deal with data of the
double type, and they require all of the data to fall within the
same range in order for it to be relevant to both sets of
characteristics. These criteria are dealt with during the pre-
processing phase. The procedures that were carried out during
the pre-processing phase are illustrated in Fig. 2. Data
normalisation follows data imputation. One of the necessary
pre-processing steps that must be completed before working
with real-time data is known as data normalisation. The
operational nature of machine learning models makes it
necessary to implement a significant amount of
standardisation.

Trained Model Creation and
Weight Assignment

Fine-tune Weights based on
Optimizer Function

Not Validated

Validated

Trained Model

Final Prediction

Fig. 1. Proposed MLDN architecture.
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Input Transaction Data

'

Data Analysis and Cleaning

Data Imputation

y

Data Normalization

Fig. 2. Data pre-processing.

Every machine learning model has the tendency to fit
functions to the data that is provided. In most cases, the
weights that are applied to an attribute are what decide the
level of relevance that the attribute has. The process of fitting
the functions has a tendency to become more difficult when
the training data comprises values that fall within a wide range
of values. If any of the attributes include significant values,
this will ultimately result in the actual value being the one to
determine the significance of the variable. Because of this, the
weights that were assigned are likely to be useless. As a
consequence of this, it becomes vital to transform all of the
data into comparable ranges so that consistency can be
achieved throughout the process of prediction. The three
normalising techniques that are employed the most frequently
and extensively are the min-max normalisation, the z-score
normalisation, and the decimal scaling. The original data
range is transformed in a linear fashion with the application of
the Min-Max normalisation. This is demonstrated by:

o x—min(4) _
= (max(A)— min(A)) * (D C) tC (1)

where "Xx" represents the normalised value and "X
represents the actual value of the attribute A. The data will be
scaled between the predetermined limits [C, D], which are
denoted by the letters C and D. Another method that can be
utilised in the normalisation process is known as the Z-score
normalisation method. The data are normalised between the
intervals of 0 and 1 using this model. This follows logically
from the formula.

' xi— A
Xi = std (4) ©)
where xi' and xi are the normalised and actual values of the
attribute A, A is the mean value for the attribute A, and std(A)
is given by where xi' and xi are the normalised and actual
values of the attribute A.

std(A) = J

where "n" refers to the total number of rows or instances
contained inside the data. The decimal scaling approach is the
simplest one, and it yields results that are dependent on both
the current value and the highest value that can be found in the
property. This is demonstrated by

1
(n-1)

X, (o — A)? @)
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= X
X'= o 4)

If X' represents the normalised value, x represents the
actual value of the attribute A, and j represents the number of
digits that make up the highest possible number in the variable
A.

For the purpose of normalisation, this study makes use of
Min-Max Normalization because it provides the benefit of
being able to set both the minimum and the maximum values.

D. Data Segregation Phase

Now that the data have been standardised, the models may
be trained using them. On the other hand, it is essential to keep
in mind that model validation is a requirement that must be
met by any machine learning model. Because of this, the
normalised training data is separated into three distinct
components: the training data, the testing data, and the
validation data. The data is divided in accordance with the
proportions 7:2:1. Seventy percent of the total data set is used
to sample the training set, twenty percent of the total data set
is used to sample the test set, and ten percent of the total data
set is used for validation purposes. After the data have been
separated, the training data will be utilised in order to
construct the trained model.

E. Network Construction Phase

During this phase, a deep neural network model is utilised
to facilitate the efficient identification of intrusion signatures
derived from the transmission data. In order to construct the
neural network, the deep learning library known as Keras was
utilised. A neural network, often called an artificial neural
network, is a network of neurons that collaborates to perform
effective machine learning. Neural networks are also
sometimes referred to by its other name, natural neural
networks. Neurons, often referred to as perception, are the
individual processing pieces that are used to construct neural
networks. As can be seen in Fig. 3, a single neuron has
numerous inputs coming into it, but it only produces a single
output.

Fig. 3. Neuron: A view.

On the other hand, these inputs cannot be independently
acted upon. As a consequence of this, the relative significance
of each input is reflected in the weights that are assigned to it.
Real numbers (w1, w2,...) are the typical notation used to
express weights. The output of a neuron is often a weighted
aggregate of the neuron's input value and the weights that
accompany that value. This is demonstrated by

Output = @ Y1, w; X; (5)
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where “the activation function, w and x are the weights and
inputs of the neuron”, and the symbol for the activation
function. An input layer, one or two processing or hidden
layers, and an output layer are the typical layers that make up
a neural network. In most cases, the network also contains an
output layer. Each layer is made up of multiple neurons, each
of which is responsible for processing the information
received in that layer and producing the appropriate outputs.
Fig. 4 is an illustration that provides a general representation
of a neural network.

inputs

\ » output
-

Fig. 4. A simple neural network.

Every layer in the network operates based on the input that
was provided by the layer that came before it, carries out
operations as specified by Eq. (5), and then passes along its
output to the layer that comes after it. One variety of artificial
neural network is known as a deep neural network. This
network has several hidden layers within its structure. The
technique of running a deep neural network is identical to the
process of running an artificial neural network; however, the
addition of more layers results in the provision of improved
prediction capabilities on vast and difficult situations. They
are typically utilised in fields that call for the analysis of
massive amounts of complex data that contain a number of
properties. Because the field of network intrusion detection
entails the processing of massive volumes of data with
complicated patterns, a deep neural network would be an
effective solution to the issue. Keras is a deep learning
package that is open source and based on the programming
language Python. It makes it possible to create neural
networks. The fact that Keras is a high-level library means
that it can simply and efficiently integrate with a number of
different low-level systems. This is the primary benefit of
using Keras. In its current state, Keras is compatible with
TensorFlow, Theano, MXNet, and Microsoft Cognitive
Toolkit. Keras is typically combined with low-level base
libraries like as TensorFlow and Theano. These are the two
most popular low-level base libraries. The fact that Keras was
designed from the ground up to be extensible, modulatory, and
minimalistic is undoubtedly its most significant selling point.
When used with TensorFlow, Graphics Processing Units
(GPUs) can also be used in conjunction with Tensor
Processing Units (TPUs) for improved and more rapid
processing. This is yet another advantage of the Keras
framework, which was developed with the facilities to include
GPUs from the start.

Both the sequential API and the functional APl can be
used to construct Keras models. The sequential API is the
more traditional method. Models can be built layer by layer
using the sequential application programming interface. This
type is suitable for the vast majority of the applications that
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are now available. Nevertheless, the approach does not
perform very well when used to applications that share layers
or that have several inputs or outputs. The functional API
makes it possible to create networks that are more adaptable
and diverse. It enables connections with layers at any level,
which in turn makes it possible to create networks with a
greater degree of complexity. Image processing, audio and
video processing, and natural language processing are just few
of the applications that typically make use of them. To
construct the network, this work makes use of the sequential
Application Programming Interface.

The neural network model is constructed with the help of
the sequential application programming interface. An input
layer, several hidden layers, and an output layer make up the
network. Each of these levels is sandwiched between two
other layers. In this particular investigation, the learning rate is
0.3. The rate at which the model must advance in order to
become closer and closer to the correct response is known as
the learning rate. A slower rate of convergence is indicated by
smaller numbers, while a faster rate of convergence is
indicated by larger values. Larger values may cause the model
to bypass the optimal solution. As a consequence of this, it is
necessary to identify the option that offers the highest value
taking into account the circumstances. At this time, level 50
has been selected for the period. Epochs are the intervals of
time during which the neural network model is provided with
training data so that it can acquire new skills. Higher epochs
produce better models. On the other hand, extreme care needs
to be taken to prevent the model from being overfit. The
parameters that were utilised are detailed in Table I.

TABLE I. NEURAL NETWORK PARAMETERS
Parameter Value

Network Type Sequential

Batch Size 64

Epochs 50

Learning Rate 0.1

Shuffle True

Validation Data Provided

Optimizer Adam

The data that is being sent to the neural network has been
shuffled to ensure that it is not arranged in any particular way
before it is sent there. The network will benefit from this in
the form of generic training. The validation data has been
added to the network in order to ensure accurate prediction
and also to prevent the network model from being overly
tailored to the data. In order to perform the process of
iteratively adjusting the weights of the neural network model
depending on the data, an Optimizer algorithm is required to
be utilised. The Adam optimizer is utilised right here. The
Stochastic Gradient Descent algorithm has been expanded
upon in order to create the Adam optimizer. The learning rate
determines the level of update that is available. In order to
generate adaptable learning rates, the algorithm modifies the
levels of the learning rate at increasingly frequent intervals
throughout the training process. This helps in better
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identifying the best possible solution to the problem. As a
result, the Adam optimizer continues to be one of the
optimizer algorithms that is utilised the most in neural
networks.

The neural network that is suggested will have different
layer configurations constructed into it depending on the
dataset that is being analysed. It is intended for each of these
layers to have a substantial thickness. When all of a layer's
nodes are connected to all of the nodes of the layer that
follows it, we refer to that layer as dense. This contributes to
the construction of a network that broadcasts all of its
discoveries to every accessible node on the network.

The input layer is the first layer that is created. The total
number of attributes that are included in the training data is
typically used to determine how many nodes should be present
in the input layer. The model that has been proposed is made
up of two discrete levels. Multiple neurons are incorporated
into the design of the hidden layers. In this particular
experiment, the successive layers each make use of 100 and
50 neurons. One neuron is present in the output layer that
comes last. Since the issue that is being worked on is a binary
classification issue, it would be sufficient to use a single
neuron that was programmed with the output probability.

In addition to these qualities, activation functions are an
extremely important factor in determining the effectiveness of
the neural network. The activation function of a node in a
neural network is what decides what the output of that node
will be given the set of inputs for that node. This output is
used as an input by the node that is located on the layer below.
In most cases, the value that is produced by an activation
function falls somewhere in the range of 0 to 1 or -1 to 1.

The activation function that is used is what determines the
actual output that is produced. Other activation functions are
available, however the sigmoid (Shown in Fig. 5), hyperbolic
tangent (tanh), Rectified Linear Units (ReLU), and linear
activation functions are the most frequent ones used in neural
networks. Other activation functions are also available. In
most cases, the sigmoid activation function has the form of the
equation below:

1
f(x) - 1+exp(—x) (6)
12 T T T T T T
1/(1+exp(-x))
1 —
0.8 |- / .
/
0.6 - / 4
/
0.4 | / J
//‘
0.2 / -1
O S —— ~ -
_02 il 1 il 1 1 1 1
-6 -4 -2 0 2 4 B

Fig. 5. Sigmoid activation function.
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The range of the curve, which is S-shaped, is between 0
and 1, and the range of the curve itself is between 0 and 1. The
fact that this function's range is [0, 1], which makes
optimization more difficult, is the function's primary
drawback. Because of its slow convergence, it is particularly
well-suited for issues involving binary categorization. It has a
problem with the gradient disappearing into nothingness. The
activation function of the hyperbolic tangent, abbreviated as
tanh, takes the form

flx) = =229 (7)

1+exp(—2x)
tanh(x)

1.00

0.50

-4.00  -2.00 0.00 2.00 4.00 X

Fig. 6. TanH activation function.

R(z) =max(0, z)

-10 sy 0 5 10

Fig. 7. ReLU activation function.

The ReLU function ranges between 0 and 1 (Fig. 7). It
provides six times better convergence compared to TanH. The
model is recommended for usage in intermediate layers, as it
might lead to dead neurons if the input contains negative
values. In the proposed approach the input and hidden layers
use ReLU activation function, while the output layer uses
linear activation. The S curve can also be seen in this
function's plot. On the other hand, the output values are in the
range of -1 to 1. This makes it much simpler to perform
optimizations. However, this function also has a problem
called vanishing gradient, which makes it difficult to evaluate

(Fig. 6).

The phenomenon known as the "vanishing gradient
problem™ typically occurs in models such as neural networks
that permit the backpropagation of errors. The fact that errors
are typically calculated in the final output layer is the most
significant problem. As a result, the layer that comes
immediately before the final layer is responsible for handling
the faults that have the greatest impact. However, despite the
fact that faults are passed on to early layers, each layer is
responsible for handling problems and only passes on errors
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that are still present to subsequent layers. As a consequence of
this, the earliest layers do not typically get a significant
amount of influence from the faults. Because of this, the early
layers are the ones that take the most time to train. On the
other hand, the early layers are the ones in charge of
recognising fundamental patterns, which serve as the
fundamental constituents of the neural network model. The
whole neural networks model converges more slowly as a
consequence of this issue. This problem was addressed with
the development of the ReLU function. This is the form it
takes.

F. Model Fitting Phase

The building of a functional model or architecture is
required before the neural network can be created in the phase
that came before this one. Fig. 8 depicts the order in which an
artificial neural network model is developed and put into
operation. The process of model fitting is the activity that
actually carries out the training of the network. Before moving
on to the next step, the data is first partitioned into two distinct
sections: the data section and the labels section. The data part
contains the attributes, with the exception of the class
attribute; the class attribute is located in the labels section. The
data from the training session are input into the neural network
model so that it can perform the necessary analysis. The epoch
value determines the total number of training iterations that
the backpropagation network undergoes before being
considered fully trained. The training continues until an error
rate that meets the requirements is achieved. The data that
needs to be forecasted is sent over this network, and then the
conclusions drawn from those predictions are obtained.

Sequential Model Creation

Layer Creation

Appending Layer to the
Sequential Mode|

¥

Azsignment of Loss and
Optimizer Functions

Fig. 8. Neural network operational sequence.

IV. RESULTS AND DISCUSSION

Python and the Keras library suite were used to create the
MLDN architecture that has been presented. The model has
been validated through the utilisation of industry-standard
benchmark datasets such as NSL-KDD, KDD CUP 99, and
Koyoto 2022+ datasets. The network is constructed with the
help of Sequential API, and then the layers that make up the
neural network are added. To properly analyse each dataset, a
unique network architecture will need to be developed. Tables

11, 111, and IV present the structures that were developed for
each of the datasets that were utilised.

TABLE II. NEURAL NETWORK CONFIGURATION FOR NSL-KDD
Layer Activation Input Output No. of
(Type) Function Dimension Shape Parameters

Input .

(Dense) Linear 41 (None,80) 3360
Processing

1 (Dense) ReLU 80 (None,100) | 8100
Processing

2 (Dense) ReLU 100 (None,50) 5050
Processing

3 (Dense) ReLU 50 (None,50) 1530
Output .

(Dense) Linear 30 (None,1) 31
Total No. of Parameters 18,071
Trainable Parameters 18,071
Non-trainable Parameters 0

TABLE I1l.  NEURAL NETWORK CONFIGURATION FOR KDD CUP 99
Layer Activation Input Output No. of
(Type) Function | Dimension Shape Parameters
Input (Dense) | Linear 38 (None,50) 1950
Processing 1 | pe 50 (None,250) | 12,750
(Dense)
Processing 2 | po) 250 (None,100) | 25,100
(Dense)
Processing 3 | pey 100 (None,50) 5050
(Dense)
Output .
(Dense) Linear 50 (None,1) 51
Total No. of Parameters 44,901
Trainable Parameters 44,901

Non-trainable Parameters

0

TABLE IV.  NEURAL NETWORK CONFIGURATION FOR KOYOTO 2022+
Layer Activation Input Output No. of
(Type) Function Dimension Shape Parameters
Input .
(Dense) Linear 18 (None,50) 950
Processing
1(Dense) ReLU 50 (None,200) | 10200
Processing
2(Dense) RelLU 200 (None,100) | 20220
Processing
3(Dense) ReLU 100 (None,20) 2020
Output .
(Dense) Linear 20 (None,1) 21
Total No. of Parameters 33,291
Trainable Parameters 33,291
Non-trainable Parameters 0
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Fig. 9 presents the results of an evaluation of how well the
suggested MLDN maodel performed on the NSL-KDD, KDD
CUP 99, and Koyoto 2022+ datasets in terms of their
respective ROC charts. The False Positive Rate (FPR) is
represented by the x-axis, and the True Positive Rate is
represented by the y-axis in this graph (TPR). It is anticipated
that an effective model will demonstrate high levels of TPR
while exhibiting low levels of FPR. After the points have been
plotted, the graph demonstrates that the suggested model has
ROC curves that are located at the (0, 1) or top-right position.
This indicates that the proposed model is effective. Fig. 10
depicts the PR curve, which represents the accuracy and recall
levels of the proposed model over all three datasets. An
efficient model should display high values on the x-axis for
recall and also display high values on the y-axis for precision
(y-axis). The graph that represents the PR plot demonstrates
that all three datasets have high levels of accuracy and recall,
which demonstrates that the suggested model has a high level
of prediction performance.

On the NSL-KDD, KDD CUP99, and Koyoto 2022+
datasets, the values that were obtained for a variety of
performance measures such as FPR, TPR, Recall, and
Precision, among others, are provided in Table V. The MLDN
model that was proposed has levels of TPR and Precision that
are extremely high, which is an indication of its effectiveness
in predicting intrusion signs. In a similar vein, a high TNR
level is indicative of the fact that the presented model
demonstrates excellent prediction efficiency when it comes to
anticipating normal transmission signals. In a similar vein, low
FPR and FNR levels of less than one percent imply that the
model has exceptionally low levels of incorrect predictions.
As a result of this, it is abundantly clear that the MLDN model
that was proposed is efficient and offers good performance.

ROC Curve

[ 0.4

0.2 0.4 0.5 0.8 1
FPR

NSL-KDD - KCD CUP 99 Koyoto 2006

Fig. 9. ROC curve comparison of MLDN.

PR Curve

Recall

NSL-KDD

KDD CUP 99

Koyoto 2006

Fig. 10. PR curve comparison of MLDN.
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Alterations were made to the settings of the parameters,
and a sensitivity analysis was carried out on each of the three
datasets in order to determine how the learning rate and the
number of epochs affected the results. During the study,
multiple parameter pairs were employed, and the accuracy that
was acquired for each parameter combination was used during
the analysis.

Table VI contains the acquired results for perusal. Within
the first five sets, the learning rate is manipulated while the
epoch is held constant (P1 to P5). It was possible to see that,
as the learning rate was decreased, the performance on all tree
datasets tended to decline to some degree, and this tendency
increased as the learning rate was decreased further (P1 and
P2). The learning rate is decreased, and as a result, the model
takes increasingly minute steps in the direction of the best
answer. As a result, 50 epochs were insufficient to accomplish
the goal of achieving convergence. Taking the example of
P11, where the number of epochs is increased, demonstrates
that the model was able to reach convergence. When the
learning rate is increased, such as in P4 and P5, the results
demonstrate a decrease in performance.

TABLE V. PERFORMANCE ANALYSIS OF MLDN
Measures NSL-KDD KDD CUP 99 Koyoto 2022+
FPR 0.001934 0.001254 0.005605
TPR 0.991718 0.998519 0.93578
Recall 0.991718 0.998519 0.93578
Precision 0.997917 0.995079 0.953271
TNR 0.998066 0.998746 0.994395
FNR 0.008282 0.001481 0.06422
Accuracy 0.995 0.9987 0.988012
F-Measure 0.994808 0.996796 0.944444
AUC 0.994892 0.998632 0.965087
TABLE VI.  SENSITIVITY ANALYSIS RESULTS
Parameter | Learning Epochs NSL- KDD CUP Koyoto
Set Rate KDD 99 2022
P1 0.1 50 0.94 0.937 0.913
P2 0.3 50 0.97 0.959 0.944
P3 0.5 50 0.995 0.999 0.979
P4 0.7 50 0.991 0.999 0.973
P5 1 50 0.89 0.926 0.851
P6 0.5 10 0.72 0.69 0.583
P7 0.5 25 0.79 0.829 0.811
P8 0.5 70 0.995 0.999 0.979
P9 0.5 100 0.995 0.999 0.979
P10 0.5 200 0.995 0.999 0.979
P11 0.3 200 0.995 0.999 0.978
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This is because an increased learning rate results in big
steps, and as a consequence, the model has a tendency to miss
the ideal convergence point. Epochs are changed while the
learning rate remains the same in parameter sets P6 to P10. It
is clear from the reduced epochs (P6 and P7) that the model is
not being given a long enough period of time to converge. As
a result, the highest possible degree of precision is not
achieved. The highest levels of precision can be attained when
the period is advanced to 50 (P3) and beyond (P8 to P10). It
has been noticed that using 50 epochs provides the highest
level of accuracy. After reaching this point, increasing the
number of epochs will have no effect on the performance
because convergence will have already been reached by that
point.

It is possible to summarise that the rate of learning plays
an essential part in the achievement of successful results. It is
vital to locate the best convergence level and the sweet spot
that corresponds to it. Any number less than this point
necessitates additional time for the model to converge, and
any value greater than this point will cause the model to miss
the point at which it converges. Epochs represent the number
of times that the training data should be iterated through by
the model in order to reach convergence. If there are fewer
epochs than necessary, the model will not have enough time to
converge, and if there are more epochs than necessary, there
will be an additional time overhead with no improvement in
performance. In addition to that, it will also result in
overfitting, which is why it ought to be avoided. Comparisons
are made between the HBM model proposed in Part 3 and the
APID model proposed in Part 4 in terms of TPR, TNR,
Precision, F-Measure, and AUC on the NSL-KDD, KDD CUP
99, and Koyoto 2022+ datasets, which are depicted in Fig. 11
to 19.

A comparison of TPR, TNR, Precision, F-Measure, and
AUC on NSL-KDD data demonstrates that the MLDN model
exhibits better prediction levels when compared to APID and
HBM (Fig. 11 to 13). This is shown by the fact that the
MLDN model has a higher AUC.

NSL-KDD

alue
i -

Fig. 11. Comparison of TPR and TNR of MLDN, HBM and APID on NSL-
KDD.

NSL-KDD

HEBM LD

APID

MSL-KDD

Techniques

m Precision mF-Measure

Fig. 12. Comparison of precision and F-Measure of MLDN, HBM and APID
on NSL-KDD.
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Fig. 13. Comparison of AUC of MLDN of MLDN, HBM and APID on NSL-
KDD.
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Fig. 14. Comparison of TPR and TNR of MLDN on KDD CUP 99.
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Fig. 15. Comparison of precision and F-Measure of MLDN on KDD CUP 99.
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Fig. 16. Comparison of AUC of MLDN on KDD CUP 99.

Analysis of performance on KDD CUP 99 dataset shown
in Fig. 14 to 16 demonstrate that in comparison to the APID
model, the performance of the MLDN model that has been
proposed is superior. In contrast to this, the performance
levels demonstrate a marginal drop of 0.1% when measured
against the HBM model. The levels of reduction are so
negligibly very low that they can be ignored as a result.
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Fig. 17. Comparison of TPR and TNR of MLDN on Koyoto 2022+.
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Fig. 18. Comparison of precision and F-Measure of MLDN on Koyoto
2022+.
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Fig. 19. Comparison of AUC of MLDN on Koyoto 2022+.

When compared to the other models, the performance of
the proposed MLDN model on the Koyoto 2022+ datasets
shows a slight decrease in the performance with respect to
certain metrics such as TPR and F-Measure. Even in this case,
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the reductions are extremely minimal and, as a result, are
insignificant.

Table VII provides a tabular representation of the
performance comparisons that were made. The table
demonstrates that the overall performance of the proposed
models was found to be high and effective, despite the fact
that there are slight reductions and elevations in the
performance levels of the proposed models.

Table VIII presents a comparison of the amount of time
spent training and testing the APID, HBM, and MLDN
models. Training is carried out using 70 percent of the records
contained in the data, while testing has been carried out using
30 percent of the records across all of the datasets. The HBM
model has the most efficiency with regard to its use of time,
followed by the APID model and then the MLDN model.
Testing requirements for the MLDN model are always less
than one second, which is a low requirement that corresponds
to a real-time prediction scenario. The training requirements
for the MLDN model are quite high. In addition, the little
increase in the amount of time needed could be neglected due
to the significant boost in terms of performance, which would
make the MLDN model the most effective performer when it
comes to the detection of intrusions in networks.

The results of a comparative analysis of the proposed
MLDN model with the HBM model, the APID model, and
models proposed by [5, 6], [7], [8], and [9] are shown in Fig.
20 to 22. This analysis compares the proposed MLDN model
with the HBM model and the APID model.

In comparison to other models that are currently available
in the literature, the suggested models have a higher level of
accuracy in their prediction, as shown in Fig. 20 to 22. The
MLDN model produces the best results in terms of
performance, followed by the HBM model, which delivers the
results with the next best performance. After this comes the
APID model, and after that comes the models that already
exist in the literature.

TABLE VII. PERFORMANCE COMPARISON OF APID, HBM AND MLDN
NSL-KDD KDD CUP 99 KOYOTO 2022+
Measures
APID HBM MLDN APID HBM MLDN APID HBM MLDN
TPR 0.99 0.99 0.99 0.99 1.00 1.00 0.98 0.88 0.94
Precision 0.99 0.99 1.00 0.99 1.00 1.00 0.94 0.88 0.95
TNR 0.97 0.99 1.00 0.97 1.00 1.00 0.99 0.99 0.99
Accuracy 0.99 0.99 1.00 0.99 1.00 1.00 0.99 0.98 0.99
F-Measure 0.99 0.99 0.99 0.99 1.00 1.00 0.96 0.88 0.94
AUC 0.98 0.99 0.99 0.98 1.00 1.00 0.99 0.93 0.97
TABLE VIII. TimMe COMPARISON OF APID, HBM AND MLDN
NSL-KDD KDD CUP 99 Koyoto 2022
Training (sec) Testing (sec) Training (sec) Testing (sec) Training (sec) Testing(sec)
MLDN 50 0.259 4 0.316 2 0.279
HBM 2.24 0.21 0.209 0.102 0.107 0.098
APID 2.42 0.302 0.257 0.108 0.0962 0.054
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Fig. 20. Comparison of accuracy of MLDN with state-of the-art models on
KDD CUP 99.
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Fig. 21. Comparison of accuracy of MLDN with state-of the-art models on
NSL-KDD.
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Fig. 22. Comparison of accuracy of MLDN with state-of the-art models on
Koyoto 2022+.

A tabular representation of the findings is presented in
Table IX. The best results are highlighted in bold below. It
was found that the proposed models performed better than all
of the existing models that were researched and used as a
point of comparison in the literature. In general, methods are
constructed with data as their foundation. When utilised with a
wider variety of data, such data-specific models are unable to
generate results that are beneficial. This particular illustration
could be effectively noticed in models from the literature,
where models perform better in certain cases while performing
worse in others. Because the models that are provided are
generic, it is possible to see that the proposed model performs
well regardless of the dataset that is being used. This is
because the offered models are general.

Vol. 13, No. 12, 2022

TABLE IX.  PERFORMANCE COMPARISON WITH STATE-OF-THE-ART
MODELS
KDD
Technique Accuracy
APID 0.99
HBM 1.00
MLDN 1.00
CANN 0.99
LMDRT-SVM 0.99
LMDRT-SVM2 0.99
NSL-KDD
Technique Accuracy
APID 0.99
HBM 0.99
MLDN 1.00
LMDRT-SVM 0.99
LMDRT-SVM2 0.99
TVCPSO-SVM 0.98
TVCPSO-MCLP 0.97
OS-ELM 0.98
Koyoto 2022+
Technique Accuracy
APID 0.99
HBM 0.98
MLDN 0.99
OS-ELM 0.96
LMDRT-SVM 0.98
LMDRT-SVM2 0.98

V. CONCLUSION

The initial work provides the Adaptive Parallelized
Intrusion Detection (APID) model, which is utilised for
finding intrusion signs from data that is sent within a network.
This model was developed by the researchers. The
transmission data that is later sent to the model is first
subjected to pre-processing, and then training bags are
produced. The training data bags are then given to the learners
at the basic level. The training for every base learner is
determined by the training bag that is given to it. The learner
that demonstrates the best prediction rates in terms of normal
data prediction and in terms of the best overall prediction is
determined to be the basic learner.

The final predictions are obtained by utilising heuristic-
based combiners, after which the test data are forecasted by
using all of the basic learners. After that, the ensemble is
retrained based on the false predictions to produce an adaptive
model that is capable of changing itself to produce better
predictions over the course of time. Despite the fact that the
model delivers impressive results, it is not appropriate for use
for processing large amounts of data because of the significant
computational cost connected with it. In the following
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contribution, a Heterogeneous Bagging based Model, or
HBM, is presented with the goal of reducing complexity
levels. This model features an improved bagging method that
makes it possible to detect intrusions both more quickly and
more accurately. The training data is divided up into various
bags that also overlap with one another. Both the Decision
Tree and Random Forest models are utilised here as the
foundation learners for the model. The bagging procedure is
altered in such a way that each data bag is made available to
both models. Each of the bags that are constructed gets its own
unique set of several pairs of base learners.

On the basis of these models, predictions are made, and
the results of those predictions are combined with the votes
from the voting combiner. While this model does a better job
of simplifying complex processes, its performance is
marginally inferior. A deep learning network-based intrusion
detection model, known as the MLDN, is presented as the last
contribution. This is done in order to improve efficiency. The
Keras library was utilised during the construction of the deep
learning model. In order to accommodate the specific
processing architecture of neural networks, the training data is
preprocessed and partitioned.

The network is built with various layers, and all of the
other necessary parameters for the network are configured
based on the data that is entered. Validation of the trained
model is accomplished by employing the validation data that
has been meticulously isolated for the sole purpose of
fulfilling this requirement. Standard benchmark datasets, such
as KDD CUP99, NSL-KDD, and Koyoto 2022+ datasets,
were utilised in the experiments that were carried out.
Comparisons were made with previously published models
that were already in existence. The analysis was carried out
using the existing standard performance metrics for classifiers,
which included TPR, FPR, TNR, FNR, Precision, Recall, F-
Measure, and Accuracy. According to the findings, the
proposed models appear to have superior performance levels
when compared to the standard models that are currently in
use.
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Abstract—The coloring of sketches has a constant market
demand in the area of research. The difficulty of the coloring
sketch outline is its lack of texture and color. Take footwear
design as an example, it is difficult for designers to complete a
colorful sketch in a limited time, so an artificial intelligence
technology for coloring shoes is required. Though we do not
build a new GAN, which is based on pix2pix. We try to integrate
the existing model in four ways, including generator,
discriminator, loss function and comparison. In this paper, given
a set of edges-to-shoes that have 50,025 shoe images, our
approach produces an image with vivid shoes images. Unlike the
recent research, our approach is not based on a unique
adversarial training. We show that shoe sketches can be
synthesized from simple lines by a GAN into a high-resolution
picture. In particular, we offer a new model to synthesize high-
resolution photo-realistic images of shoes, and apply a multi-
discriminator to train and distinguish the generated images. Our
model enables the shoe designer to benefit from the colorization
design.

Keywords—Footwear sketch; generative adversarial network;
image to image translation; colorization

l. INTRODUCTION

In the footwear industry, color sketch is a time-consuming
step in design period for designers. Creating a concept map of
colorful shoes requires a professional color, composition and
valid use of shade and texture. This process demands
experienced drawing expertise and a good sense of design
aesthetics. Even the experts would spend much time coloring
the sketches.

In the design process, designer may decrease the needless
hours if they overcome the colorization issues. As a result, a
standalone coloring system can be a suitable solution for the
footwear design industry. With the help of this system, the
newcomer can be inspired, while professors save more time on
color compositions of product sketches. This idea may totally
change the fundamental structure of product development,
which do optimize the industrial structure.

However, a lot of challenges remain to achieve this
process. At first it is hard for the machine to understand the
sketches of footwear which have innumerable drawing styles.
As well, footwear sketches have a limited expression. What’s
more, there is no guidance for a machine to make colorizing
decisions.

While deep learning in IT vision research is becoming a hot
topic, alternative learning-based methods have been developed.
For example, Mathias Eitz presented an interactive pattern

*Corresponding Author.

recognition system that can identify a human sketch object [1].
Christopher Hesse has operated an online system that can
generate cat images from the edges [2]. Although these
systems can successfully turn a user sketch into a colorful
object, such an application still cannot meet the designer’s
expectation. In addition, it is hard to shape high-resolution
images and images with details and texture. Due to the
limitation of an experimental topic, there are still has many
opportunities to make progress.

In this article, we propose a method that allows users to
enrich their design with hand-made shoes, color based on the
Generative Adversarial Networks (GAN). GANs can classify
the real or fake images, while forming a model that can
minimize the loss. We form our network on an open access
edge-to-shoes dataset using a new approach that creates high-
resolution images. Different from the previous results with
little detail and realistic textures, we explore a new, robust
adversarial learning method with multi-scale generator and
discriminator framework. This framework can produce a result
with better visual quality. In this process, we receive the result
with adversarial training rather than any loss by hand-made or
pre-trained networks. This method shows that it is possible to
improve the addition of perception losses from pre-trained
networks. What is more, a multi-discriminator allows a better
performance in training and alternative quantitative
comparison such as PSNR, SSIM and MSE can have a
thorough analysis of the coloring footwear results. Our
contributions may be summarized as follows:

1) We introduce a new method called local amplifier to
synthesize high-resolution photo-realistic images of shoes.

2) We consume the discriminator by extending the GAN
into a multiple framework while improving the adversarial
loss.

3) A quantitative comparison using the PSNR, SSIM and
MSE is included.

Il.  RELATED WORK

A. Generative Adversarial Network

In recent years, deep learning has unleashed another wave
of artificial intelligence. In particular, in the areas of image
recognition, the method based on deep learning [3, 4] has much
improved over traditional methods. Their accuracy rate is near
to or even greater than that of the manual identification.

The most typical task in unsupervised learning is an image
generation [5, 6], and the first image generation model based
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on deep learning is Autoencoder [7]. However, Autoencoder
do not have a specific link to measure the error between the
reconstructed sample and the real sample. The upgrade model
VAE, simply makes the generated images more similar to the
database images, instead of learning the generative paradigm
for obtaining new images.

A new architecture called the generative adversarial
network [8] attempts to resolve this problem. The standard
GAN model is made up of two parts, one generator and one
discriminator. It no longer updates the generator solely by
measuring the similarity between the generated image and the
actual image. However, it implements adversarial training
through a discriminator, so that the generator can learn then
latent picture mode. Meanwhile the distribution is nearer to the
distribution of reality.

Today, GAN has become the main model for picture
generation [9, 10, 11] and even unsupervised learning. It not
only occupies the mainstream in academia, but also has made
great achievements in fashion, advertising, audio and video
industries, etc.

B. Image-to-Image Translation

The conditional generative adversarial network [12]
highlights, automatic Image-to-Image translation, which
teaches input mapping to output images has been applied to
various tasks. For instance, generating photographs from
sketches [13] or attributes, semantic layouts [14]. Concretely,
the generative model of Image-to-Image translation has two
parameters or variants that are not parametric and distributes
with special algorithms. In an Image-to-Image translation task,
a generative model can utilize the distribution of the target
domain by generating perfect “fake” data which named
translated images to derive from the target domain’s
distribution [15]. Popular Image-to-Image translation methods
include two-domain and multi-domain [16]. First, two-domain
can solve problems like computer vision, image processing by
using image style transfer in photo editors to benefit from
autonomous driving and image colorization [17]. Secondly,
multi-domains focus on creating multiple outputs made up
different semantic contents or style textures.

In the future, Image-to-Image translation will increase in
resolution and generate variable outputs. And the researchers
will generalize the Image-to-Image translation methods within
the image field to other aspects such as text, language, speech
and also multimodal translation tasks.

C. Colorization

Colorization is a computer assisted method of adding color
to an image or film [18]. In 1987, Markle invents a colorization
process that paints at least one reference frame. It solved the
image problem of visual fatigue, by segmenting images into
regions and filling in colors.

In the past, coloring was a time-consuming task that
required a professional ability to paint. In order to better reduce
processing time of sketching as shown in Fig. 1, several
interactive technologies have been offered. Levin uses strokes
to both indicate the colors of positive pixels and colorized
images with optimization where similar pixels have similar
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colors [19]. Colorization technologies embrace that image
division can be well defined in a different space. Take
interactive manga colorization technology as an example,
several groups gather in a mensurable cluster before
colorization. Luan presents an interactive system through color
labelling and color mapping for greyscale images, in the
absence of complex texture grouping techniques that further
improve the system usability [20]. Cheng has a high-quality
comprehensive colorization method, but it needs to train on a
huge set of reference image data that contains all of the objects
[21]. Gupta introduced a sample-based solution to colorize a
grey image, adopting a quick cascade feature mapping scheme
to voluntarily match matches between reference and target
images. While the process still needs to prepare a color
example, which is semantically similar to the grey image [22].
In a word, automatic segmentation often failed to identify the
complex drawing color, especially the alternative colorized
selection of different experimental subjects. They have
multiple sketch lines and gray image feature. For instance, a
difference between fashion and sporty shoes. To solve this
problem, we are going to invent more and more techniques of
colorization.

Nowadays, we are making advances in colorization. The
machine can produce a colorful sketch with little mistakes
which is impossible in the previous time presented in Fig. 2.
Subversive colorization techniques such as CIC, LTBC,
Pix2pix and DC used CNNSs appear [23]. Generative coloring
designs extend the unconditional image generation to a better
vision. These optimization-based methods and learning-based
methods have put forward to successfully colorize line
sketches or grayscale photos. They can create dramatic color
images without any hand-made help.

In the coming years, especially in the field of coloring
sketches, increasingly efficient method will be taken. And the
object will be a variable that can inspire further investigation in
this direction in the generative modeling of the sketch.
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Fig. 2. Sketches manual colorization.
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I1l.  METHOD

To optimize outputs, we construct a conditional adversarial
frame to generate a high-resolution shoe image from line
sketches. Apart from generation, we use multi-discriminator
variants which increase the difficulty of the generator screening
sequence. Initially, a basic model of pix2pix is proven. Second,
we explain how to accelerate the image reality and resolution
of the picture with a GAN frame design. In addition, the
adversarial loss is also considered, which can stabilize the
training process.

A. The pix2pix Baseline

Pix2pix method is one of the extensions included in the
conditional GAN framework for image-to-image translation
[24]. The design framework composed of a generator G and a
discriminator D. In our research, the aim of our generator G is
to colorize the footwear line sketches to complete concept
images, while the discriminator D calculated with the purpose
of distinguish real images from the forger. The operation
consists of a supervised setting. To sum up, the training dataset
is provided as a pair of comparative images {(s;, X))}, where s;
is a purely footwear shape line sketch and x; is a corresponding
real photo. The purpose of conditional GANs is modeling the
assumed distribution of real shoe images by enriching the input
line sketches via the underlined minimax operation:

minmax £ (G, D)
G D 8 (1)
And the objection function Lgan (G, D) is given by:

£, (G.D)=E_ [logD(s.x)]+E [log(l- D(s.G(s)]  (2)
The pix2pix method applies U-Net as the generator [25],
simultaneously applies fully convolutional patch-base network
as discriminator [26]. We put a series of sketches of footwear
line and comparative image to the discriminator as our input.

B. Coarse-to-fine Generator

As the resolution of the training images is unstable and the
lesser quality, we further improve our pix2pix frame based on
the baseline above, the figure presented in Fig. 3. In the
beginning, we split the generator into two parts, named G, and
G,. Whereas G; is a global network of generators, G, has a
local network of multipliers. Below is an overview of G; and
G,. The overall generator network’s resolution is 256 x 256,
and the local multiplier network is calculated with an output
twice the size of the latter. To integrate a better product image
resolution, we can join local excess multiplier networks. For
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example, when using G; and G, as the generator sections, the
resolution of the final output image is G= {G;, G,} is 512 x
512. However, the resolution grew when G= {G;, G, Gz} is
1024 x 1024.

As a vital example of global generator, Johnson et al. [27]
constructed a neural network framework for 512 x 512 image
style transfer. The framework is composed of three parts
including GP, GPand GP. G represented a convolutional
front-end, G represented as a set of residual blocks and G®
represented a transposed convolutional back-end. The input of
the generator is a 256 x 256 image, and output of our process
operating three parts is an image of 256 x 256 in resolution.

Apart from global generator, the local enhancer network is
composed of three sections as well. And the components,
respectively named GY’, G, G . Firstly, G’ is called a
convolutional front-end. Secondly, G is called a group of
residual blocks, G’ is called a transposed convolutional back-
end. We use an input line sketch image to G, resolution of
which is 512 x 512. Comparing to the global generator, the
input of residual block G is made up of two feature
schedules, the output of G and the G . This manipulation
assists to synthesize the entire image information from G; to
G..

In our training course, we operate the global generator
before the local enhancer at a certain resolution. After adjusting
all the element, the global and local material for shoe line
sketches is assembled for image compound. It is obvious that
this image generates framework with two-scale is efficient
[28]. Other architectures with common usage can be found,
such as unconditional GANs or image generator.

C. Multi-scale Discriminators

It’s difficult for the GAN discriminator to generate high-
resolution images. In order to seperate the high-resolution real
and forger images, the discriminator should have a
comprehensive production program [29]. Aim to accelerate the
framework’s ability and decrease the overfitting, our process
commands an embedded network and larger convolutional
kernels. Our memory space usage, which has a high-resolution
image generate function should be large enough for training.

As a maintain problem, we address multi-scale
discriminators to cope with it in Fig. 4. We apply multiple
discriminators which have a definite network framework but
operate multiple image scales. It’s obvious that a multi-
discriminator which approximate max D V (D, G) can be a
good transfer to the generator.

Feature
Fusion

- Residual blocks
H;/,/ g r——
| .

Attention
Gate

G

2x downsampling

Fig. 3. Two sub-network generators, G, for low resolution images, G, for high resolution images appending to G; input and utilizing the last map from G;.
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Generator

Fig. 4. Multiple discriminators.

To provide a better source for generator, it’s necessary to
maximize G(V;). The discriminators are randomly presented,
gathering all the optimized V such as the stochastic gradient
ascent. max,e {1. N} V (Di, G) is the loss of the generator

which copes with the problem rendered by the non-convexity
of complexes V. In order to minimize the max forces G, we
must monitor all of the N discriminators. When we are
operating, maxDeD V (D;, G) doesn’t have countless

elements, so the above framework is complicated. However,
the quantity of the discriminator is still an effective factor.

For example, we construct three discriminators called Dy,
D,, Dz In particular, we collect the actual images and
compound at high-resolution images by several parts to create
a pyramid of image of three scales. All of the three
discriminators Dy, D,, D5 trained to seperate the real and forger
at three different scales. To analyze one of the three
discriminators, the discriminator that used the roughest scale
with the entire field, generating corresponding overall images.
Moreover, there is a discriminator with the role of enhancing
the finest scale that can produce more specific. This operation
allows the calculation to produce higher resolution images that
can be an optimized method. By comparing with the previous
equation, the multi-scale discriminators equation is:

0 i (3)

It has been shown that this is a useful method for using
multiple GAN discriminators on the same scale. Many
researchers have applied the multi-discriminator model to
synthesize a better image output [30]. And our purpose is the
production of high-resolution images.

D. Improved Adversarial Loss

Our former equation of the objection function LGAN (G,
D) has already improved the GAN loss. The steady operation
of this loss function helps to produce dramatic results at
multiple scales. The process identifies various characteristics of
the alternative layers of the discriminators in order to match
uncertain representation images. To increase completeness, the
following calculation formula is used:

L (G,D)= E(M)Z—H D" (5,6~ D" (s,G(s)) |]
N

' “4)

where T in the equation means the total quantity of layers

and Ni represents the sum of elements in layers. We use the
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discriminator related to perceptual loss, and we discuss how to
make more progress in operational performance. With the
combination of GAN loss and characteristic mismatch loss, the
equation is:

m@n((max Y.L (G.D )) +2), L (G.D, )j

G D.D D

k=123 k=12,

&)

In this equation, A is the critical point of two terms,
explaining that for loss LFM, Dk is a main extractor.

E. Quantitative Comparison Metrics

To better measure the quality of our experiment, we
conduct some evaluation on the synthesized images and true
label with these metrics below.

Firstly, SSIM is also a famous quality measurement for
testing difference between two image samples [31]. Wang
developed the SSIM for calculation related to the image quality
of the human visual system [32]. The difference of SSIM is its
applications of three factors apart from considering the addition
of all image error. The luminance comparison function
calculates the similarity of two samples’ luminance (1 [ig). The
contrast comparison function calculates the closeness of two
images’ contrast (o;64). And the structure comparison function
measures the correlation coefficients of image f and image g
noting that oy is the covariance. The SSIM index positive
values are in [0, 1].

The SSIM can be presented as:

Moreover, the | (f, g), ¢ (f, g) and s (f, g) It can be
described as follow:
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Secondly, MSE (Mean Square Error) is one of the most

popular applications which utilized the integrated sample

which measured by square intensity differences of various

images pixels [33]. In addition, MSE considers the whole

reference metric and the final score are better if it values closed
to 0. The equation can be defined as:

1 M ~nN [ :
st =35 () )]
MN (10)

Lastly, PSNR (Peak signal-to-noise ratio) is a common
coherence quality measurement for system operation especially
in the video or image sample. It is a simple metric that
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researchers utilize the method to evaluate and develop the
visual sample quality. Huynh-Thu et al. show that PSNR could
be a useful indicator when the content and codec have
analogue. However, the situation changed when the different
samples mix together [34]. It is said that the higher PSNR
value gains a higher visual sample quality, low quality results
from image otherness.

Sometimes noisy samples may affect our evaluation results,
and studies have shown that PSNR mixed with MSE have the
best performance of evaluating the quality of noisy samples.
For example, when applying image degradation PSNR value
presented between 30-50 dB for 8-bit data or 16-bit data. The
equation can be defined as (11) below, peak value (which we
denote by peakval in the equation below) means the maximum
of the image sample data. For an unsigned 8-bit integer data
type, the peakval is 255.

_ 2
PSNR =10log,  (peakval”) | MSE (1

IV. EXPERIMENT

A. Datasets

We perform our method on the Edges2shoes data set,
which has been obtained from the official Pix2Pix Datasets
directory from Pix2Pix Datasets [35]. The total data set is
50,025, one data pair contains an art line and the color image
corresponding to the art line. The task is to map the line art to
the color picture, such as the colorization task. To form a
model with enhanced generalizability, we randomly sampled
49,825 pairs of images from the original dataset as a training
set. After completing the model formation process, we need the
test set to evaluate quality, so that the remaining 200 data pairs
are used as the test set. Fig. 5 shows edge2shoes sample
training information:

B. Implement Details

Our model is improved from pix2pix [15], to check the
quality of the model generation, we compared with some
models in the colorization task. All of these methods are
performed using public codes and the Edges2shoes data set for
training and testing in the same experimental environment for
comparison purposes. We are experimenting on the computer
with an RTX 3090 with 24 GB GPU memory and the PyTorch
frame. The model parameters are optimized by the Adam
optimizer [36], whose hyper-parameters B; and f3, is set to 0.5
and 0.999, respectively. The training periods are 100 to ensure
the convergence of model weights can converge.

Our loss model includes multi-scale GAN loss and feature
mapping loss and the latter one plays a significant role in
making the training process more stable. We carry out a hyper-
parameter search on A in order to obtain the most effective
value for the model. We limit the lambda value between 1 and
10 since A will bring a blurred image. Fig. 6 shows that all the
metrics SSIM, MSE, PSNR achieve best at A = 5.
Consequently, we define A =5 in the training process.
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Fig. 5. Samples of edge2shoes in the training set.
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Fig. 6. SSIM, MSE, PSNR with different A selection.
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C. Comparison with state-of-the-arts

From the Table I, we can obtain that our ATTGAN method
achieved a significant improvement in SSIM with the SOTA
models. Regarding the performance of the PSNR metric for
image quality measurement, our method may outperform the
other models. In terms of MSE, our ATTGAN method can also
achieve the lowest score, which shows that the difference
between the image generated and the real image is smaller in
pixel. The visualization results can be shown in Fig. 7. It is not
difficult to see that our model can get different shaded areas
according to precise colors. But they also have local details.

D. Ablation Study

We conduct ablation studies on the Edges2shoes data set to
find out how the effectiveness of our upgrades are. From Table
I, we can see that all assessment measures are improved,
proving that all our improvements are effective. Among them,
the metric PSNR has the largest optimization effect.

Vol. 13, No. 12, 2022

TABLE II. PERFORMANCE WITH DIFFERENT COMPONENTS OF
TRANSLATION ON EDGE2SHOES DATASET
Components Evaluation Metrics
Attention | eawre Multi- PSNR SSIM MSE
Fusion scale D
x x x 20.1621 0.7192 3.6011
X x v 20.2112 0.7231 3.5813
v x x 20.1922 0.7205 3.5926
X v x 20.5721 0.7649 3.5387
v v v 20.8526 0.7881 3.4835

TABLE I PERFORMANCE WITH DIFFERENT METHODS OF TRANSLATION
ON EDGES2SHOES
Evaluation Metrics
Method
SSIM MSE PSNR
CycleGAN 0.5812 4.7832 16.1214
Pix2Pix 0.7192 3.6011 20.1621
NiceGAN 0.6374 4.5172 17.8964
ATTGAN 0.7881 3.4835 20.8526

=2~ ', & )

Sketch Line

True Colorization

Fake Colorization

Fig. 7. Examples of the Edges2shoes colorization by our model.

V. DISCUSSION

Here, we try to analyze the influence and importance of
several aspects in our experiment.

First of all, the results of the experiment prove that in
conditional GANSs are able to generate high-resolution images
of real footwear photos without any manual control or
preparation. The combination of perception loss can improve
the image generation results [37]. This approach is effective for
studies where the aim is to produce high-resolution image
results. At the same time, the researcher has benefited from this
method in which pre-training for the exam is prohibited.

What’s more, we used multiple discriminators in our GAN
network and developed discriminator features exchanging an
immersive opponent into effective filters. This GAN network
introduces the N-discriminator extension, called Generative
Multi-Adversary  Networks, which make automatically
progress in performance.

Third, the loss matching function fixes the formation where
the generator is required to produce image statistics at various
scales. This process improves the operational mechanism of the
loss function.

Finally, we examine the evaluation measure by PSNR,
SSIM, MSE. Treating the pix2pix method as a baseline, we
evaluate that ATTGAN has the best performance compared
with CycleGAN, Pix2pix and NiceGAN. By three translation
methods on Edges2shoes, A = 5 in the training procedure gain
the best consequence to all. There is no doubt that all measures
of evaluation have the highest ratings when it comes to
drawing attention, presenting a characteristic and choosing a
multi-scale discriminator. While others may have less effort
and just below the best.

We believe that the automatic footwear colorization gives
designers a chance to minimize the coloring time of the finish
drawing line. To implement this automatic colorization
footwear design, we are improving the resolution based on an
earlier study in another area. At the same time, we make
certain multi-discrimination to help the quality of the
generation image. We may conclude that the approach for
footwear colorization helps to accelerate the effectiveness of
the coloring process. However, there are still limitations of the
experiment. When the sketch line presented too complex or
messy, it would have unavoidable identification errors
throughout period. Nevertheless, the color slightly changed
which caused by computing constraint.
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In the future, designers may have more measures for
eliminating colorization time. The development of automatic
colorizing solves the problems for selecting color styles and
finishing handmade draft. Furthermore, it becomes possible for
customers to do DIY based on their individual sketching
creation. With the help of artificial intelligence, the distance
between manufacturer and consumer brings closeness. It might
totally change the current situation of the footwear industry,
especially in the post-pandemic era. Consumers may realize
their own ideas by interaction media, which even reduce the
working-hours of designers. It is no doubt that co-creation of
products will be a trend of the times.

VI. CONCLUSION

In this research, we introduce a conditional GAN network
for coloring sketches of shoes. The whole process divided into
generator and discriminator, which help to perform better for
coloring shoes. These methods decrease the difficulties of
comparing evaluation measures. The results of our experiments
are consistently visual. We believe that our method for
coloring shoe sketches can have a good inspiration in the area
of research to generate color sketch image samples.
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Abstract—A heterogeneous material image enhancement
method based on multi-exposure image fusion is proposed to
address the problem of obtaining high-quality images from the
single imaging of chips containing two extremely different
reflectivity materials. First, a multi-exposure image fusion
algorithm based on window segmentation and Laplacian
pyramid fusion is proposed. Then, orthogonal experiments are
used to optimize the parameters of the imaging system. Next, a
method based on information entropy and average gray intensity
is utilized to calculate the imaging exposure times of two
heterogeneous materials, and two exposure time ranges are
obtained that are appropriate for regions with high and low
reflectivity. Finally, the subjective and objective experimental
evaluations are conducted after the multi-exposure image set has
been established. The results show that the fused image has a
good visual effect, the information entropy is 6.29, and the
average gray intensity is 131.56. In addition, time consumption is
reduced by an average of 20.3% compared to the Laplace
pyramid strategy. The heterogeneous material enhancement
method based on multi-exposure image fusion proposed in this
paper is effective and deserving of further research and
application.

Keywords—Image fusion; multi-exposure; Laplacian pyramid;
window segmentation; chip package

l. INTRODUCTION

Chip defect detection typically includes size measurement,
character detection, stain detection and pin defect detection [1].
It is found that because chips in ordinary cameras contain both
high reflectivity metal and low reflectivity black plastic, they
cannot capture all information through a single image when
collecting images [2]. At present, there are devices for directly
acquiring high dynamic images [3], but such hardware devices
have high cost and few applications, so software algorithm
enhancement methods are widely considered instead.

This paper aims to propose a new multi-exposure image
fusion method to improve the image quality of an object
composed of a variety of materials with very different
reflectivity. The main contributions are as follows:

e An image fusion method based on window
segmentation and Laplace pyramid was proposed.

e The optimal imaging parameters of the established
machine vision system were determined by the
orthogonal experiments.

e A strategy for determining the optimal exposure time
based on information entropy and average gray
intensity was proposed.

e The experimental results show that the image
information entropy and average gray intensity of the
fused image by our method were 6.29 and 131.56
respectively and the time was averagely reduced by
about 1.26 s.

The rest of this paper is organized as follows: the first
section is the introduction. The second section reviews the
related work in multi-exposure image fusion. The third section
describes the image fusion algorithm. In the fourth section, the
main factors affecting the imaging quality are determined by
orthogonal testing, and the level of the influencing factors is
optimized. In the fifth section, through information entropy and
average gray intensity, the optimal exposure time for imaging
objects with multiple heterogeneous materials is determined.
The sixth section discusses the experiment and the analysis of
the results. Finally, conclusions are presented.

Il.  RELATED WORKS

Currently, image quality enhancement algorithms are
divided into two categories. One is based on single source
image enhancement [4], which primarily use the spatial domain
and transform domain to enhance a single image to improve
the problems of detail loss and uneven lighting. Common
spatial methods include grayscale transformation, histogram
equalization, contrast enhancement and other methods [5].
Among them, the histogram equalization method is the most
commonly used airspace method. The global histogram
equalization map is highly efficient, but the enhanced image
will easily lose details. Therefore, Celik [6] adopted the local
histogram equalization algorithm based on information entropy
to solve the problem of image texture loss. The local histogram
equalization map can enhance the local details of the image but
lacks global integrity. Wavelet transform [7], discrete wavelet
transform [8], stationary wavelet transform [9] and other
transform domain methods distinguish the basic information
and detailed information of the image and perform
multi-exposure image fusion. At present, the transform domain
algorithm based on the wavelet transform can achieve the
effect of enhancing the image [10]. Such methods can enhance
the details while taking into account the global whole but also
magnify the noise in the image. Therefore, the final result of
the single source image enhancement method experiences
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noise and loss of detail, which is typically accepted in the field
of natural images but is not suitable for size measurement and
defect detection.

The other category is image fusion based on multi-source
images. Image fusion refers to obtaining different image
sequences of the same scene with imaging sensors and
combining the details and complementary information of the
image sequence to obtain a rich and comprehensive image
[11]. Multi-Exposure Fusion (MEF) is one of the branches
derived from image fusion; that is, it fuses multiple images
with different exposures in the same scene into a new image,
preserving the brightest and darkest details in the scene [12].
From the perspective of image decomposition, multi-exposure
image fusion can be divided into pixel-based and image
block-based fusion methods. Goshtasby [13] first proposed
image block-based fusion and calculated the information
entropy to select the best image block for fusion, but there was
some distortion in the results. Qin Lyu used nonuniform
triangulation to segment images [14]. T Prabhakara Rao
performed feature-level image fusion based on contour
blocking, improved the distortion and played a crucial role in
developing its subsequent feature extraction and detection [15].
Compared with the method of nonuniform division of images,
the fusion algorithm speed block based on uniform division of
image blocks is more suitable for the application of industrial
detection occasions, but it mainly emphasizes the selection of
the optimal block of the image sequence, which frequently
results in issues with discontinuous images and obvious
stitching traces. In contrast, Mertens [16] proposed a
pixel-based multi-exposure fusion method, which can make up
for the shortcomings of discontinuous images but has a high
computational complexity and low efficiency. An extremely
critical method in pixel-based image fusion is pyramid
decomposition [17], which constructs an image pyramid from
the input image, adds a weight matrix, and finally combines the
two to obtain the final fusion result. Ashish et al. adopted
multiresolution fusion based on a Laplacian pyramid [18],
measured by entropy and contrast, which is characterized by
seamless fusion and excellent improved details. Zhong Qu and
others improved pyramid decomposition and applied it to
image fusion, improving the common artifact problem of
multi-exposure fusion [19] and retaining more local details.
The pyramid algorithm can typically preserve good image
edges and textures, but the processing time is generally very
long. The fusion method based on image blocks can greatly
improve the computational efficiency and remove random
noise. Therefore, it is expected that combining the pyramid
algorithm with the image block algorithm will allow the fused
image to maintain better details and improve the operational
efficiency of the algorithm.

The optimal exposure time should be primarily determined
according to the material characteristics of a specific object for
developing the image fusion methods. The image gradient was
employed in the fusion method proposed by Turgut et al. [20].
Image information entropy was adopted by Kataoka et al. as
the only indicator to determine the exposure time for image
fusion [21]. Camera response curve was uniquely selected and
used for exposure fusion by Zhang et al. [22]. Thus it can be
seen that the common indicators of exposure fusion include
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image gradient, image information entropy and camera
response curve, and they were used singly at present. However,
these above methods may be invalid and inaccurate for objects
with multi-materials. Therefore, this paper will also explore a
new multivariate strategy to determine the optimal exposure
time for imaging objects with muti-materials.

I1l.  MULTI-EXPOSURE IMAGE FUSION METHOD

A. Image Fusion Algorithm based on Laplacian Pyramid

The source image Go undergoes multiple Gaussian fuzzy
filtering and downsampling operations and continuously
reduces the image size to obtain an image sequence
(GO,GI,GZ,...,GN). The Gaussian pyramid is obtained by
arranging Go at the bottom and Gn at the top. The essence
of the Gaussian pyramid is the multiscale representation of the
image signal, as shown in Formula (1). The Laplacian pyramid
is obtained by up sampling and interpolation of the Gaussian
pyramid [23], and the image sequence can be represented by

(LPo, LPy,LP2,...,LPn), as shown in Formula (2).

G j)= 22: Zzlw(m,n)G,fl(Zi+m,2j+n)
m=-2n=-2 (1)

where w(m, n) is a Gaussian convolution kernel with a fixed
size.

{LP.=G|—G.11 0<I<N
LR, =Gy =N )
where G, is calculated according to Formula (3):
» 2 . .
G =4 > w(mn)G, (ﬂ,Ln
m=-2n=-2 2 2 (3)

For multi-exposure image fusion based on the Laplacian
pyramid strategy, each layer of images were first processed in
multiple Laplacian pyramids according to the strategy in
Formula (4) to obtain the fused Laplacian pyramid image
sequence, and then obtain the fused source image according to
the method in Formula (5).

H
FLR =2 (LR),
4)
where H is the number of multi-exposure images,
(LP, )k represents the | -th layer of the Laplacian pyramid
decomposition image of the k -th image, 4, is the weight
coefficient corresponding to the k -th image, and FLR is the

weighted fusion result of the [ -th decomposition image of the
H multi-exposure image.

FGy =FLR,, 0<I<N
FG, =FLP,+FG|*+1, 0<Il<N (5)
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In the

decomposition image of layer | of the fused image, and FGl*+1 is
calculated according to Formula (3).

formula, FG, is the Laplacian pyramid

The image fusion based on the Laplacian pyramid strategy
comprehensively uses the information of the source image at
different spatial frequency levels. Compared with traditional
fusion methods, there is no obvious stitching trace, but it also
has the problem of long computing times.

B. Multi Exposure Image Fusion Algorithm based on Window
Segmentation

Divide the H multiple exposure light source images
evenly to obtain an image block with sizemxn. The j-th
image block in the i-th source image is represented by A ; .
Select an appropriate image quality evaluation index to
quantize{Avj}, and select the optimal image block B;. As

shown in Formula (6), the fused image is finally obtained by
“splicing” all the B;. The basic process of the multi-exposure

image fusion algorithm based on window segmentation is
shown in Fig.1.

B, = Optimal (Indicator({A,,— })) ©)

In Formula (6),i=12,....,.H, j=12,...M, Mis the
number of image blocks, Indicator(-) represents the

quantitative evaluation function of image quality, and
Optimal (-) represents the optimization function.

Optimizing the exposure quality evaluation index of image
blocks and the image block "splicing” algorithm are the core of
the multi-exposure image fusion algorithm based on window
segmentation. The uniform block-based fusion algorithm has
high efficiency, but an inappropriate evaluation index and
"splicing™ algorithm easily lead to splicing traces. The
nonuniform block fusion algorithm has the advantages of
obvious edge information and large brightness width, but the
efficiency of such methods is usually not high.
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Fig. 1. Window segmentation fusion algorithm
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C. Image Fusion Algorithm based on Window Segmentation
and Laplacian Pyramid

The image fusion algorithm based on window segmentation
and Laplacian pyramid combines the characteristics of high
efficiency of window segmentation method and less stitching
trace of Laplacian pyramid method. Same as window
segmentation, first, the H source image is divided into M
image blocks of size mxn, and the j-th image block of the
i -th source image is expressed as A ;. Then, the appropriate
image quality evaluation index was selected to quantize and
sort A ;, whose total quantity is M, and select the best N
image blocks B, ;. Then, the image fusion algorithm based on
Laplace pyramid sideratio is adopted, and B; is obtained by

fusing N image blocks B, ;. Finally, the fused image is
obtained by "splicing” all the B;. The basic process of the

image fusion algorithm based on window segmentation and
Laplacian pyramid is shown in Fig. 2.
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Fig. 2. Image fusion algorithm based on window segmentation and
Laplacian pyramid

For vision systems, exposure time is not the only factor
affecting the imaging system. Lighting, camera sensors and
lenses are key factors that affect imaging. Therefore, before
multi-exposure image fusion, this paper innovatively controls
the image acquisition conditions and uses orthogonal
experiments to optimize the parameters of the multi-exposure
imaging system.

IV. OPTIMAL PARAMETERS SELECTION METHOD FOR
IMAGING SYSTEM AND ITS IMPLEMENTATION

A. Machine Vision System

The experiment object of this paper is a semiconductor chip
with a size of approximately 4mm x 4mm. A dual camera
image acquisition system consisting of two telecentric lenses
was built based on the characteristics of small distortion, as
shown in Fig. 3.
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Fig. 3. Binocular telecentric vision system

B. Effect Factors of Imaging Quality and Its Levels

There are many factors that affect the image quality during
the design of a machine vision system. Among them the
ambient light, the artificial light and the camera gain are the
three most concerned parameters. It is difficult to control the
ambient light to reduce the impaction on image quality and
thus the dark rooms are typically used to isolate ambient light
for image acquisition. The image quality will sharply vary with
the light source intensity, light source direction and other
illumination conditions. Therefore how to optimize
arrangement of artificial lights to ensure the acquisition of
high-quality images was studied. In the darkroom, a larger gain
may be employed to have more luminous flux to increase the
image brightness. However, a larger camera gain may amplify
noise and thus reduce the image quality. Accordingly, how to
determine the optimal camera gain is also very important.
Therefore, in the orthogonal experimental design, the three
factors of artificial light source, ambient light and gain must be
analyzed to determine their optimal levels to provide stable
experimental conditions for multi-exposure fusion research.

TABLE I. EFFECT FACTORS OF IMAGING QUALITY AND THEIR LEVELS
Factors
Levels
A B C
1 low 4.00 without a dark room
2 medium 5.00 with a dark room
3 high 6.00 /

The above three factors of imaging quality and their levels
are tabulated in Table I. Factor A represents the artificial light
and has three levels: low, medium and high light intensity of
backlights. Factor B represents the gain and has three levels:
4.00 dB, 5.00 dB and 6.00 dB. Factor C represents the ambient
light and has two levels: with or without a dark room.

C. Image Quality Evaluation Indicators

An image collected by the machine vision system is an
8-bit single channel gray image. The image quality evaluation
indicators include information entropy, average gray intensity,
variance and average gradient, which are defined as follows:

1) Information entropy H
255

H=> plogp,
™
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where p, represents the proportion of pixels whose gray
value is i in the image.
2) Average gray intensity U
221G
U — i=1 j:l
mxn (8)

where 1(i, j) represents the gray intensity at (i, j) inthe
image. m and n are the size of the image along two coordinate
directions.

3) Variance S

m n

pPIAUC
S — i=1l j=1
mxn (9)
where 1(i, j) represents the gray intensity at (i, j) inthe
image. m and n are the size of the image along two coordinate
directions. U is the average gray intensity of the image.

H-uy’

4) Average gradient G

1 m-1n-1

_ 111 D-1G DT
(m-D(n-) 1543

+1G, j+D) -1, )T
[1G §+D) -1, )] 10)
where 1(i, j) represents the gray intensity at (i, j) inthe
image. m and n are the size of the image along two coordinate
directions.
5) Comprehensive evaluation indicator
W =kxHxUxSxG (11)

where k is a coefficient that is employed to normalize W
to be between 0 and 1.

D. Orthogonal Experiments and Results

The orthogonal experimental scheme was established as
shown in Table II according to the orthogonal experimental
design method.

TABLE II. ORTHOGONAL EXPERIMENTAL SCHEME L6 (3%x2)
Levels Factors
A B Cc
1 1 1 1
2 2 1 2
3 3 2 1
4 1 2 2
5 2 3 1
6 3 3 2

According to the above orthogonal experimental scheme
tabulated in Table II, the experiments were carried out with the
left camera and the right camera. Six images were collected
with the left camera, and the evaluation results of image quality
are shown in Table IIL.
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TABLE Ill.  RESULTS OF 6 EXPERIMENTS WITH THE LEFT CAMERA
Factorsimage Quality Evaluation Indicators

No. . IAverage .
ABlC Information gray \/ariance Aver_age _Cor_nprehenswe

entropy - . gradient findicator
intensity

1 111 0.63 242.11 2802.76 0.21 0.908

2 212 0.61 241.61 3026.27 0.18 0.819

3 B R2[1 0.65 243.29 2431.72 0.23 0.860

4 1 2] 061 241.56 3042.61 0.19 0.840

5 3 1 0.65 243.34 2411.14 0.23 0.893

6 332 0.63 242.62 2703.44 0.20 0.830

The results of orthogonal experiments were calculated by
using the comprehensive indicator, whose values are tabulated
in Table V. ki is the sum of comprehensive indicators at the
i-th level of factors and ki is the mean value of ki. r is the
range of ki , and o is the variance of ki. The larger the range
of a factor is, the more significant the impact of the factor on
image quality. The larger the ki of a factor is, the more
significant the impact of the level on image quality.

TABLE IV.  RESULTS OF 6 EXPERIMENTS WITH THE RIGHT CAMERA
Factors Image Quality Evaluation Indicators
No. . Average .
Alslc Information gray  |Variance Aver_age Cor_nplfehenswe
entropy . . gradient indicator
intensity
1111 0.7000 241.280 |2833.36 | 0.2400 1.1510
212)1|2 0.6600 240.640 |3087.94| 0.1900 0.9460
313(2|1 0.7100 243.070 |2244.70 | 0.2600 1.0170
411\2|2 0.6700 240.530 |3127.14| 0.2000 0.9900
512(3|1 0.7100 243.050 |2253.85| 0.2800 1.0800
6(3[3|2 0.6900 242.260 |2522.78 | 0.2200 0.9170
TABLE V. RESULTS OF ORTHOGONAL EXPERIMENTS BY COMPREHENSIVE

EVALUATION INDICATORS

Evaluation Indexes

ki | k2 | ks | ki | k2 | ks r c

Camera|Factors

A |1.748/1.712|1.690|0.8740|0.8560(0.8450|0.0290| 0.00043
Left B [1.727|1.700|1.723|0.8635|0.8500(0.8615|0.0135| 0.00011
C |2.661|2.489| / 0.8870(0.8300, / |0.0570| 0.00162
A |2.141|2.026|1.934/1.0705|1.0130|0.9670(0.1035| 0.00538
Right B [2.097(2.007|1.997|1.0485|1.0035|0.9985|0.0500| 0.00152
C |3.248/2.853| / [1.0827|0.9510, / |0.1317|0.00867

From Table III, Table IV and Table V, it can be seen that
the ambient light has the greatest impact on image quality,
camera gain has the smallest impact on image quality and
backlight intensity has a moderate impact on image quality,
i.e.,, C> A > B. The image quality is the highest when the three
influencing factors are set to the first level, i.e., the optimal
parameter combination is C;A;B;.
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V. DETERMINATION OF EXPOSURE PARAMETERS BASED ON
INFORMATION ENTROPY AND AVERAGE GRAY INTENSITY

A. Information Entropy-Exposure Time Model for Images of
Single Material Object

The exposure time required in imaging is related to the
reflectivity of the object surface. Dark areas with low
reflectivity require longer exposure times. In contrast, bright
areas with higher reflectivity require shorter exposure times.
When imaging a single material object or an object with
multiple materials but little difference in reflectivity, the
relation curve of the information entropy of the acquired image
to the exposure time is a downward parabola. The information
entropy first increases with increasing exposure time. When the
information entropy reaches the maximum value, it will
decrease with increasing exposure time, as shown in Fig. 4.

l

Information Entropy

Exposure Time

Fig. 4. Theoretical relationship between exposure time and image entropy

According to Fig. 4, when imaging a single material object
or an object with multiple materials but little difference in
reflectivity, the optimal exposure time can be set to
[to—tito+t2] , where the exposure time is to and the

information entropy is maximal. t. and t2 are two positive
numbers that are smaller than to.

B. Information Entropy-Exposure Time Model for Images of
Multi-Material Objects

Different from single material object imaging, a
multi-material object imaging has multiple peaks in its
information entropy-exposure time curve, as shown in Fig. 5.
The above method for determining the optimal exposure time
cannot be directly used. Therefore, it is necessary to study the
method of determining the optimal exposure time according to
the characteristics of the information entropy-exposure time
curve.

C. Determination of Optimal Exposure Time based on
Information Entropy and Average Gray Intensity

The chip is composed of pins with high reflectivity and
plastic packages with low reflectivity. As shown in Fig. 5, two
peaks appear when the exposure time is 34200 ps and 500000
us. If the selected exposure time is less than 34200 ps or more
than 500000 ps, it will not be conducive to high-quality
imaging of chips made of both materials. Therefore, the best
exposure time must be between 34200 ps and 500000 ps.
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Fig. 5. Information entropy-exposure time curve of objects with two
materials

The length of the above exposure time interval determined
according to the information entropy is still relatively large.
When collecting the pin image and the plastic package image,
there is only one lower limit or upper limit of the exposure
time. Therefore, the above interval needs to be further refined
to obtain two subsections, which are applicable to collecting
the pin image and the plastic package image. For this purpose,
the relationship between the rate of the average gray intensity
of images and the exposure time was analyzed. Fig. 6 and Fig.
7 show the first-order difference and the second-order
difference of the model of image average gray intensity and
exposure time, respectively.
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Fig. 6. First-order difference of image average gray intensity vs. exposure
time

x10°

o

S}
T

MAMAAAN A

&
T

t=95000 ms t=380000 ms

N
o
T

average gray intensity
K
o
T

)
S

Second order difference of

. A . . . . .
0 1x10° 2x10° 3x10° 4x10° 5x10° 6x10°
Exposure time

Fig. 7. Second-order difference of image average gray intensity vs. exposure
time

Fig. 6 shows that when the exposure time is greater than
34200 ps but less than 95000 s, the first-order difference in
the average gray intensity of the image drops steadily.
However, when the exposure time is greater than 95000 ps, it
decreases while there is a certain amount of jitter. In Fig. 7,
when the exposure time is between 34200 us and 95000 ps, the
second-order difference of image average gray intensity
basically shows a horizontal line, although it fluctuates slightly,
while when the exposure time is greater than 95000 ps, the
second-order difference of image average gray intensity has
relatively large fluctuations. With increasing exposure time,
low reflectivity targets can be imaged better. When the
exposure time is 380000 ps, a peak appears in the first-order
difference curve of image average gray intensity vs. exposure
time, as shown in Fig. 6. This means that the average gray

Vol. 13, No. 12, 2022

intensity of the image has a relatively sharp change at
approximately 380000 ps. According to the above analysis, the
exposure time intervals for two targets with different materials
were determined to be [34000, 95000] and [380000, 500000],
respectively. It should be noted that the first exposure time is
rounded off appropriately to make calculation more
convenient.

Then, the above two exposure time intervals were divided
into several segments, and multiple images were accordingly
collected and fused. The areas with different materials of chips
in the fused image are clear. A camera parameter, defined to be
the product of exposure time and gain, was used to reasonably
determine the segmentation. According to the optimal gain
determined by the orthogonal experiments and the exposure
times determined by the peak of the information entropy vs.
exposure time curve, the camera parameters for two material
targets are 136800 and 2000000, respectively. Compared with
imaging objects with high reflectivity materials, the camera
parameter should be larger when imaging objects with low
reflectivity materials. Accordingly, the segmentation of the
interval [34000, 95000] should be much smaller than that of
the interval [380000, 500000]. Consequently, the former
interval was divided into 20 subintervals, and the latter interval
was divided into 10 subintervals. The segmentation of the
former interval is 3100us and that of the latter interval is 12000

us.
VI. EXPERIMENTS RESULTS AND DISCUSSION

Thirty multi-exposure images were collected with the
machine vision system shown in Fig. 3. During image
acquisition, the previously determined optimal exposure
parameters were adopted. The proposed multi-exposure image
processing algorithm was implemented by using MATLAB®
2015. An ordinary PC with a 64-bit operating system was used
as an image processing system. Some collected images are
included in Table VI.

TABLE VI.  SOURCE IMAGES WITH DIFFERENT EXPOSURE TIMES
Images Exposure times (us) Descriptions
The pins can be imaged, but
the brightness is slightly dark.
45000 The characters are completely|
invisible.
The pins are incomplete and
85000 the characters are still
invisible.
400000 The pins are missing and the
characters are visible.
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A. Subjective Evaluation

The information entropy method, window segmentation
method and the proposed joint method were employed to fuse
the images, and the results are shown in Fig. 8.

@ (b) © (d)

rE N N

©
Fig. 8. Results of image fusion. (a) image fusion result based on the
Laplacian pyramid strategy with o = 0.1; (b) image fusion result based on the
Laplacian pyramid strategy with o = 0.2; () image fusion result based on the
Laplacian pyramid strategy with ¢ = 0.3; (d) image fusion result based on
ordinary window segmentation; (e) image fusion result based on the proposed
joint method

Fig. 8(a) to 8(c) show the image fusion results based on the
Laplacian pyramid strategy. From the perspective of character
clarity, the characters on the plastic package in Fig. 8(a) are
very vague. The clarity of characters on the plastic package in
Fig. 8(b) is obviously improved compared with that of Fig.
8(a). Compared with Fig. 8(a) and Fig. 8(b), the characters on
the plastic package in Fig. 8(c) are the clearest. From the
perspective of the pin area contrast, the pin area in Fig. 8(b) has
the highest contrast. Fig. 8(d) is the result of image fusion
based on window segmentation. Although the contrast of the
pin area is high and the characters are relatively clear, there is
an obvious "fracture” trace in the fused image, which will
cause relatively large interference in subsequent image
processing and thus may easily cause measurement errors. Fig.
8(e) is the image fusion result based on the proposed joint
method. The characters are clear, the pin area contrast is high,
the "fracture" trace is significantly eliminated, the details are
well protected, and the visual effect is good.

B. Objective Evaluation

The above image fusion results were quantitatively
analyzed and compared by using three indices, namely,
information entropy, average gray intensity and time
consumption. The results are tabulated in Table VII.

According to Table VII, in image fusion based on the
Laplacian pyramid strategy, the value of o will affect the
information entropy and average gray intensity of the fused
image, while it has little impact on the image fusion efficiency.
When ¢ = 0.1, the information entropy of the fused image is
6.1473, and the average gray intensity of the fused image is
89.9575. Compared to ¢ = 0.1, when o = 0.2, the information
entropy of the fused image increases by 1.27%, and the
average gray intensity of the fused image increases by 33.65%.
Compared to 6 = 0.1, when ¢ =0.3, the information entropy of
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the fused image increases by 2.12%, and the average gray
intensity of the fused image increases by 38.09%.

TABLE VII. OBJECTIVE INDICATORS OF DIFFERENT FUSION RESULTS
Fusion Method Information Average _Gray Time (s)
Entropy Intensity
Laplace pyramid strategy
with o = 0.1 6.1473 89.9575 6.246965
Laplace pyramid strate:
P w?}: 6=02 o 6.2252 120.2241 6.245941
Laplace pyramid strate:
2 w% 6=03 o 6.2778 124.2241 6.220413
Ordinary window
segmentation 6.4937 117.4303 5.112153
Proposed method 6.2922 1315629  14.967878

Image fusion based on window segmentation has the
largest information entropy, which is 5.63% higher than the
minimum value. However, the average gray intensity of the
fused image is not high, ranking fourth (penultimate). The
efficiency of the fusion algorithm is improved. Compared with
the three image fusion methods based on the Laplacian
pyramid strategy, the efficiency of the algorithm is increased
by 22.20%, 22.18 %and 21.68%.

Image fusion based on the proposed joint method has
higher information entropy, which is better than the three
image fusion methods based on the Laplacian pyramid strategy
and second to the image fusion method based on window
segmentation. The average gray intensity of the fused image is
the highest. Compared with the other four methods, the average
gray intensity is increased by 46.25%, 9.43%, 5.91% and
12.03%. The fusion algorithm takes the least time. Compared
with the image fusion method based on the Laplacian pyramid
strategy, it takes approximately 1.3 seconds less. Compared
with the image fusion method based on window segmentation,
the efficiency of the algorithm is also improved, and this
algorithm takes 2.90% less time.

VII. CONCLUSIONS

To address the difficulty of acquiring high-quality images
with single imaging for chips made of two materials with
extremely different reflectivity, an image enhancement method
based on multi-exposure image fusion was proposed in this
paper. First, a joint image fusion algorithm based on the
Laplacian pyramid and window segmentation was proposed,
improving image quality and reducing processing time. Then,
the factors that affect the imaging quality their levels were
analyzed and the imaging parameters were optimized through
orthogonal tests. After that, a method of determining the
exposure time based on information entropy and first and
second order difference of average gray intensity was studied.
Finally, multi-exposure image sets were established, and
experiments and subjective and objective evaluations were
subsequently performed. The results show that the fused image
has a good visual effect, its information entropy was 6.29, and
its average gray intensity was 131.56. Furthermore, compared
with the Laplace pyramid strategy, the time consumed was
averagely reduced by 1.26 s. The fusion algorithm has the
advantages of being less time consuming and high efficiency.

156 |Page

www.ijacsa.thesai.org



(1JACSA) International Journal of Advanced Computer Science and Applications,

It has been demonstrated that the image enhancement
method based on multi-exposure image fusion proposed in this
paper is effective for an imaging object composed of two
materials with great difference in reflectivity. However,
obtaining high-quality images is not the ultimate goal, and it is
necessary to further verify the effectiveness of the method in a
defect detection or size measurement task. Furthermore, the
proposal can be further explored and applied to the objects
composed of more than two kinds of materials. On the other
hand, although the proposed algorithm takes the shortest time
in the above experiments, the image fusion process still takes
4.6 s. So the efficiency should be further improved.
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Abstract—Image matting, also refers to picture matting in the
article, is the task of finding appealing targets in a picture or
sequence of pictures i.e., video, and it has been used extensively
in many photo and video editing applications. Image composition
is the process of extracting an eye-catching subject from a
photograph and blending it with a different background. a)
Blue/Green screen (curtain) matting, where the backdrop is clear
and readily distinct between the foreground (frontal area) and
background (foundation) portions. This approach is now the
most used type of image matting. b) Natural picture matting, in
which these sorts of photos are taken naturally using cameras or
cell phones during everyday activities. These are the present
known techniques of picture matting. It is difficult to discern the
distinction between the frontal area and the foundation at their
boundaries. The current framework requires both the RGB and
trimap images as inputs for natural picture matting. It is difficult
to compute the trimap since additional framework is required to
obtain this trimap. This study will introduce the Picture Matting
Neural Net (PMNN) framework, which utilizes a single RGB
image as an input and creates the alpha matte without any
human involvement in between the framework and the user, to
overcome the drawbacks of the prior frameworks. The created
alpha matte is tested against the alpha matte from the PPM-100
data set, and the PSNR and SSIM measurement index are
utilized to compare the two. The framework works well and can
be fed with regular pictures taken with cameras or mobile
phones without reducing the clarity of the image.

Keywords—Picture matting; RGB picture; Blue/Green screen;
foreground; background

l. INTRODUCTION

With the commonness of cell phones [24], image sensors
have expanded strongly, and accordingly expanding the
quantity of pictures [19] being captured through electronic
devices. Hence, to handle this immense measure of visual
information into helpful visual data, image processing has
formed into a need in the ongoing moment capturing situation.
Image processing has many applications and few of them are
up-gradation of image, rebuilding of image, and getting
relevant information from an image. Picture matting (or Alpha
matting) is a sub-space of image processing that can remove
the forefront from a picture, as an alpha matte. It has an
assortment of utilization [2][3], like segmentation based on
colour in an image [28], removal of reflectional lights, picture
colorization, deblurring (bokeh effect), fashion e-commerce
[14, 29, 30] and denoising to give some examples.

Numerically, picture matting issue can be demonstrated as:
I =aF + 1—-a)B

where |, F and B signify input picture, frontal area of
output and foundation picture separately. o ranges from 0 to 1
which denotes frontal area opacity. 0% opacity of frontal area
and 100% opacity of foundation is obtained when « = 0 and
vice versa when o = 1. For every one of the fragmentary
estimations of a, these pixels lie in the blended or obscure
locales.

In picture matting, most pixels have a esteems either 1 or
0, the essential issue is to gauge the exact a values for pixels
in blended locales, obviously to isolate frontal area and
foundation locales. Given an information picture I, we need to
appraise F, B and « at the same time which is a poorly
presented issue. To resolve this issue the most generally
utilized technique is a pre-characterized trimap [26] as
deduced above. Notwithstanding, for humans it takes more
time to get the trimap manually like annotating the edges and
will be less precision even if captured through a depth camera
or else [17, 18] there arises for another framework for getting
a trimap. As a result, a few recent studies [16] have attempted
to eliminate model reliance upon this trimap by developing
trimap-free techniques.

The proposed PMNN, is a lightweight neural net which
disintegrates the representation matting process in three
corresponding sub-undertakings and streamlines them at the
same time through unambiguous constraints, in order to
predict a precise alpha matte from just a single RGB picture.
There are two bits of knowledge behind PMNN. In the first
place, neural networks are better at learning a bunch of
straightforward targets as opposed to a mind boggling one. In
this manner, addressing the series matting of sub-targets can
accomplish better execution. Secondly, by supervising every
sub-target allows different components of the system to know
decoupled knowledge, allowing the sub-targets being
addressed in one framework.

Due to the removal of the trimap input, the tests suggest
that PMNN is more robust in practical scenarios. The
technique is attempting to determine whether or not a green
screen is required for ongoing picture matting. In rundown,
will introduce a neural net framework design called PMNN
achieving progressively without trimap representation matting.

1. LITERATURE SURVEY

There are various picture matting approaches [1]
(Learning-based matting, propagation-based matting (alpha
propagation-based matting), sampling-based matting) have
been used to demonstrate the importance of exact alpha matte
computation, pixel sample selection, and trimap generation.
The interval line based picture matting approach is used to
speed up the matte computation. Learning based matting
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solutions are becoming more popular among established
procedures. To improve Matte precision, propagation based
techniques and sampling based strategies can be combined,
and learning based matting approaches can be used to modify
the matte result.

In [4], the author provides a complete semantic matting in
the absence of trimap as supplementary information by
combining a data set of coarse annotations [20, 25] as
information with fine annotation data. To create a prediction
of a mask [21, 27] by a network using hybrid information to
gauge the mask of coarse semantics, and then introduce a
qualitative unification neural net that can bring together the
nature of previous output of coarse mask. To estimate the final
alpha matte, a matting refinement neural net takes in the
combined mask and information picture. By this it expects to
predict the opacity of the per-pixel of the frontal area of
human locale which is very difficult and for the most part
requires trimap and a lot of excellent annotations on the
information. Annotation on such information is work
concentrated and requires extraordinary abilities beyond the
ordinary use, particularly taking into account the exceptionally
point by point hair part of people [13].

By incorporating neural net into the process of learning an
alpha matte principal propagation, [5] proposes a deep
proliferation based picture matting structure. The deep
component extraction module, the propagation of matte
module, and the learning affinity [15] module are connected to
create the deep learning engineering. By using the training
process from end to end, these three components can be
separated and streamlined in relation to one another. By
learning deep picture depictions tuned to propagation matte,
the structure creates a semantic-level sequence of
comparability of pixels for proliferation. It consolidates the
force of deep learning and matte proliferation. The complex of
training was approved by the exploratory outcomes from
243K pictures made in light of two benchmark matting data
sets. In order to understand [23] deep picture representation
with an adaptation to propagation of alpha matte and create
more appealing pairwise propagation compatibility, for the
design of a DeepMattePropNet.

Past calculations have terrible showing when a picture has
comparable frontal area and foundation tones or textures of
complication. The main reasons are due to older
methodologies. a) using only features of low-level, b) lack of
context from high level. In this [6] study, presents a unique
deep neural net-based approach that addresses both of these
problems. There are two parts to the deep framework. The first
section is a convolutional neural encoder-decoder model that
predicts an alpha matte of a picture using a picture and the
comparative trimap as information sources. The next section is
a small convolutional neural net that enhances the prior
network’s alpha matte forecasts to see more precise alpha
quality and finer borders. Moreover, they’ve also created a
massive scope picture matting data - set, which includes
training pictures of 49300 and 1000 test pictures. And
evaluated the calculation using a picture matting benchmark, a
trial set, and a variety of real-life images. The calculation
clearly outperforms previous strategies in the trials.
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By thoroughly examining numerous differences between
the foreground and background images, Jizhizi Li et al.[31]
identified the domain gap issue between composite images
and real-world photos. They discover that a properly planned
composition route RSSN that seeks to lessen the disparities
can result in a superior model with impressive generalization
ability. Additionally, they offer a benchmark that includes
10,000 portrait photographs with their manually labelled alpha
mattes and 2,000 high-resolution real-world animal images, to
be used as a test set for determining how well the matting
model generalises to real-world images. To fully utilize the
trimap information in the transformer block, GyuTae Park et
al. [32] suggest a transformer-based image matting model
called MatteFormer. The initial step in our procedure is the
introduction of a prior-token, which is a global representation
of each trimap region (e.g., foreground, background and
unknown). As global priors, these prior-tokens take part in
each block's self-attention process. PAST (Prior-Attentive
Swin Transformer) blocks, which are used at each stage of the
encoder and are based on Swin Transformer blocks but differ
in a few ways.

1l. DATA COLLECTION

It’s interesting that the offer the Photographic Portrait
Matting benchmark (PPM-100) includes 100 representative
photographs with meticulous annotations and various
foundations. In order to modify the example varieties in PPM-
100 and assure test variety, need to characterise a few ordering
rules. For illustration, (a) if the entire human body has been
included; (b) is the picture foundation occluded; (c) if the
person is carrying any other items. Since this is more in line
with the practical uses, need to respect small items that people
hold as part of the closer view. The examples in PPM-100 do
have flamboyant postures and more regular foundations, as
shown in Fig. 1. In this approach, the PPM-100 standard is a
more thorough benchmark.

HH H]ﬁ 2

Fig. 1. The PPM-100 data set.

Fig. 1, has more variation in the frontal areas and unique
picture foundations. To display experiments having thin hair
[10], including more elements [11], and in the absence of
bokeh or in the presence of full-body.

V. METHODOLOGY

PMNN comprises three branches, which gain disparate
sub-targets through unambiguous requirements. A low-goal
branch for measuring human semantics is present in PMNN
and is controlled by the base truth matte’s thumbnail. As a
result, a high-goal branch that is familiar with the center
around the representation limits is controlled by the progress
area (« € (0, 1)) in the base truth matte. In order to predict the
final alpha matte, a combination branch (controlled by the full
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base truth matte) is introduced toward the end of PMNN. So
that it can examine the branches employed to address each
sub-objective in the subsections that follow.

High-Resolution (Geal) Branch (D)

- "'
BN

Fig. 2. Block diagram of PMNN.

Fig. 2 uses three associated branches, S, D, and C. PMNN
predicts human semantics s, edge subtleties d,, and last alpha
matte p given an information image I. So that it is easy to
simplify PMNN from beginning to end because the
disintegrating sub-targets are correlated and help reinforce one
another.

1) Semantic assessment: The first phase of PMNN is to
locate the person information Picture I, much like other
existing frame-work techniques. It is essential that to only use
an encoder, or the low-goal branch S of PMNN, to extract the
high-level meanings, it has two primary benefits. First, since
the decoder is no longer used to perform semantic assessment,
it will be more effective. Finally, resulting branches and joint
streamlining benefit from the high level depiction S(I). As a
backbone for S, any CNN [9] [12] can be used. Framework
chose the MobileNetV2 [7] technology and [8], a great model
created for cell phones, as the S in order to operate with
continuous collaboration.

S(1) is through into a convolution layers that is initiated by
the sigmoid activation function to bring down the channel
count to 1 in order to estimate the s, coarse semantic mask.
And to control s, using a small portion of the fundamental
truth matte ay. So the block employ loss of L2 here because s,
should be smooth,

like in:
1
Ly = Ellsp - G(“g)”z
Where G represents Gaussian blur and also represents the
16x down sampling. It eliminates the fine designs (like hair)
that are not fundamental for human semantics.

2) Detail assessment: A high-goal branch D that uses I,
S(1), and the low-level components of S as information sources
surrounds the frontal area representation in the progress.
Reusing the low-level spotlights is done in order to reduce the
computational burden on D. Additionally, enhancing D in the
three following perspectives: (@) Compared to S, D has less
convolution layer; (b) The convolution layer in D are chosen
with lower channels; (c) Through D, the block doesn’t
maintain the initial information resolution. In actuality, D has
a max channel count of 64 and comprises 12 convolution
layer. In the first level, the feature resolution of the map is
down-scaled to 1/4 of I, and in the following two levels, it is
recovered.

Vol. 13, No. 12, 2022

The D outcome results as D(l, S(1)), the intricacy between
the sub target human semantic S(I) of high level is needed in
prior for detail assessment. From D(l, S(I)), determine the
maximum detail matte d, and grip it along loss of L1, as
follows:

Ly = md”dp - ag”l

where md serves as a binary mask for Ly to emphasise the
representational boundary. Erosion and dilation on aq result in
the production of my. If the pixels are inside the transitional
area, its attributes are 1, otherwise they are 0. In actuality, the
pixels in the dim area of the trimap are those with my = 1.
Despite the possibility of inaccurate quality in d, for pixels
with my = 0, it has great accuracy for pixels having mg =1

3) Semantic-detail combination: A direct CNN module,
the combination branch C in PMNN combines semantic and
detail. Firstly increase the sample size, to align S(I) from with
D(l, S(1)). At that point, S(I) and D(l, S(1)) is added to estimate
alpha matte a,,, which is anticipated by:

L, = ”ap - ag”l + L,

where L. is the loss of composition. The background
picture ground truth, the frontal area ground truth and the
outright difference between the information picture | and the
composited picture obtained from ay are all estimated.

Using the appropriate amounts of L, Ly, and L, PMNN is
ready from beginning to end.

L = ASLS + lde + AaLa

where, adjusting the three loss: As, Aq, and A, are hyper
parameters. The process of training the hyper parameter is
robust. Which lay down As =1, =1and 44 = 10.

V. RESULT

The below Fig. 3 represents the outcome from the
framework and the Fig. 4 represents the sample comparison
between the generated alpha matte and the dataset alpha matte.

The output of a model is tested using an image similarity
measures of PSNR - peak signal-to-noise ratio using the
formulas as shown,

MSE = Iy [Ii(mn) — I(mn)]?
M* N
MSE - Mean Square error. The information picture has M
row and N column. The following formula is used to
determine the PSNR:

2

MSE

éars

Fig. 3. Output of the framework consisting of RGB Image, extracted frontal
area and alpha matte (From left to right).

PSNR = 10log19(——=—=
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Framework
PPM- l.(](} Dataset Measurement Index Generated Alpha
Alpha image image

.

: 43,94272664202258 dB

785109280

1928978

S5IM: ©.9960239966668565

PSNR: 42.278184710346696 dB
SS5IM: ©.9678328881095509

Fig. 4. The Comparison result between the generated and PPM alpha matte.

R is the highest pixel value that the image can contain.
Notice that to get decibel value logarithm function is used.

SSIM - Structural Similar Index Measure, is based on
structures that may be seen in the photograph. In other words,
SSIM assesses the perceived variation between two analogous
images. Between -1 and 1, the SSIM score denotes complete
structural similarity, where 1 being perfect similarity. The
distance X-Y across two windows:

(Zﬂx:uy + Cl) (Zo-xy + CZ)
Wi + uy? + c)(0 + 05 + ¢3)

In Fig. 4, the first column displays the alpha matte from
the PPM - 100 data - set. The second third column picture
displays the PMNN generated output of alpha matte. The
PSNR and SSIM calculated values are displayed in the second
column for the generated picture along with the standard data
set of PPM - 100.

SSIM(x,y) =

Vol. 13, No. 12, 2022

The framework not only performs well with the data set
but also outperforms well along with the real picture captured
with the cell phones or camera irrespective of the dimension
or pixels or size of the picture.

VI. CONCLUSION

A quick, easy, and interesting PMNN is introduced as a
result of the framework's aim to avoid the use of a green
screen [22]. By relying just on RGB photos as data, the
technique permits the forecasting of alpha mattes under
changing landscape. The framework operates effectively with
the PPM-100 data set, as stated in the result section, and also
with captured images, regardless of the file size and dimension
of the captured image. The frontal region may now be
extracted from the image more easily and without the need for
human interaction thanks to the model editing.

PMNN is exhibited to have excellent exhibitions on the
meticulously sketched PPM-100 benchmark and various here
and now facts. The model's future application must include
even more accurate and exact extraction of fine hair and fine
details in the image with a move toward zero error. The one
significant feature that may be introduced is the user's choice
of extraction in the image, similar to how the green/blue
screen offers the option for the fine extraction of required
frontal area from the device captures. This extraction could be
an object in the image, a person with some objects, or a person
alone.

REFERENCES

[1] Qingsong Zhu, Pheng Ann Heng, Ling Shao and Xuelong Li, “What’s
the Role of Image Matting in Image Segmentation?”, IEEE International
Conference on Robotics and Biomimetics (ROBIO) Shenzhen, 2013.

[2] Jagruti Boda and Dhatri Pandya, “A Survey on Image Matting
Techniques”, International Conference on Communication and Signal
Processing (ICCSP), 2018.pp vol.

[3] Anil singh Parihar, “A Study on Image Matting Techniques”, 5th IEEE
International Conference on Recent Advances and Innovations in
Engineering- ICRAIE 2020.

[4] J. Liu et al., "Boosting Semantic Human Matting With Coarse
Annotations,” 2020 IEEE/CVF Conference on Computer Vision and
Pattern  Recognition (CVPR), 2020, pp. 8560-8569, doi:
10.1109/CVPR42600.2020.00859.

[5] Yu Wang, Yi Niu, Peiyong Duanl, Jianwei Lin, Yuanjie Zheng, “Deep
Propagation Based Image Matting”, International Joint Conferences on
Artificial Intelligence Organization, Twenty-Seventh International Joint
Conference on Atrtificial Intelligence, Pages 999-1006.

[6] Ning Xu, Brian Price, Scott Cohen, and Thomas Huang, “Deep Image
Matting”, IEEE Conference on Computer Vision and Pattern
Recognition (CVPR). 2017.

[71 Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov,
and Liang-Chich Chen, “Mobilenetv2: Inverted residuals and linear
bottlenecks”, CVPR, 2018.

[8] J. Hu, L. Shen and G. Sun, "Squeeze-and-Excitation Networks," 2018
IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2018, pp. 7132-7141, doi: 10.1109/CVVPR.2018.00745.

[9] https://towardsdatascience.com/a-comprehensive-introduction-to-
different-types-of-convolutions-in-deep-learning-669281e58215.

[10] Chang Liu, Henghui Ding and Xudong Jiang, “Towards Enhancing
Fine-grained Details for Image Matting”, IEEE Winter Conference on
Applications of Computer Vision (WACV), 2021.

[11] Lei Liu and Yingyun Yang, “Image Matting Based On Deep Learning
And Image Dissection”, IEEE 3rd Advanced Information Management,

Communicates, Electronic and Automation Control Conference
(IMCEC) 2019.

161|Page

www.ijacsa.thesai.org


https://towardsdatascience.com/a-comprehensive-introduction-to-different-types-of-convolutions-in-deep-learning-669281e58215
https://towardsdatascience.com/a-comprehensive-introduction-to-different-types-of-convolutions-in-deep-learning-669281e58215

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(IJACSA) International Journal of Advanced Computer Science and Applications,

Donggeun Yoon, Jinsun Park, and Donghyeon Cho, “Lightweight Deep
CNN for Natural Image Matting via Similarity-Preserving Knowledge
Distillation”, IEEE SIGNAL PROCESSING LETTERS, VOL. 27,
Page(s): 2139 - 2143, 2020.

Xugian Ren, Yifan Liu and Chunlei Song, “A Generative Adversarial
Framework For Optimizing Image Matting And Harmonization
Simultaneously”, IEEE International Conference on Image Processing
(ICIP), 2021.

Rishab Sharma, Rahul Deora, and Anirudha Vishvakarma, “AlphaNet:
An Attention Guided Deep Network for Automatic Image Matting”,
International Conference on Omni-layer Intelligent Systems (COINS)
2020.

Guilin Yao, Dongai Jiang, and Jianliang Sun, “An Affinity Based
Matting Method Based on Multi-Scale Space Fusion”, 33rd Chinese
Control and Decision Conference (CCDC) 2021.

Yu Qiao, Yuhao Liu, Xin Yang, Dongsheng Zhou2 and etal,
“Attention-Guided Hierarchical Structure Aggregation for Image
Matting”, IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR) 2020.

Bo Liu, Haipeng Jing, Guangzhi Qu and Hans W. Guesgen, “Cascaded
Segmented Matting Network for Human Matting”, IEEE Access
Volume: 9, Page(s): 157182 — 157191, 2021.

YanLong Xu, Hui Fan*, Jinjiang Li, “DenseNet Matting Algorithm
Based on Embedded Improved SKNet”, IEEE International Conference
on Progress in Informatics and Computing (PIC) 2020.

Haichao Yu, Ning Xu and etal. “High-Resolution Deep Image
Matting”, The Thirty-Fifth AAAI Conference on Artificial Intelligence
(AAAI-21), 2021.

Yaoyi Li, Jianfu Zhang, Weijie Zhao, Weihao Jiang and Hongtao Lu,
“Inductive Guided Filter: Real-Time Deep Matting with Weakly
Annotated Masks on Mobile Devices”, IEEE International Conference
on Multimedia and Expo (ICME) 2020.

Qihang Yu, Jianming Zhang and et.al., “Mask Guided Matting via
Progressive Refinement Network”, IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), 2021.

Soumyadip Sengupta, Vivek Jayaram, Brian Curless, Steve Seitz, and

Ira Kemelmacher-Shlizerman, “Background matting: The world is your
green screen”, CVPR, 2020.

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

[31]

[32]

Vol. 13, No. 12, 2022

Xiaoyong Shen, Xin Tao, Hongyun Gao, Chao Zhou, and Jiaya Jia,
“Deep automatic portrait matting”, ECCV, 2016.

R. Dong, B. Wang, Z. Zhou, S. Li and Z. Wang, "Design and
Implementation of an Image Matting System on Android Phones," 2015
7th International Conference on Intelligent Human-Machine Systems
and Cybernetics, 2015, pp. 522-526, doi: 10.1109/IHMSC.2015.53.

X. Fang, S. -H. Zhang, T. Chen, X. Wu, A. Shamir and S. -M. Hu,
"User-Guided Deep Human Image Matting Using Arbitrary Trimaps,” in
IEEE Transactions on Image Processing, vol. 31, pp. 2040-2052, 2022,
doi: 10.1109/T1P.2022.3150295.

V. Gupta and S. Raman, "Automatic trimap generation for image
matting," 2016 International Conference on Signal and Information
Processing (IConsSIP), 2016, pp. 1-5, doi:
10.1109/ICONSIP.2016.7857477.

C. Orrite, M. A. Varona, E. Estopifidn and J. R. Beltrdn, "Portrait
Segmentation by Deep Refinement of Image Matting," 2019 IEEE
International Conference on Image Processing (ICIP), 2019, pp. 1495-
1499, doi: 10.1109/ICIP.2019.8799367.

B. Qian and X. Gu, "Automatic ID Photos Matting Based on Improved
CNN," 2019 18th International Symposium on Distributed Computing
and Applications for Business Engineering and Science (DCABES),
2019, pp. 96-99, doi: 10.1109/DCABES48411.2019.00031.

D. Shin and Y. Chen, "Deep Garment Image Matting for a Virtual Try-
on System," 2019 IEEE/CVF International Conference on Computer
Vision Workshop (ICCVW), 2019, pp. 3141-3144, doi:
10.1109/ICCVW.2019.00384.

B. Yuan, Z. Lu, J. -H. Xue and Q. Liao, "A New Approach to Automatic
Clothing Matting from Mannequins,” 2019 IEEE International
Conference on Multimedia and Expo (ICME), 2019, pp. 880-885, doi:
10.1109/ICME.2019.00156.

Li, J., Zhang, J., Maybank, S.J. et al. Bridging Composite and Real:
Towards End-to-End Deep Image Matting. Int J Comput Vis 130, 246—
266 (2022). https://doi.org/10.1007/s11263-021-01541-0.

GyuTae Park, SungJoon Son, JaeYoung Yoo, SeHo Kim, Nojun Kwak;
Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), 2022, pp. 11696-11706.

162|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 13, No. 12, 2022

New Text Steganography Technique based on
Multilayer Encoding with Format-Preserving
Encryption and Huffman Coding

Mohammed Abdul Majeed®”, Rossilawati Sulaiman?, Zarina Shukur®

Center for Cyber Security-Faculty of Information Science and Technology,
Universiti Kebangsaan Malaysia (UKM), 43600 UKM, Bangi, Selangor, Malaysia

Abstract—Steganography is the process of hiding secret data
inside other media or cover media. Balancing the requirements
for capacity, security, and imperceptibility is the main challenge
for any successful steganography system. In text steganography,
the data hiding capacity is limited because of the lack of
redundant data compared to other digital media, such as images,
video, or audio. Other challenges in text steganography are
imperceptibility and security. Poor imperceptibility results from
the structure of the text file, which is more visually apparent in
terms of syntax and grammar than in other media. Low level of
security results from the sequential selection of positions for
embedding secret data due to insufficient redundant data in a
text file. Therefore, an attacker or a third party would notice
slight changes in the text file. This paper proposes a new text
steganography method that combines cryptography and
compression techniques to deal with these issues. This technique
is used to conceal secret data to achieve high data hiding capacity
in the cover text while maintaining security and imperceptibility.
Multilayer encoding and Format-Preserving Encryption (FPE)
with Huffman Coding, are applied to secret data before
embedding. Invisible Unicode characters are employed to embed
secret data into English text files to generate stego files. Results
show that the proposed method satisfies capacity and
imperceptibility in the cover file by comparing it with previously
developed methods.

Keywords—Text steganography; format-preserving encryption;
Huffman coding; unicode characters

l. INTRODUCTION

Modern advancements in digital communication are
essential to our everyday lives. The utilization of data transfer
has substantially expanded because of developments in web-
based technologies and the digitization of information. The
data transfer includes audio, video, text, and images among
individuals and groups, which has become very convenient [1].
However, the allocation of such massive amounts of data over
the Internet makes them vulnerable to attacks. Thus, protecting
sensitive data has become an important issue requiring
immediate solutions. In general, two techniques are used to
preserve the security and privacy of sensitive data:
cryptography and steganography. One of the most attractive
fields for data security is cryptography. This method uses
several data encryption techniques to convert sensitive data
into ciphertext, which is an incomprehensible format. Another
technique for protecting communications during data
communication is steganography. Although they have the same

*Corresponding Author.

goal, steganography and cryptography use different techniques.
Steganography, as compared to cryptography, keeps the
original data by concealing it in various medium [2] [3].

Both Greek terms "Stegano™ and "Graphy," which make up
the name "Steganography,” have to do with "Cover Writing".
The practice of steganography began centuries ago. For
instance, Histiaeus employed steganography to transmit
messages by inking (tattooing) on the head of his slave, who
would travel after the tattoo had grown enough hair to conceal
it. Greeks were famous for transmitting secret messages [4] [5].
Since the text has fewer redundant bits than in other cover
media like images, music, and video, inserting hidden data in
the cover text is the main challenge in text steganography. Due
to the scarcity of redundant bits, any little adjustments made to
the cover text will be noticeable. Any steganography system
must have three main requirements: capacity, security, and
imperceptibility [6] [7]. Steganography highly values the
imperceptibility of hiding sensitive data in other media. The
hiding process is performed without being noticed by human
eyes. The concept of "security" refers to "undetectability",
where the concealed data is incapable of being found by
statistical methods [8]. A steganography system typically seeks
to communicate a significant amount of confidential
information using the least-covered media to reduce the risk of
being discovered when communicating over an unsecured
connection [9].

Let's say there is a need to embed a significant amount of
sensitive data in a cover file (which will later be called a stego
file). In that instance, altering the cover file is more challenging
due to the difficulty in achieving imperceptibility and the
possibility of distortion. Therefore, the trade-off between
hiding capacity with imperceptibility and hiding capacity with
security must be identified [10]. The hiding capacity has an
inverse relationship with imperceptibility, which means that
when large secret data are hidden within a specific size of
cover text, inevitably, the stego file will be distorted. This
distortion attracts the intruder's attention, and thus the hidden
data is noticeable. In general, Unicode characters are used to
embed secret data, which requires modification of the cover
file. However, because text media suffer from insufficient
locations for hiding secret messages, more text will be needed
for embedding. In addition, the selection process of the
embedding positions of the secret data is performed
sequentially. Sequential patterns of the positions make the
algorithm vulnerable to attacks [2]. Moreover, text media is
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naturally bounded in terms of syntax and grammar, making
text media more visually apparent in the embedding process.

Several researchers have worked on the relationship
between hiding capacity and imperceptibility. Compression
techniques are used to reduce the hidden secret data size,
simultaneously minimizing the amount of modification in the
cover file and increasing the imperceptibility [11], such as
work in [12], which compressed the secret message using
Huffman coding. Secret messages are also compressed in
research found in [13] that combined algorithm with minimum-
maximum weight and Huffman coding. Meanwhile, in [14],
the secret data are concealed in the forward email 1Ds platform
after compressing it with Huffman coding.

Despite implementing the compression algorithms, there
are limitations, especially regarding the compression keys. In
steganography, the compressed data will be hidden with the
compression information, including the decompression keys,
which will be shared separately between authorized
participants. However, any third party getting the
decompression keys could also obtain the secret data. In other
cases, compression also led to low imperceptibility, as found in
[15].

In addition, research on hiding capacity and security is
being done to provide data protection while maintaining hiding
capacity. Work in [16] used the RSA algorithm to provide
security by encrypting data with minimum modifications in the
presence or characters layout. Another research by [17]
employs the Data Encryption Standard (DES), a symmetric
encryption key, and combines steganography and cryptography
for secure data transfer. However, despite these implemented
approaches that improved security, cryptography algorithms
also increased the secret data size since encryption generally
increases the overall size of the data.

Therefore, any new text steganography technique must
consider these issues and propose a method that minimizes the
secret message size compatible with the available capacity in
the cover text. In addition, changes in the cover text should be
minimum since embedding secret data in bulk is more
noticeable than in other media. More importantly, the
embedding technique used to add layers of security must be in
such a way that it does not increase the secret message size.

These issues give the motivation to develop the proposed
method described further in Section Ill, which considers the
relationship between hiding capacity and imperceptibility on
one hand and hiding capacity and security on the other through
the combination of cryptography and compression algorithms.
This combination has two objectives. Firstly, is to adjust all
steganography requirements simultaneously. Secondly is to
preserve the trade-off between high hiding capacity and
maintaining the imperceptibility of the stego file.

This paper suggests a new text steganography technique
using multilayer encoding with FPE and Huffman Coding,
which is applied to secret data that will be embedded using
invisible Unicode characters inside the cover text. In addition,
this paper explains the nature of the text media and the
relationship among factors that must be considered when
proposing new techniques for text steganography.

Vol. 13, No. 12, 2022

The rest of the paper is organized as follows: Section 1l
presents related works. Concepts in Multilayer encoding with
format-preserving encryption (fpe) and Huffman coding
illustrated in Section Ill. Proposed method is illustrated in
Section IV. Then, Section V presents the experimental results,
followed by the conclusion of the work in Section V1. Lastly,
recommendations for future research are presented in Section
VII.

Il. RELATED WORK

This section analyses related works that share the same
fundamental concept as the proposed method. Randomization
is a concept that can be used as opposed to the sequential
concept. This concept can be seen used in text steganography,
as found in [18], which used randomization in selecting the
forward emails as a cover text. A randomized index-based
word dictionary is used to encrypt the carbon copy field that
contains hidden data. A temporary stego key from the public
key cryptography generates a system time-based random
bitstream and is transmitted separately. This method is
considered secure against attacks because noises are excluded
from the actual email body content. Moreover, randomizing
each word of the index values adds an extra layer of security by
inserting an 18-bit key generated using the system time in the
"date" column of the forward email format. However, the use
of public key cryptography increased secret message size and
affected negatively on data hiding capacity.

The author in [19] suggested a set of two letters words
based on the Oxford dictionary as indicators to hide the secret
data represented through non-printing Unicode characters
(UC). The proposed approach maps secret data so that every
two bits of secret text with a specific UC generates a UC
mapping table that will be shared between the sender and
receiver. However, the inserting of secret message after each
two letters words leads to increase the changes in a cover text
and that minimizes a level of imperceptibility. This work is
improved in [20] with the Lempel-Ziv-Welch compression
algorithm to minimize the secret data size. The secret data are
then represented through non-printing UCs to generate the UC
mapping table that will be shared between both sender and
receiver. However, the capacity is still low due to mapping
representation that used a few bits with non-printing UCs in
UC mapping table.

Color coding and LZW compression technique are used by
[21] that employed the forward mail as a cover text for the
secret data embedding process. The secret data is then
compressed by the LZW compression technique and embedded
inside the cover text by coloring it based in a color-coding
table. However, the capacity is still low due to limitation in
mapping representation in color-coding table. Another work
that used the Huffman compression can be found in [22] to
minimize the secret data. A specific number of characters in an
email ID indicates the bits of hidden messages. However, the
capacity is still low due to mapping representation that used
one bit only in color-coding table.
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I1l. CONCEPTS IN MULTILAYER ENCODING WITH FORMAT-
PRESERVING ENCRYPTION (FPE) AND HUFFMAN CODING

The rapid increase in the number of covert activities in
communication networks has intensified the need to devise an
efficient data-hiding method to protect secret information from
malicious attacks. One possible solution to this problem is to
combine steganography techniques with encryption and
compression techniques. As previously mentioned in Section
11, several encryptions and compression techniques have been
proposed, each with unique advantages and disadvantages. An
encryption and compression technique that can provide a high
security and compression ratio while maintaining an acceptable
imperceptibility for the output file must be adopted. To this
end, the proposed model applies multilayer encoding with
(FPE) and Huffman Coding, which seeks to encode by
encrypting and compressing the secret message before
embedding.

This model consists of encryption and compression
techniques (as shown in Fig. 1), which are applied to encrypt
and compress the secret message and consequently increase the
security ratio and hiding capacity.

Secret message

S
Multilayer Encoding with FPE

| |

| |
S

| |

| |

Compression with Huffman Coding

S

Encrypted and compressed secret message

Fig. 1. Multilayer encoding with FPE and Huffman coding process

A. Format-Preserving Encryption (FPE)

A novel symmetric encryption method known as FPE is
gaining popularity as a solution to previously mentioned
problems. This method differs slightly from traditional
encryption protocols like AES and DES [23] [24]. It is a
rapidly growing cryptography tool that serves the purpose of
secrecy in cryptography by ensuring data security. As the name
suggests, format-preserving encryption aims to encrypt data
without changing its size or format. It involves encrypting data
so that the output matches the input's size and format, which
offers several advantages over traditional encryption. Feistel
structure-based schemes called FF1 and FF3 are used to
implement FPE algorithms. The National Institute of Standards
and Technology (NIST) advises only two operating modes:
FF1 and FF3. A basic block cipher component called BPS-BC
is proposed to be used in Cipher Block Chaining (CBC) mode
to encrypt messages of any length. FF1, known initially as
format-preserving Feistel-based encryption (FFX), was
proposed by [25], and FF3, corresponding to the BPS-BC
(Brier Peyrin Stern), was proposed by [26]. Fig. 2's non-binary
Feistel structure is the foundation for both operating modes.
Both FF1 and FF3 can use electronic code book (ECB) mode
to encrypt data blocks.

Despite using AES as the underlying block cipher,
operating modes may be considered a type of FPE block
ciphers. The encryption of data with changeable forms, such as
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Primary Account Numbers (PANS) or Social Security Numbers
(SSNs) that are not in binary format, is an example of a
practical use of FPE [26][27]. FPE can also be used in
communication systems when it's crucial to encrypt specific
protocols, such as in industry or the military or when
encrypting particular image formats [28].

Plaintext Ciphertext

[ A ] B | A B |
(]
[ e | & ] [ T A ]
(] (]

La | & | [Ca [ & |
[
l | | |
I A I 8 | Ag | By I

}

Ciphertext Plaintext
(a) (b)

Fig. 2. Generic cipher structure for format preserving encryption: (a)
ciphering, (b) deciphering

The present study focuses on the concept of using format-
preserving encryption FF1 mode. Data encryption must be
considered when developing a conceptual framework because
the technique of data encryption leads to an increase in the
level of security with maintaining the capacity ratio of stego
text files.

B. Compression using Huffman Coding

This section examines the data compression techniques that
benefit from current compression techniques related to text
files. These techniques can also be combined with
steganography to improve the proposed solution. Data
compression refers to the process of encoding input data by
using a few bits representing the input's original size [29]. In
other words, data compression denotes information in a
compact format. The data's structure must first be determined
to construct such small representations. These data may refer to
characters in a text file generated by other processes.
Compressed data are only used when both communicating
parties are informed of the coding scheme, similar to any other
type of communication. Compression is important since it
lowers the use of costly resources.

Data compression techniques are highly recommended to
increase the hiding capacity in cover files. These techniques,
which are popular in computing, require the data transmitted
over the Internet to be as compact as possible. Named after the
late David Huffman in the 1950s, Huffman coding is a data
compression technique that utilizes the greedy algorithm and
achieves remarkable savings in capacity (ranging from 20% to
90%).

A variable-length code is employed in Huffman
compression coding. Utilizing lower-frequency characters with
more extended codes is also preferable in this case. The
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encoding process involves assigning a numerical string based
on the frequency of characters. The Huffman code algorithm
takes a string of symbols and transforms them into a varying-
length binary string. Then, a binary tree is generated for
decoding the binary strings. Each binary character is assigned
with 1 for the right child and O for the remaining child routes.

IV. PROPOSED METHOD

This section describes the proposed method. There are four
main components: the encoding phase, embedding phase,
extracting phase, and decoding phase, as shown in Fig. 3.

Secret messaae

Encoding phase
o ib
8]

Multi-layer with
FPE and Huffman

| seament text to words

No

Capacity
Enough?

| Embeddra phase |—l

Stego text

Extracting

v

decodina phase

B
Ti

| Decompres |

o

Secret message

Fig. 3. Block diagram of the proposed scheme

A. Encoding Phase

In this phase, a combination of compression and security is
achieved by implementing the multilayer encoding with FPE
and Huffman Coding for compression, where secret messages
are encoded using FPE. This stage is called multilayer
encoding because it involves a few layers of encoding, such as
from text to binary, then binary to decimal, and finally
applying mod 26 to obtain the final encoding. FPE and the
multiple encodings provide multilayer security to the secret
message before its actual embedding. Multilayer encoding also
reduces the size of hidden messages while providing more
hiding spaces, as shown in Algorithm 1 of the multilayer
encoding with FPE (Fig. 4). Next, Fig. 5 depicts the algorithm
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for data compression using Huffman Coding. This algorithm
starts by computing the frequency of occurrence of each data
(output code from FPE), which is calculated in the input
stream. These codes are then arranged from the highest
frequency to the lowest.

Algorithm 1: multilayer encoding with FPE
Input: Secret message (Ms), FPE Key (Kp )
Output: EB; , kg

Steps:
1. Select Kp
2. For each Char in secret message (Ms)
Convert Mg into Binary.
End For
3. Convert the binary value of Mg into decimal (My)

4. Divide M4 with x , Bi = % /I x is random length of the

divisor.
5. Encrypt B; with Kp using FPE.
EB; = Eph(B;,(Kp) mod n
6. Take mod 26 of the Encrypted Block
(Bl) EBi: Bi mod26.
7. Store the reminder bits of mode 26 as the second key, kg for
each block.

Fig. 4. Algorithm 1: multi-layer encoding with FPE

Algorithm 2: Huffman message compression
Input: Output codes from the multilayer encoding with FPE
Output: Compressed secret message (CM)

Steps:

1. Read the output codes

2. Compute the frequency of occurrence of each output code in a list
of (output code, frequency).

3. Arrange the list from the highest to the lowest frequency.

4. Calculate summation of the last two frequency numbers.

5. Rearrange the values in descending order based on their frequency
numbers.

6. If there is more than one element in the list

Repeat Step 3.
End-If

7. Construct a Huffman tree by assigning the value (0,1) to each pair
of branches in the tree.

8. Construct the final table (Huffman coding) that contains the leaf
nodes (output codes) and their respective codes according to the
Huffman tree.

9. Generate the compressed secret message (CM) by rewriting the
output codes using the table in Step 7.

Fig. 5. Algorithm 2: Compression with Huffman coding

In Algorithm 1 (Fig. 4), in line 1, the algorithm selects the
value of the FPE key (Kp). The block encoding and encryption
processes are shown in lines 2-8. Firstly, each character of the
secret message (Ms) is converted into binary. Next, in line 4, a
binary string is converted into a decimal string Md, and Md is
divided into equal blocks with a random length of the divisor
(%), shown in line 5. After that, the encryption phase (labelled
as Eph) is applied on each block (Bi) with Key (Kp), EB; =
Eph(B;, k,) mod 26 (line 6). In line 7, mod 26 on EB; is
calculated, and finally, the kg values are determined by
collecting the reminder bits of mode 26 for each block (line 8).
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The kg values are used to regenerate encrypted blocks in the
extraction process.

In Algorithm 2 (Fig. 5), Huffman coding begins with the
input, representing the output codes of the multilayer encoding
with the FPE algorithm that need to be compressed. The
algorithm then computes the frequency of occurrence of each
output code in the input stream. These codes are subsequently
arranged from the highest to the lowest frequency. The two
codes with the lowest frequencies are treated as children of the
node, and the parent node comprises the total frequency of
these two child nodes. This node is then inserted back into the
list, and the list is rearranged.

The process of applying Multilayer Encoding with FPE and
Huffman coding is shown in the following example:

Suppose the Secret message is: "Universiti Kebangsaan
Malaysia".

1) Multilayer encoding with FPE:
Step 1: Select the encryption key "Kp" value for FPE.
Assume  Kp=1200.

Step 2: Convert the secret message into random binary
stream blocks. The obtained binary blocks are given below:

01010101 01101110 01101001 01110110 01100101 01110010
01110011 01101001 01110100 01101001 00100000 01001011
01100101 01100010 01100001 01101110 01100111 01110011
01100001 01100001 01101110 00100000 01001101 01100001
01101100 01100001 01111001 01110011 01101001 01100001

Step 3: Convert each binary block into a decimal stream to
obtain the following decimal stream:

85110105118101114115105116105327510198971101031
1597971103277971089712111510597

Step 4: Convert the decimal stream into random blocks:

8511010511 8101114115 1051161053 2751019897
1101031159 7971103277 9710897121 11510597

Step 5: Encrypt each decimal block using FPE with
Kp=1200; the resultant encrypted blocks are given like the
following:

1909100954 6927975788 1398002705 6714036020
1293204947 2415200591 2308156747 39114904

Step 6: Apply mod 26 on each encrypted block, and the
remaining bits of each block after applying the mod 26
equation are stored as the second key, Ks.

The results of applying mod 26 on each encrypted block are
as follows:

[20 6 211621 111310]

2) Applying huffman coding:
Stepl: Read the output codes of multilayer encoding with
FPE, which are:
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[20, 6, 21, 16, 21, 11, 13, 10].

Step 2: Construct the final table (Huffman coding table)
that contains the leaf nodes (output codes), as shown in Table I.

TABLE I. HUFFMAN CODING TABLE

Node 20 6 21 16 21 11 13 10

Codeword | 110 1000 | 11 101 00 010 011 1001

Step 3: Generate the compressed secret message by
rewriting the output codes using the table of Huffman coding.

Original secret message: (20, 6, 21, 16, 21, 11, 13, 10)

Compressed secret message: (110, 1000, 11, 101, 00, 010,
011, 1001).

The length of the compressed secret message, as computed
using the Huffman algorithm, is 24 bits.

B. Embedding Phase

By using the invisible Unicode characters (UC), the
embedding process aims to resolve the cover text limitation in
data hiding capacity. In the proposed method, the embedding
process is performed using eight Unicode characters to embed
the secret data. These characters are inserted into spaces
between words of the cover text. This phase proposes a text
steganography technique using the property of data redundancy
in the English text to improve the imperceptibility of hidden
information. This method uses eight invisible Unicode
characters UC by mapping three bits in each UC, as shown in
Table 1I.

TABLE Il.  UC MAP FOR HIDING 3 BITS IN EACH CHARACTER
Unicode characters Abbreviation Representation
Zero width character ZWC 000
Zero width joiner ZWJ 001
Zero width no- joiner ZWNJ 010
Invisible plus IP 011
Invisible separator IS 100
Inhabit Symmetric Swapping ISS 101
Empty string o 110
Left-To-Right Embedding LRE 111

The algorithm uses UC to hide three secret message bits
after each word in the cover text. The first step of Algorithm 3
is to read the cover text and start segmenting text into words.
Then, secret messages are converted to binary, which is
divided into blocks of three bits. Next, every three bits are
checked according to UC mapping, as defined in Table II.
Then the alternative Unicode character is inserted after each
word of cover text. Fig. 6 shows the Embedding algorithm.
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Algorithm 3: Embedding process
Input: cover text, secret message, UC
Output: Stego-text file

Steps:
Read the secret message.
2. Read the cover text file.
3. Segment cover text to words
4. Divide the hidden data into blocks of 3 bits each.
5. For each block in a secret message
Il there are 8 block options (i.e
000,001,010,100,101,110 and 111) are
available to insert UC after each word.
Check the state of the first 3 bits of block
5.1 IF 3 bits of block = “000” Insert ZWC after it
Else Read a new word, Repeat Step 5.1.
5.2 IF 3 bits of block = “001” Insert ZW] after it
Else Read a new word, Repeat Step 5.2.
End IF.
5.3 IF 3 bits of block = “010” Insert ZWNJ after it
Else Read a new word, Repeat Step 5.3.
End IF.
5.4 IF 3 bits of block =“011” Insert IP after it
Else Read a new word, Repeat Step 5.4.
End IF.
5.5 IF 3 bits of block = “100” Insert IS after it
Else Read a new word, Repeat Step 5.5.
End IF.
5.6 IF 3 bits of block = “101” Insert ISS after it
Else Read a new word, Repeat Step 5.6.
End IF.
5.7 IF 3 bits of block = “110” Insert <**’ after it
Else Read a new word, Repeat Step 5.7.
End IF.
5.8  IF 3 bits of block = “111” Insert LRE after it
Else Read a new word, Repeat Step 5.8.
End IF.

=

End for
6. Return Stego-text file
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Algorithm 4: Extraction process
Input: Stego-text file
Output: Recovered encoded Secret message

Fig. 6. Algorithm 3: Data embedding

C. Extraction Phase

The extraction phase is the third phase implemented in the
proposed method. The stego text file is used as input. The
extraction phase aims to extract the hidden data from the stego
text file by retrieving each invisible UC. The extraction starts
by reading the stego text. Next, the alternative Unicode
character after each word is extracted. Then, each UC is
mapped as defined in Table Il to show the three bits of hidden
data. Finally, return the recovered encoded secret message bits
for the Decoding phase to reconstruct the secret message. Fig.
7 summarizes the extraction process.

Steps:
1. Read the stego text file.

2. Set secret data is null
3. Segment stego text to words.
4. Read each word and extract the alternative UC.
5. Foreach UC
5.1 IF UC=ZWC add to hidden data = “000”
Else Read a new UC, Repeat Step 5.1
End IF.
5.2 IF UC=ZW]J add to hidden data = “001”
Else Read a new UC, Repeat Step 5.2.
End IF.
5.3 IF UC =ZWNJ add to hidden data =010
Else Read a new UC, Repeat Step 5.3.
End IF.
5.4 IF UC=IP add to hidden data =“011"
Else Read a new UC, Repeat Step 5.4.
End IF..
5.5 IF UC=1S add to hidden data =“100"
Else Read a new UC, Repeat Step 5.5.
End IF.
5.6 IF UC =1SS add to hidden data =“101"
Else Read a new UC, Repeat Step 5.6.
End IF.
5.7 IFUC=*“"" add to hidden data =“110"
Else Read a new UC, Repeat Step 5.7.
End IF.
5.8 IF USC=LRE add to hidden data =“111"
Else Read a new UC, Repeat Step 5.8.
End IF.
End for

6. Return secret message.

Fig. 7. Algorithm 4: Data extraction

D. Decoding Phase

The decoding phase includes two processes, namely: the
decompression and deciphering of the secret text. The encoded
secret message retrieved in the extraction phase is used as the
input, while the retrieved secret message text is produced as the
output.

1) Decoding of Multilayer Encoding with Format-
Preserving Encryption and Huffman code: An encoded secret
message retrieved from the extracting phase is decoded using
the Huffman coding table to return the indexes. The Huffman
coding table is transmitted as a key file. Decoding the
retrieved encoded secret message and returning the indexes
require rebuilding the Huffman tree based on the Huffman
coding table. This process iterates through the binary encoded
data.
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The process starts traversing from the root until a leaf is
found to find the characters that correspond to the current bits.
The node on the left of the tree is then approached if the
current bit is 0. If the bit is 1, the approach is made to the right
node of the tree. When traversing, a leaf node is reached, and
its character is displayed. After that, the encoded data is
iterated till the end. The significant advantage of Huffman
coding is that, although each character is coded with various
bits, the receiver will automatically locate the character in
order.

In FPE, the encoded data stream is decoded following the
same principles applied in the encoding process. The process
starts by obtaining the secret message bits from the
decompression process with the Huffman code and then
applying the decryption process with Ks, which is the key
established after applying mode 26 in the multilayer process in
the encoding stage. The next step is decrypting the secret
message bits from FPE using the Kp key, converting secret bits
from decimal to binary to rebuild the characters using ASCII
code at the end of this algorithm (Fig. 8).

Algorithm 5: Decoding Multilayer Encoding with Format
Preserving Encryption

Input: Encoding data stream , kg, k,

Output: Recovered Secret message

Steps:

1. Read Encoding data stream.

2. For each number in stream i.e. (20,6,21,16, 21,11,13,10).
get ND using ks.
get NS using , kp.

End for

3. For each number in ND stream

add number in Temp T

IF T > 64 then
Add to DI list (T)
T=0

Else

IF T =32 then
Add to DI (T)
T=0

Endif

End for
4. For each number in DI list
convert to binary
retrieve secret message SM
End for
5. Return secret message.

Fig. 8. Algorithm 5: Data decoding

For example:
The retrieved message: (20,6,21,16, 21,11,13,10)

Step 1: decrypt (20,6,21,16, 21,11,13,10) using kg which
is mod 26 reminder bits of each number in encode stage.

The results of decryption will be:

1909100954 6927975788 1398002705
6714036020 1293204947 2415200591
2308156747 39114904
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Step 2: decrypt each block using FPE with Kp; the
resultant decrypted blocks will be:

8511010511 8101114115 1051161053
2751019897 1101031159 7971103277
9710897121 11510597

Step 3: combine blocks of numbers to accomplish the

stream of decimal numbers. The stream will be separated
according to original decimal numbers that represented each
binary of secret bits:

8511010511810111411510511610532751019897110
10311597971103277971089712111510597.
Step 4: steps to accomplish the separation according to the
original of the decimal numbers:

e take two numbers.

o If the summation of the two numbers equals 32, then
separate

o else-if the sum of the two numbers equals or is more
than 64, then separate

o Else take three numbers and separate

where 32 represents the word space in decimal, which are
separate words. This condition identifies the word spaces in the
algorithm. At the same time, since each letter in the English
language starts with 64 when represented in decimal, and the
numbers reflect the secret message letters in decimal, the
retrieval numbers must be 64 or more. This condition could be
satisfied with two or three numbers from the string while
separating the secret message. The output from this stage will
be (85 110 105 118 101 114 115 105 116 105 32 75 101 98 97
110103 1159797 11032 77 97 108 97 121 115 105 97).

Step 5: Convert each decimal number into binary and then
retrieve the secret message from the binary. The binary
representation will be as follows:

01010101 01101110 01101001 01110110 01100101
01110010 01110011 01101001 01110100 01101001
00100000 01001011 01100101 01100010 01100001
01101110 01100111 01110011 01100001 01100001
01101110 00100000 01001101 01100001 01101100

01100001 01111001 01110011 01101001 01100001
The secret message will be "Universiti Kebangsaan
Malaysia".

V. EXPERIMENTAL AND ANALYSIS

In this section, we analyze the experimental results of our
proposed method. The performance of the proposed method is
measured in terms of capacity and imperceptibility. The hiding
capacity is a major crucial parameter for analysis of the text
steganography algorithm performance. We used the Jaro-
Winkler distance, as used in [20], which is a similarity metric
for the cover text and stego cover (1) and (2). The similarity
metrics were used to calculate how similar two strings were to
one another, with (0) indicating a difference and (1) indicating
equal matching or imperceptibility of strings.

Jaro_Winkler(S,C) = Jaro_Score + (L * P ox (1 —]aro_Score))

1)
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m + m + (m—t)) (2)

1
Jaro_Score = —(—
3 \Length(s;)  Length(s,) m

L is the length of the common prefix at the start of the
string up to a maximum of 4, P is the constant scaling factor
(0.1 = P < 0.25), m is the number of matched characters, s,
is the first string, s, is the second string, and t is the number of
transpositions. As in [18, 21], hiding capacity is defined as the
hidden data size relative to the size of the stego cover.
Formulation (3) can be used for calculating the hiding capacity.

i , Size of the embedded data (byte
Capacity Ratio = u (byte)

x 100
©)

The proposed method is applied to the cover file as shown
in Fig. 9 and secret messages shown in Fig 10, which are
divided into twelve samples to be embedded into the cover file.
Table 111 shows the results of the experiments, which include
the secret messages, size secret message (n) and Jaro-Winkler
(JW), for the proposed method and the comparison with
previous related studies.

Size of the coverfile (byte)

“The loss of tree cover as a result of forests being cleared
for other land uses such as farming and logging is called
deforestation. Deforestation activities affect carbon fluxes
in the soil, vegetation, and atmosphere. However, logging
can also lead to carbon emissions if the surrounding trees
and vegetation are damaged. Deforestation is defined as
the destruction of forested land. It is a major problem all
over the world. The causes of deforestation vary from
place to place. The most common causes, however, are
logging, agricultural expansion, wars, and mining.
Deforestation has been the cause of many problems
facing the world today such as erosions, loss of bio
diversity through extinction of plant and animal species,
and increased atmospheric carbon dioxide. In this paper, |
will present that we can reduce deforestation by moving
from physical letter mail to electronic mail. From the
ancient era physical letter mail has come, till now it is
going on, but, on the other side due to this everyday trees
are being cut i.e., deforestation is taking place by the
paper industry, hence increasing CO2 emission and
global warming. In place of physical letter mail, we can
use electronic mail which will definitely do some
reduction in deforestation. There are critical effects of
deforestation.”

Fig. 9. Cover text (1)

“The importance and size of text data have
increased at accelerating pace because the
reliance on text based web01234.”

Fig. 10. Secret message (1)

As shown in Table 111, the experimental results indicate that
the proposed method can be applied to embed the secret
message in the cover file. The Jaro-Winkler similarity score is
0.984 which is higher than in the two previous studies.
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TABLE IlI. JW OF THE PROPOSED METHOD COMPARED WITH RELATED

STUDIES

Secret Message Message | JW JwW Jw

size [15] [16] Proposed
(Bit) work
the import 80 0.99 1 1
the importance and s 160 0.98 1 1
the importance and size 240 0.98 0.99 0.99
of tex
the importance and size 320 0.97 0.99 0.99
of text data hav
the importance and size 400 0.96 0.99 0.99
of text data have increase
the importance and size 480 0.95 0.98 0.99

of text data have
increased at an ac

the importance and size 560 0.95 0.98 0.98
of text data have
increased at an
accelerating

the importance and size 640 0.94 0.98 0.98
of text data have
increased at an
accelerating pace beca

the importance and size 720 0.94 0.98 0.98
of text data have
increased at an
accelerating pace because
the re

the importance and size 800 0.93 0.97 0.97
of text data have
increased at an
accelerating pace because
the reliance on

the importance and size 880 0.93 0.97 0.97
of text data have
increased at an
accelerating pace because
the reliance on text based

the importance and size 936 0.92 0.97 0.97
of text data have
increased at an
accelerating pace because
the reliance on text based
web 01234.

Average 0.953 | 0.983 0.984

Next, the performance in capacity is compared with related
studies that use the same secret message, as shown in Fig. 11
and the cover file in Fig. 12. Results show that the proposed
method also scores higher in hiding capacity results. Table IV
compares the hiding capacity of the proposed method with
existing techniques. The proposed method achieved 18.4%
capacity, which performed better than the other techniques for
the same cover text and the secret message. Fig. 13 presents the
bar chart comparison of the capacity that is listed in Table IV.

“Behind using a cover text is to hide the
presence of secret messages the presence of
embedded messages in the resulting stego
text cannot be easily discovered by anyone
except the intended recipient”

Fig. 11. Secret message (2)
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“In the research area of text steganography,
algorithms based on font format have advantages
of great capacity, good imperceptibility and wide
application range. However, little work on
steganalysis for such algorithms has been
reported in the literature. based on the fact that
the statistic features of font format will be
changed after using font-format based
steganographic algorithms, we present a novel
support vector machine-based steganalysis
algorithm to detect whether hidden information
exists or not. This algorithm can not only
effectively detect the existence of hidden
information, but also estimate the hidden
information length according to variations of font
attribute value. As shown by experimental
results, the detection accuracy of our algorithm
reaches as high as 99.3% when the hidden
information length is at least 16” bits.”

Fig. 12. Cover text (2)

TABLE IV.  CAPACITY OF PROPOSED METHOD COMPARED WITH RELATED
STUDIES

Method Hiding Capacity Ratio %

[22] 7.21

[20] 12.02

[18] 12.17

[21] 13.43

Proposed Method 18.4

Proposed Method S 18.4
(21] . 13.43
(20] I 12.02
[18] W 1217
(22] —— 721

Methods

0 5 10 15 20
Hiding Capacity Ratio %

Fig. 13. Capacity of the proposed method compared with related studies

VI. CONCLUSION

This paper proposes a new technique of text steganography
using Multilayer encoding with FPE and Huffman coding. The
use of UCs shows a significant invisibility due to high
imperceptibility after embedding the secret data into the cover
text. Each Unicode character represents three bits of data.
Before hiding secret data, the proposed scheme minimized the
secret data size by applying multilayer encoding and Huffman
compression. FPE is applied to secret data to achieve the
encryption objective without increasing the size of the secret
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data. Results show that the proposed method has demonstrated
significant improvement when compared with previous studies.

VII. FUTURE WORK

In future work, enhancement can be made by proposing a
new method to solve the sequential pattern in the embedding
process by introducing a randomization concept. Therefore, the
security level will be increased without using any encryption
techniques that require sharing of keys between participants. In
addition, increasing the number of bits in UC mapping
representation will result in increasing the amount of
capacity in cover text.
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Abstract—The security of personal identities is a serious
challenge in today's digital world, with so many daily
transactions requiring secure solutions. The use of biometric
characteristics of the person is presented as the reliable solution
to solve this problem. Indeed, this solution is effective, but it
hides a weak point which lies in the ability to reproduce certain
biometric characteristics for fraud. To overcome this weak point,
we propose a secure approach for palmprints that relies on the
concept of merging multiple features. Indeed, these features will
be extracted from multi-spectral images with different spectra,
which allow the extraction of information under the skin of the
palm for two different spectrums sequentially in two different
times (T1, T2) but instantly. The instant fusion of these
characteristics will be impossible to replicate. The images used
are grayscale. To satisfy a construction of a reliable and secure
system, for this kind of patterns (palmprints), we will use the
Compound Local Binary Pattern method, since this method adds
an additional bit for each P bits coded by LBP corresponding to a
neighbor of the local neighborhood, in order to build a robust
system. This feature descriptor, it uses both the sign and tilt
information of the differences between the central and
neighboring gray values. The reliability of the proposed
approach has been demonstrated on the Casia Multi-Spectral
database. The final experimental results show reliable
recognition rates and these recognition rates vary between 99%
and 100% for the left and right palms.

Keywords—Biometrics; multispectral palmprint, local features;
fusion; compound local binary pattern

l. INTRODUCTION

The uniqueness of personal identity has always been the
major concern of individuals in society. This concern is
justifiable given the seriousness of the risks. The identity is
the entity requested to ensure the majority of critical
transactions. Various applications have been proposed to
guarantee this uniqueness, however, in this set of applications,
biometrics remains the most appropriate solution [1, 2]. A
multitude of scientific research has been undertaken in recent
decades in this direction. Researchers have proposed a large
set of recognition systems with very promising results. A large
number of modalities have been investigated and they have
shown a distinctive character that ensures the uniqueness of
the identity. Among these modalities, we can cite the use of
the fingerprint [3], the iris [4], the finger knuckle [5], the voice
[6], the hand geometry [7], etc. However, it should be noted
that these different biometric mechanisms offer advantages on
the one hand and disadvantages on the other. The suitability of
a mechanism for all current applications cannot be judged

*Corresponding Author.

with certainty. Because of this, scientific researchers have
varied their research to try to meet the requirements of
different fields. Like all these researchers, the orientation of
our work has been guided by constraints. One of the most
important constraints that we have taken into consideration
relying on the Biometric Zephyr analysis, is intrusion [8].
Indeed, the intrusive nature of the sensors makes the
participants uncomfortable during the capture process such as
the retina and iris based sensors [9]. This constraint, directed
us towards the use of the modalities which reduce the impact
of this factor like the descriptors based on the hand. The ease
of use and convenience for this kind of descriptors has pushed
research in this direction. In the literature, there is a large
number of studies that have opted for the use of hand-based
modalities and in various fields, such as fingerprints [10, 11],
hand geometry [12, 13], finger knuckle print [14, 15] and
palmprints [16-18]. Nevertheless, fingerprint-based systems
have many challenges that are summed up in the ability of
their spoofing easily by third parties [19, 20]. Furthermore,
compared to other biometric descriptors, palm prints show low
distortion, good stability over time and a highly distinctive
character [21, 22]. Unfortunately, palmprint patterns are
sensitive to pose orientations, lighting variations, and sensor
noise. These factors can lead to misclassification and therefore
affect the ability of such systems to recognize users. To
overcome these problems, various researches have been done
on the extraction mechanisms to improve the relevance of
features, which will have a positive impact on the matching of
these features. The majority of these researches employed
coding-based, statistics-based, subspace-based, and line-based
methods.

Coding-based methods are a category widely used in much
research on palmprint recognition systems. Various palmprint
codes have been generated, among which we cite the fusion
code [23], which allows the coding of the phases and the
responses of the six Gabor filters. The Robust Line
Orientation Code (RLOC) [24], which allows the extraction of
palmprint orientation features with a modified finite Radon
transform. The feature vector obtained in this technique is
used as a competitive code. But, the extracted features have a
large size, which leads to a classification over-fitting. The
combination of Block Dominant Orientation Code (BDOC)
for rough characteristics extraction and Block-based
Histogram of Oriented Gradient (BHOG) for fine
characteristics extraction [25], Half-Orientation Code (HOC)
for palmprint feature extraction, this code employs half Gabor
filters [26]. The Double Orientation Code (DOC) of Gabor
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filters for feature extraction with a nonlinear classifier [27].
This category can be expensive in computation time and
implementation.

Another category that is also used, this category relies on
statistics-based  approaches; they have shown good
performance [28-29]. A multitude of statistical methods have
been employed in this category such as variance, standard
deviation, energy and histograms of local binary models [30],
Zernike and Hu moments[31]. Some transformations have also
been used such as the wavelet transform to convert the
palmprint image into a small number of wavelet coefficients,
and then calculate the variance and the mean of these
coefficients to generate the image characteristics [32]. Other
methods have been introduced to calculate the statistical
characteristics after the extraction phase with certain filters
and transforms such as Gaussian derivative filters, Gabor
wavelet, and Fourier transform [33]. The use of principal
component analysis (PCA) and wavelet transform to extract
features from the quaternion matrix, combined with the
Euclidean distance classifier for matching process [34].

Approaches based on the concept of subspace also form an
important category that intervenes in the construction of
recognition systems. This kind of approach has been widely
used in scientific research related to palmprint recognition.
Among this research, we can cite the use of approaches in the
works such as principal component analysis (PCA) [35],
independent component analysis (ICA) [36] and linear
discriminant analysis (LDA) [37]. In [38], a method to convert
palmprint images into a set of feature space, named
eigenpalms was proposed to build a palmprint recognition
system. For matching, the Euclidean distance classifier was
been employed. Researchers in [39] used Two-dimensional
vertical and horizontal LDA (2DLDA) to extract Gabor
features and then a distance-based adaptive approach to merge
the vertical and horizontal features. Other approaches based
on multi-spectral images have been deployed; in [40] kernel
discriminant analysis (KDA) was used to reduce feature
dimensionality and classification was provided by a KNN
classifier and in [41], researchers proposed a multi-spectral
method based on a digital Shearlet transform. This category
can be affected by environmental variables (light and pose
rotation).

A last category which is based on the use of lines to
recover outlines and lines of palm prints with edge detection
methods. Among the studies based on this concept we can cite
[42], in which a technique that employs the Sobel edge
detector with morphological operations to ensure the feature
extraction phase of lines and [43] who used the Sobel mask to
calculate the amplitudes of the lines and projected those
amplitudes along the x and y axes to produce the discriminant
histograms for each class. This last category offers medium
performance.

In a brief summary of what preceded, we can identify the
following issues: the intrusiveness of the modality, the
complexity of many methods employed, the sensitivity of
some methods to environmental lighting or rotation of
employed modality (in the case of the hand-based modalities)
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and finally the possibility of usurping the personal identity by
the reproduction of false descriptors.

To overcome these problems, we propose a reliable
approach using local features to build a non-intrusive, secure,
robust and efficient recognition mechanism, in which, we take
into account the optimization of the computational
complexity. We will use palmprints to reduce intrusiveness.
To reduce the influence of environment lighting, capture
conditions and extract relevant features, we will use method of
extracting local features Compound Local Binary Pattern
(CLBP) [44, 45], which we will evaluate on different block
sizes with different classifiers. The classification phase will be
based on the use of classifiers that reduce computation time
such as distance-based classifiers. We will test three variants
of measurements: Jeffrey Divergence, City-Block and
Euclidian Distance. We will also pre-process the Casia
Multispectral Palmprint database [46], in order to reduce
computation time and improve performance.

This paper is organized as follows: Section Il describes the
proposed approach and the methods used. Section 111 reports
and discuss the experimental results conducted on the Casia
Multispectral Palmprint database. Finally, Section IV draws
conclusions.

Il.  PROPOSED APPROACH

The design of the global system went through several
stages before arriving at the final system scheme. In the first
part, we chose a local extraction method, given the nature of
palmprints pattern, which are rich with local information. In
addition, this method must be as robust to variations in the
lighting of the environment and to rotations. It turns out that
the compound local binary pattern method [47] can satisfy
these constraints. The objectives of this part can be
summarized in two points. In the first point, the goal is trying
to demonstrate the reliability of the chosen extraction method.

The second point will concern the classification, which
represents a crucial phase to determine the reliability of the
systems and their cost in computing time. In this sense and in
order to satisfy its needs, experiments will be made with
distance-based classifiers, known for their reduced
computation time. Several classifiers will be discussed at the
beginning, then the choice will be based on the most
appropriate with respect to the local extraction method used
(ratio optimization: recognition rate and computation time).
The concept used for this evaluation is illustrated in Fig. 1.

In the second part, a new gait will be experimented, which
aims at the adequacy of the size of the cropping chosen to
extract the regions of interest, in order to further improve the
reliability and the reduction of the calculation times. During
this last point, we will extract the regions of interest with the
Principal Based ICP method [48], this cropping will be done
with a size of 192x192 pixels; which will generate the first
database of ROI images, thereafter, we will proceed to a
resizing of the ROI images with the size 128x128 pixels to
obtain the second database (Fig. 2). With this approach, it will
be discovered that the size 128x128 pixels can offer better
results than 192x192 pixels, this can be justified by the fact
that if the size of the division block is large and the pattern is
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poor in information, then the rate inter-class similarity
increases, which will reduce the recognition rate. The
consequence of this increase will be a reduction in system
performance and an increase in computation times, which we
aim to avoid with this approach.

Subsequently, in the experimental part, the relationship
between cropping resolution and scoring performance will be
demonstrated.

Finally, in the last part, the experimental results and the
conclusions obtained in the two previous steps will be used to
test the reliability and robustness of the proposed approach. In
the proposed approach, the choice will be in favor for a
sequential capture of two images at two different times T1 and
T2, which follow each other with two different spectrums, in
our case we will use the 640 nm spectrum for image 1 and 940
nm for the image (we will explain this choice in the
experimental part). These two images will form two different
descriptors, in addition, with the 940nm spectrum some veins
under the skin will be visible and other characteristics will
change. The proposed palmprint multispectral recognition
system is shown in Fig. 3.

Database palmprint
(Image source)

v

Cropping ROI with Principal
Based ICP method

¥

Features extraction with CLBP
CLBP Histogram construction
(from blocks)

N

Matching  |g———— Train
Database
A 4
Score

Fig. 1. FKP Recognition System adopted for evaluation.

Cropping with Principal
Based ICP method

Image source

Resizing Image

>4 7

ROlimage
192x192 pixels

ROlimage
128x128 pixels

Fig. 2. Cropping and resizing process for ROl image.
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¢ V
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v
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Fig. 3. The proposed multispectral recognition system.

Indeed, this sequential capture in very close times (in ms)
will aim; the security of the capture phase against any attempts
at fraud or use of false artifacts. Since these fake methods
cannot deploy quickly to present two descriptors in a short
time (in ms) and therefore, even if descriptor 1 (imagel) will
be spoofed, descriptor 2 (image2) will not. This will secure the
proposed system. This approach will be based on fusion at the
score level. The results obtained in this step will be analyzed
and compared to the previous step.

A. Features Extraction Process

The construction of recognition mechanisms is generally
based on two key factors; the first factor depends on the
computation time allocated to satisfy the operation, the second
factor depends on the efficiency and the recognition rates. It is
also necessary to take into consideration the conditions of the
environment which can constitute handicaps for the
performance. To avoid this kind of handicaps, local methods
robust to rotations and light variations will be introduced
(which is the case of this database of palm prints).The feature
extraction step will be ensured by a robust variant of Local
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Binary Patterns (LBP), this method is called Compound Local
Binary Patterns (CLBP) [47]. The LBP method was first
introduced by Ojala and Al [49], this method is effective for
feature extraction from images in real environments. The local
binary pattern is recognized by a gray scale texture operator
characterizing the local spatial structure of the image texture
[50]. Given a central pixel in the image, a pattern code is
calculated by comparing it to its neighbors. This method is
illustrated in Fig. 4. The LBP operator calculates the signs of
the differences of the gray levels of P neighbors equidistant
with respect to the central pixel, which will be represented
with a binary number of P bits (Fig. 4). If a neighbor is not
exactly on a pixel position, then the value of that neighbor will
be estimated using bilinear interpolation. The histogram of the
coded image block obtained with the LBP operator will then
be used as a texture descriptor for this block.

S0
i .

/ e
| n* 50 +{‘ lhreshold= 0

Fig. 4. Local binary pattern operator.
The LBP operator takes the form:

LBP(X.ye)= Xh—02" S(in-ic) (1)

where in this case n runs over the eight neighbors of the
central pixel c, i and in are the gray-level values at ¢ and n.
Function S(x) is s defined below,

w-f 420 o

The LBP operator uses a method that employs only the use
of the sign of the difference between two gray values, which
sometimes leads to a failure to generate binary codes
consistent with the texture properties for the local region (Fig.
5). To avoid this handicap, a variant of this operator will be
used. This variant assigns a 2P binary code to the central pixel
according to the gray values of the local neighborhood
comprising P neighbors; this method is Compound Local
Binary Pattern (CLBP) [47]. The CLBP operator uses two bits
for each neighbor to encode the sign as well as the magnitude
information of the difference between the center and the
neighboring gray values, unlike the LBP which uses only one
bit for each neighbor by representing the sign of the difference
between the center and the corresponding neighboring gray
values. In this method, the first bit represents the sign of the
difference between the center and the corresponding
neighboring gray values as the basic LBP encoding. The
second bit is used to encode the magnitude of the difference
with respect to a threshold value, which is the average
magnitude M, of the difference between the central and
neighboring gray values in the local neighborhood of interest.
The CLBP operator chooses the value 1 for the second bit if
the magnitude of the difference between the center and the
corresponding neighbor is greater than the threshold Mgy,
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Otherwise, it takes the value 0. Thus, the s(x) indicator of
equation 2 is replaced by the function below:

00 ip—ic <0, |ip—ic|<Mapg

N 01ip—ic <0 |ip—ic|>Mavg
S(lp, lc) - 10 ip—ic20, |ip—ic|sMapg (3)
11 otherwise
1 i
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Fig. 5. Generation of inconsistent binary pattern in LPB.
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Fig. 6. Compound local binary pattern operator.

where ic and i, are the gray values of the central pixel and
the neighbors, and the average magnitude of the difference
between i, and ic in the local neighborhood is Mg, The
mechanism of the CLBP operator is shown in the Fig. 6.

B. Matching Process Phase

The choice of classifiers is crucial for a better performance
concerning the proposed approach, to ensure this important
phase in all recognition systems, we relied on two important
factors. The first factor depends on the resolution of the
images used, which is low, classifiers like SVM will be
disregard, because are more for high resolutions [51, 52]. The
second factor is also important, it depends on the computation
time costs, which represents a decisive point for the success of
a recognition mechanism; these points will direct our choice
towards distance-based classifiers. The consideration of the
directives already mentioned, directed the choice towards a set
including three classifiers based on the distance, which we
will use with the method of extraction employed and see their
performances for the generation of the recognition rates.
These classifiers are based on Euclidean distance, City-block
and Jeffrey Divergence.

The Euclidean distance is the best-known distance metric
and used in datasets that represent low-dimensional images,
examines the root of the squared differences between the
coordinates of a pair of objects. This process is generally
known as the Pythagorean Theorem. For the tests, we used
this classifier, to calculate the minimum distance between the
test image and the train image. The Euclidean distance d is as
follows:
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d(x,y) = Xz (i — yi)? (4)

The Manhattan distance classifier, city-block distance
classifier, also called, rectilinear distance, L1 distance, L1
norm, Manhattan length. It represents the distance between
points in a city road grid. It examines the absolute differences
between the coordinates of a pair of objects as follows:

d(x,y) = Xisql xi — yil %)

The Jeffrey divergence is a modification of the Kullback-
Leibler (KL) divergence, if P = (py, ... pn)and Q = (qy, - -
gn) are two discrete distributions, the Jeffrey divergence
between P and Q is defined as:

Py i
D(P,Q) = Zi(p; log L + qilog - (6)
Where m; = (pl';‘ql.)

IIl.  EXPERIMENTAL RESULT

In this part, an experimental study spread over several
stages will be made. The objective of these steps will be
articulated on the progressive demonstration of the process
reliability for the proposed system. The evaluation of this
system will be conducted on the Casia multispectral palmprint
database [46]. It should be noted that this database is one of
the standards of scientific research in this field.

A. Casia Multispectral Palmprint Database

The construction of the CASIA Multi-Spectral Palmprint
database is based on the acquisition of 7200 palmprint images
from 100 volunteers. This set of images is shared equally
between the palms of the right hand and the left hand (3600
images on each hand). It should be noted that the set of palmar
images for each hand is captured in two sessions. The time
between the two capture sessions has an interval greater than
one month. During a session, each volunteer gives three
samples for each hand (a total of six images per user in a
single session, so 600 images for 100 volunteers). Each image
of a sample is captured with six different electromagnetic
spectrums (Fig. 7). The wavelengths used for these captures
correspond to the following six spectrums: white light (WL),
460 nm, 630 nm, 700 nm, 850 nm and 940 nm. The captures
have been made in such a way that the user has a certain
freedom for the pose concerning the angle and the rotation of
his hand, the goal is to produce variations of hand postures
during the capture session. This procedure will simulate a use
that is done in the real world and increase the diversity of
samples in the same class, which will present interesting
challenges for measuring the performance of a biometric
system. It is reminded that the palm images captured are 8-bit
grayscale JPEG files.

Generally, the biometric database preparation follows a
process that relies on two phases; the first concerns the
acquisition of images over different time intervals and the
second revolves around preprocessing mechanisms, that can
vary depending on the modality nature and the objectives
targeted by the research conducted.

A careful examination of the database images reveals two
important factors that will direct our preprocessing towards an
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extraction of the regions of interest; the first is seen on the
capture of hands that will undergo changes (Hand with Corn,
Callosity, Induration) due to manual work or intense physical
activities in strength sports such as bodybuilding or
powerlifting (Fig. 8).

Left
hand
Right
hand

WL 460nm 630 nm 700 nm 850 nm 940 nm
Fig. 7. Casia multipectral palmprint database.

Fig. 8. Images with corn, callosity and induration in casia multipectral
palmprint database.

The second factor is noticeable in the images where the
pose of the hand for capture is free and not standardized. This
hand posing manner (flexion hand) may in some cases present
angles with respect to the capture support, which cause the
relevant features at the level of the hand palm contour to be
inhibited, the same in the case of the poses of the hand which
have a concavity (Fig. 9).

Fig. 9. Poses with flexion and concavity in casia multipectral palmprint
database.

These two factors may skew experimental results, on the
one hand, the change that certain parts of hand palm may
undergo, which increases intra-class variations, on the other
hand, the absence of relevant features on areas of the hand
palm, which may increase the interclass similarities of the
histograms with the local methods. To avoid these problems, it
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is essential to carry out a pre-processing which aims at
extracting the regions of interest ROI. This process of regions
of interest extraction will be used to solve the problems of the
Casia Multi-spectral Palmprint database images already
mentioned. Indeed, the principle aims to adjust the rotation of
different angles and the normalization of the scales, then to
carry out a cropping on the normalized image central region to
extract the relevant characteristics. It is obvious that an ROI
extraction method that is based on a good algorithm will be
decisive in generating palm prints images with zones, which
allow the maximum of distinctive characteristics. This effect
will have a significant impact on the performance of the
recognition system to be built. The majority of existing
methods use algorithms that perform an ROI extraction based
on the limit of the palm, or key landmarks between the
fingers, or some external factors [53, 54].

Many existing palmprint recognition mechanisms assume
that palmprint images are aligned before performing feature
extraction and matching. Because of this, they are often
affected by residual variations in translation and rotation after
the alignment process. To avoid this problem, the Principal
Based ICP [48] will be employed, this method uses the linear
features to refine the alignment of the image before
performing the cropping operation to extract Region of
Interest (ROI) images (Fig. 10).

Fig. 10. Casia multipectral palmprint ROI database.

B. Evaluation and Analysis of Experimental Results

To approve the recognition mechanism, we opted for an
evaluation process divided into three different parts. The first
part focuses on the extraction of ROl images with the
Principal Based ICP method for a crop of 192x192 pixels and
verifying the ability of the chosen classifiers to offer efficient
results with the extraction method adopted. In this phase,
several detailed experiments for each hand (left and right) will
be carried out and which will have as a goal; the determination
of the classifiers most adapted to this kind multi-spectral
images, this adaptation will obviously be evaluated on two
points: the first concerns the recognition rates obtained and the
second point concerns the duration of the calculations
necessary for the matching process concerning all the classes.
In the second part, the resolution adopted for the ROI images
will be changed. The resolution will become 128x128 pixels
instead of 192x192 pixels. After obtaining the results of this
new phase, we will compare them with the previous phase and
we will proceed to the analysis of the data to draw conclusions
concerning the impact of the resolution of the global image. In
the case where the impact of this operation represents positive
points in terms of performance and computation time, it will
be adopted for the rest of the experiments. Finally, in the last
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part, the conclusions obtained in the global approach will be
used, the final experimental results of the proposed approach
will be examined and the conclusions on the obtained
reliability will be drawn.

1) Multispectral palmprint evaluation: During this first
step, the system will be evaluated. It should be noted that the
Casia database presents images in the same class, which
represent concavities during the pose and varying angles
depending on the capture pose, these factors increase the intra-
class variation. For this, an experimental protocol which will
respect the real conditions will be used (Fig. 11). The training
database will be composed of five images per user and the test
database will be composed of a single image per user (as in
the real case to ensure the operation in the devices
implemented). Therefore, for each volunteer, there are five
training samples and one test sample for each spectrum. The
proposed approach is based on local techniques. Therefore, the
performance of the mechanism will be examined with
different sizes of sub-images.

| J\ J

1 image from
volunteer

5 images from volunteer

Test
database

Train
database

(U=
(05

Fig. 11. Protocol used for experiments.

Block subdivision sizes have been classified into three
categories: large subdivision, medium subdivision, and small
subdivision. The large subdivision is defined by two block
sizes: 64x64 and 48x48 pixels, for the medium size: 32x32
and 24x24 pixels, and for the small size: 16x16 and 8x8
pixels. To ensure a better performance of the classification
process of the proposed approach, several classifiers based on
Euclidean distance, Jeffrey divergence and City-Block was
experimented. The recognition rates for each palmprint with
the image sub-divisions chosen for the different spectra will
be presented later in tables. This comparative evaluation is
made in order to show the most adaptive classifiers in our case
and the cost in computation time.

a) Result of experiment with cropping 192x192
resolution: In this first phase of the experiments, we will use
the diagram Fig. 1 with the resolution 192x192 pixels for the
images obtained from the cropping made by Principal Based
ICP method. This phase aims to evaluate the extraction
method, the classifiers used and their impact on Matching
Process Time (MPT) with all the spectrums: white light,
460nm, 630nm, 700nm, 850nm and 940nm.
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TABLE I. RECOGNITION RATE FOR LEFT PALM - WHITE LIGHT

Table Recognition rate RR for left palm with white light
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divergence and the City-block are the best. Note that the value
of the high recognition rate obtained is 91% with city block
for a block of size 8x8 pixels with Left palm and 98% with
right palm.

In Table 1V, we have the same previous remarks, the
superiority of the classifiers based on Jeffrey divergence and
the City-block is maintained. Note that the value of the high
recognition rate obtained is 88% with Jeffrey divergence for a
block of size 24x24 pixels with left palm and 100% with
Jeffrey divergence for a block of size 8x8 pixels with right
palm. City-block also shows similar results: 99% for a block
of size 8x8, 16x16 and 24x24 pixels with right palm, and 87%
for a block of size 16x16 and 24x24 pixels with left palm.

TABLE II. RECOGNITION RATE - WHITE LIGHT

Table Recognition rate RR for left and right palm with white light

Blocksize | RR/MPT Euclidian Jeffrey City-Block
distance divergence
RR 74% 82% 81%
64x64
MPT 0,079923 s 4,801806 s 0,139913 s
RR 79% 85% 83%
48x48
MPT 0,085569 s 8,424969 s 0,215667 s
RR 83% 87% 87%
32x32
MPT 0,143411's 18,388208 s 0,431222 s
RR 85% 89% 89%
24x24
MPT 0,224072 s 31,534391 s 0,734840 s
RR 87% 92% 92%
16x16
MPT 0,414146 s 64,496038 s 1,608370 s
RR 78% 92% 89%
8x8
MPT 1,774764 s 166,262356 s 6,320234 s

This Table I, clearly shows that the recognition rates (RR)
obtained by the classifiers based on the city-block distance
and the Jeffery divergence are clearly better than those
obtained by the classifier based on the Euclidean distance. The
classifiers based on the city-block distance and the Jeffery
divergence give the best value of recognition rate 92% for the
divisions (sub-images) of 8x8 and 16x16 pixels. We also note
that the Matching Process Time MPT increases proportionally
to the decrease in the size of the division block. This remark is
logical, since the smaller the block size, the more the number
of sub-images increases, and consequently the histogram of
the image too. It should be noted that despite the similar
performance shown by the classifier based on Jeffrey
divergence (92%) with the 16x16 pixel block compared to that
obtained with city-block (92%), nevertheless, the overall
computation time for the set of classes is high (64.496038 s)
compared to the city-block distance based classifier (1.608370

s).

We can conclude that even if the rates obtained with
Jeffrey diverge and city-block are almost similar, the ratio
(recognition rate \ calculation time) remains in favor of city-
block. In the following, we are going to join on the same table
the recognition rates of the left and right palm prints
(resolution 192x192) and no longer record the calculation
time, since we already know the behavior of the calculation
time with the Table I.

For the right palm (R Palm), Table Il shows the same
remarks as the left palm (L Palm), the superiority of the
classifiers based on the Jeffrey divergence and the City-block,
and that the computation time is privileged for the city-block.
Note that the value of the high recognition rate is 97% with
Jeffrey divergence for block size 8x8 pixels.

In Table 111, the results obtained affirm that the resulting
recognition rates with the classifiers based on the Jeffrey

Block Euclidian distance Jeffrey divergence City-Block
size LPalm | RPalm | LPalm | RPalm | LPalm | RPam
64x64 | 74% 63% 82% 80% 81% 81%
48x48 | 79% 76% 85% 89% 83% 87%
32x32 | 83% 80% 87% 92% 87% 91%
24x24 | 85% 87% 89% 95% 89% 94%
16x16 | 87% 90% 92% 96% 92% 95%
8x8 78% 87% 92% 97% 89% 96%
TABLE Ill.  RECOGNITION RATE — SPECTRUM 460
Table Recognition rate RR for left and right palm - spectrum 460nm
Block Euclidian distance Jeffrey divergence City-Block
size LPalm | RPalm | LPalm | RPalm | LPalm | RPalm
64x64 | 77% 76% 87% 87% 85% 84%
48x48 | 81% 81% 88% 92% 87% 90%
32x32 | 84% 85% 90% 96% 89% 94%
24x24 | 85% 95% 88% 96% 88% 96%
16x16 87% 96% 89% 97% 89% 97%
8x8 86% 90% 90% 96% 91% 98%
TABLE IV. RECOGNITION RATE — SPECTRUM 630
Table Recognition rate RR for left and right palm - spectrum 630nm
Block Euclidian distance Jeffrey divergence City-Block
size LPalm | RPalm | LPalm | RPalm | LPalm | RPalm
64x64 | 72% 76% 84% 89% 80% 87%
48x48 | 74% 83% 85% 95% 83% 92%
32x32 | 84% 90% 86% 97% 87% 97%
24x24 85% 93% 88% 98% 87% 99%
16x16 79% 95% 87% 99% 87% 99%
8x8 69% 87% 86% 100% 83% 99%
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TABLE V. RECOGNITION RATE — SPECTRUM 700

Table Recognition rate RR for left and right palm - spectrum 700nm
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higher recognition rate is 94% with Jeffrey and City-block
divergence for different block sizes: 8x8, 16x16, 24x24 and
32x32 pixels with left palm. We notice the same thing for the
right palm, note that the value of the higher recognition rate is

Block | Euclidiandistance | Jeffrey divergence City-Block 98% with Jeffrey and City-block divergence for different
size. | Lpalm | RPalm | LPaim | RPaim | LPam | RPalm block sizes: 8x8, 16x16pixels.
64x64 | 72% 7% 86% 85% 83% 82% In summary, we can draw up the following two tables
48x48 | 80% 1% 6% 91% 5% 86% which summarize the recognition rates obtained for all
spectrums.
32x32 | 80% 88% 87% 96% 85% 95%
24x24 85% 88% 90% 95% 89% 95% TABLE VIII. BETTER RECOGNITION RATES FOR LEFT PALM —192X192
RESOLUTION
16x16 | 80% 88% 91% 95% 90% 94%
88 73% 1% 88% 97% 87% 93% Table Recognition rate RR for left palm
Block size 8x8 16x16 24x24 32x32 48x48 | 64x64
In Table V, we note again the superiority of the classifiers o
, ! a White light 92% 92% 89% 87% 85% | 82%
based on the Jeffrey divergence and the City-block. Note that -
the value of the high recognition rate obtained is 91% with | 460nm 9% | 89% | 88% | 90% | 88% | 87%
Jeffrey divergence for a block of size 16x16 pixels with left 630 nm 86% 87% 88% 86% 85% | 84%
5 : ; A
palm, and 97% for a block of size 8x8 pixels with right palm. 700 nm 88% 01% | 90% | 87% | 86% | 86%
TABLE VI.  RECOGNITION RATE — SPECTRUM 850 850 nm 95% | 94% 95% | 93% | 94% | 92%
940 nm 94% 9 94% 94% 93% | 89%
Table Recognition rate RR for left and right palm - spectrum 850nm > 94% ° i i i
Block | Euclidiandistance | Jeffrey divergence City-Block TABLE IX.  BETTER RECOGNITION RATES FOR RIGHT PALM — 192X192
size L Palm R Palm L Palm R Palm L Palm R Palm RESOLUTION
64x64 | 73% 75% 92% 94% 87% 92% Table Recognition rate RR for left palm
48x48 | 84% 88% 94% 96% 92% 96% Block size 8x8 16x16 24x24 32x32 48x48 | 64x64
32x32 86% 92% 93% 96% 93% 97% White light 97% 96% 95% 92% 89% 81%
24x24 | 89% 94% 94% 98% 95% 98% 460 nm 98% 97% 96% %% | 92% | 87%
16x16 | 86% 98% 94% 98% 94% 98% 630 nm 100% | 99% 99% 97% | 95% | 89%
8x8 68% 81% 95% 98% 91% 98% 700 nm 97% 95% 95% 9%6% | 91% | 85%
. - 850 nm 98% 98% 98% 97% 96% | 94%
In Table VI, the superiority of classifiers based on Jeffrey > > 2 > 2 i
divergence and City-block is maintained. Note that the value | 940nm 98% | 98% | 98% | 97% | 95% | 92%

of the high recognition rate is 95% with Jeffrey divergence for
a block of size 8x8 pixels and City-block for a block of size
24x24 pixels, the same for the right palm; we notice that the
highest recognition rate is obtained with Jeffrey divergence
and City-block for the blocks: 8x8, 16x16 and 24x24 pixels.

TABLE VII. RECOGNITION RATE — SPECTRUM 940

Table Recognition rate RR for left and right palm - spectrum 940nm

Block Euclidian distance Jeffrey divergence City-Block
size LPalm | RPalm LPalm | RPalm LPalm | RPalm

64x64 | 77% 74% 89% 92% 85% 88%
48x48 | 85% 83% 93% 95% 89% 93%
32x32 | 86% 92% 94% 97% 92% 97%
24x24 | 91% 94% 93% 98% 94% 97%
16x16 | 90% 97% 94% 98% 94% 98%
8x8 80% 89% 93% 98% 94% 98%

Finally, for the 940nm spectrum, Table VII again shows
the superiority of the classifiers based on the Jeffrey
divergence and the City-block. Note that the value of the

Both Tables VIII and 1X show promising recognition rates
for the proposed mechanism which vary between 81% and
100%. We also see the superiority of the results obtained with
palm prints of the right hand. We can also say that on average
the spectrums that give the best results for both hands are the
850nm and 940nm spectra with the exception of the 630nm
spectrum for the right hand. It should also be noted that the
(recognition rate / global computation time) ratio remains in
favor of City-block.

b) Result of experiment with resizing 128x182
resolution: Based on the previous conclusions concerning the
computation time, and the pattern characteristics of the
regions of interest of the palmprints which show clearly
visible and large-scale features, we thought that there is a
relationship between cropping resolution and the performance
of the proposed approach which is based on local methods.
This assumption comes from the fact that if we have a high
resolution with little relevant information, then we will have
division blocks that will be similar between the different
classes and therefore a reduction in recognition rates. This is
what we will try to dismantle with the following experiments.
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In the following we will resize images from 192x192 pixels to
128x128 pixels. The results of previous experiments will
guide future experiments towards small and medium-sized
blocks, which give reliable recognition rates. The second
orientation concerns the choice of 940nm, this choice is due to
the fact that the 940nm spectrum shows the veins of the palm
which makes the system robust to the temptations of fraud and
it has shown good results. The last orientation concerns the
460 nm spectrum, this spectrum best show the characteristics
of the pattern and it shows a good performance against white
light. The results of these choices will help in the construction
of the final mechanism.

At the beginning, we will experiment with white light for
left palm, to study the improvement brought with this resize.

TABLE X. RECOGNITION RATE FOR LEFT PALM —WHITE LIGHT

Vol. 13, No. 12, 2022

highest recognition rate is 99% City-block for blocks of size
8x8 with right palm and 93% with left palm.

TABLE XII. RECOGNITION RATES FOR 128x128— SPECTRUM 460

Table Recognition rate RR for left and right palm - spectrum 460nm

Block Euclidian distance Jeffrey divergence City-Block
size LPalm | RPalm | LPalm | RPalm | LPalm | RPalm
32x32 | 85% 93% 92% 99% 92% 99%
24x24 | 87% 96% 95% 99% 95% 99%
16x16 | 92% 100% 93% 99% 93% 99%
8x8 89% 89% 93% 100% 95% 100%

Table Recognition rate RR for left palm — white light

The Table XII shows good value rates, the value of the
high recognition rate is 95% with Jeffrey divergence and City-
block for blocks of size 8x8 pixels and 24x24, similarly, for
the right palm we have perfect value rates, the value of the
high recognition rate is 100% with Jeffrey divergence and
City-block for blocks of size 8x8 pixels.

TABLE XIIl. RECOGNITION RATES FOR 128x128— SPECTRUM 940

Table Recognition rate RR for left and right palm - spectrum 940nm

Bl.ock RRIMPT El:IC|IdIaI"I '.]effrey City-Block
size distance divergence
RR 82% 88% 86%
32x32
MPT 0,067901 s 5,478638 s 0,142141 s
RR 85% 92% 91%
24x24
MPT 0,095663 s 10,647785 s 0,257458 s
RR 88% 93% 91%
16x16
MPT 0,160716 s 19,651213 s 0,472513 s
RR 86% 91% 93%
8x8
MPT 0,524071 s 53,258396 s 1,867898 s

The Table X shows a clear reduction in the calculation
time compared to the 192x192 resolution, we cite as an
example 166.262356 s (8x8 Jeffrey divergence in 192x192)
and 6.320234s (8x8 City-block in 192x192) which will be
reduced to 53,258396 s (8x8 Jeffrey divergence in 128x128)
and 1,867898s (8x8 City-block in 128x128). Similarly the
recognition rates have been improved. Note that the value of
the high recognition rate is 93% with Jeffrey divergence for
block size 16x16 pixels and City-block for block size 8x8
pixels against 92% obtained with Jeffrey divergence for block
size 8x8 with 192x192 (cropping resolution) and MPT=
166.262356 s. In the rest of the experiments, we will no longer
put the calculation times in the tables; we know very well that
it will be significantly reduced.

Block Euclidian distance Jeffrey divergence City-Block
size LPalm | RPalm | LPalm | RPalm | LPalm | RPalm
32x32 | 76% 85% 95% 97% 92% 94%
24x24 | 86% 91% 94% 98% 95% 96%
16x16 | 89% 93% 94% 98% 96% 98%
8x8 81% 92% 93% 98% 94% 98%

TABLE XI.  RECOGNITION RATES FOR 128X128— WHITE LIGHT

Table Recognition rate RR for left and right palm — white light
Block Euclidian distance Jeffrey divergence City-Block

size LPalm | RPalm | LPalm | RPalm | LPalm | RPalm

32x32 82% 80% 88% 95% 86% 94%
24x24 85% 87% 92% 97% 91% 95%
16x16 88% 98% 93% 98% 91% 98%
8x8 86% 95% 91% 98% 93% 99%

We note in Table XIl, the superiority of the Jeffrey
divergence and the City-block classifiers, and the value of the

Table XIIlI also shows good value rates, the high
recognition rate value is 96% City-block for blocks of size
16x16 with the left palm. With regard to the right palm, we
have effective value rates; the value of the high recognition
rate is 98% with Jeffrey and City-block divergence for blocks
of size 8x8 pixels, 16x16 and 24x24 pixels.

The results of the experiments confirmed that resizing the
resolution of the crop to 128x128 instead of 192x192 pixels
improved the performance of the recognition rates and
reduced the calculation time. This is normal, since image
databases will have small sizes, this resizing will have a
significant impact in the real world for large populations. The
blocks that show the best performance are 8x8, 16x16 and
24x24 pixels, which is normal since we are using a local
method for feature extraction. Large size subdivisions are not
efficient for this kind of methods, henceforth we will only use
the 8x8, 16x16 and 24x24 pixel blocks for the remaining
experiments.

C. Global Evaluation of Proposed Approach

In this section, we will conduct our experiments to
evaluate the proposed approach (Fig. 3). These experiments
consist in exploiting the sizes of the blocks, which have shown
their performance previously (24x24, 16x16 and 8x8). In this
evaluation, we will use the approach with a score-level fusion,
with city-block distance and Jeffrey divergence. We will use
the Cumulative Matching Characteristics (CMC) curves for
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each fusion case to measure the identification accuracy. CMC
curves demonstrate the ability of a recognition system to
identify a given user in a set of data.

1) Results of fusion left palmprint 460nm and left
palmprint 940

a) Results for block size 8x8 pixels: In Fig. 12, we
notice that the curves resulting from the fusion of the 460nm +
940nm multi-spectral images with the classifiers with Jeffrey
divergence and city-block are clearly higher than the other
curves. The recognition rate obtained with the approach equal
to 100%, this rate is higher than the best rate obtained for the
systems studied with a single spectrum.

Recognition rate

left palm 8x8 460nm cb
left palm Bx8 460nm jeff
left palm 8x8 840nm cb
“* left palm 8x8 940 jeff ]
fusion left paim 8x8 460nm 940nm cb | |
fusion left palm 8xE 460nm 940nm jeff | |

O ; ; ; ; .
0 10 20 30 40 50 60 70 80 90 100
Rank

Fig. 12. CMC curve for fusion 460nm+940nm with 8x8 blocks.

b) Results for block size 16x16 pixels: In Fig. 13, we
will report the same remark in the case of the block equal to
8x8. The recognition rate obtained with the approach is equal
to 99%, this rate is higher than the best rate obtained for the
systems studied previously.

]
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Recognition rate

left palm 16x16 460nm cb

«+* left palm 16x16 460nm jeff

ft palm 16x16 940nm cb

eft palm 16x16 940nm jeff :
fusion left palm 16x16 460nm 940nm cb |
fusion left palm 16x16 460nm 940 nm Jeff |

osalii i ; | ] ‘ ; ;
0 10 20 30 40 50 60 70 80 90 100

Fig. 13. CMC curve for fusion 460nm+940nm with 16x16 blocks.

c) Results for block size 24x24 pixels: In Fig. 14, we
notice that the curve resulting from the fusion of the 460nm +
940nm multi-spectral images with the classifier based on city-
block is superior to the other curves, but this is not the case of
the fusion curve which uses the classifier based on Jeffrey's
divergence. The recognition rate obtained with the approach
equal to 100% using the classifier based on the city-block
distance, this rate is higher than the best rate obtained for the
systems studied with a single spectrum.
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Fig. 14. CMC curve for fusion 460nm+940nm with 24x24 blocks.
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TABLE XIV. RESULTS OF GLOBAL APPROACH FOR LEFT PALM

Recognition rate for left palm — fusion with spectrums 460 and 940

Block size Jeffrey divergence City-Block
24x24 99% 100%
16x16 99% 99%
8x8 100% 100%

The Table XIV summarizes the performance obtained by
the global approach used.

2) Results of fusion right palmprint 460nm and right
palmprint 940
a) Results for block size 8x8 pixels: In the Fig. 15, we
have perfect recognition rates for fusion equal to 100%.
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Fig. 15. CMC curve for fusion 460nm+940nm with 8x8 blocks.

b) Results for block size 16x16 pixels: In Fig. 16, we
still have perfect recognition rates for fusion equal to 100%,
which demonstrates the robustness and efficiency of the
proposed approach.
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Fig. 16. CMC curve for fusion 460nm+940nm with 16x16 blocks.
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c) Results for block size 24x24 pixels: In Fig. 17, we
still notice that the curves resulting from the fusion of the
460nm + 940nm multi-spectral images with the classifiers
with Jeffrey divergence and city-block are clearly higher than
the other curves. The recognition rate obtained with the
approach equal to 99%, this rate is higher than the best rate
obtained for the systems studied with a single spectrum.
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Fig. 17. CMC curve for fusion 460nm+940nm with 24x24 blocks.

TABLE XV. RESULTS OF GLOBAL APPROACH FOR RIGHT PALM

Recognition rate for right palm — fusion with spectrums 460 and 940

Block size Jeffrey divergence City-Block
24x24 99% 99%

16x16 100% 100%

8x8 100% 100%

The Table XV summarizes the performance obtained by
the global approach used for right palm.

The results demonstrated by the experiments that we see in
the CMC curves, on the Tables XIV and XV and the
comparison with others methods in Table XVI, reflect the
effectiveness of the approach used to build a reliable and
robust recognition system.

TABLE XVI. A COMPARISON OF RECOGNITION RATE OF THE PROPOSED
APPROACH AND PREVIOUS METHODS

Method Recognition rate

EigenPalm (EP) [55] 91,25%

FisherPalm (FP) 55] 92,32%
Gabor-based RCM (GRCM) [55] 96%

Enhanced GRCM (EGRCM) [55] 98%

Image level fusion by PCA [56] 95,17%

Quaternion PCA [56] 98,13%

Quaternion PCA+Quaternion DWT [56] 98,83%

PCA on HOG [57] 98,73%

KPCA on HOG [57] 98,737%

Proposed approach (using 24x24 bloc) 99%

LDA on HOG [57] 99,17%
KLDA on HOG [57] 99,17%
PCA on HOL [57] 99,73%
KPCA on HOL [57] 99,73%
Proposed approach (using 16x16 and 8x8 blocs) 100%
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IV. CONCLUSION

In this work, multi-spectral images are used with different
spectrums to build a secure system against tampering
maneuvers. In this sense, two instances are employed with two
spectrums that can be captured at the same time (but
sequentially), to be used in a score-based fusion approach. The
experimental results were conducted on the casia multispectral
database after pre-processing with the Principal Based ICP
method, subsequently the cropping used was improved for an
optimal construction of the histograms, which made it possible
to increase the performance and to reduce the calculation time,
Finally, the conclusions drawn were deployed to guide the
proposed approach, which clearly showed its effectiveness
with rates varying between 99% and 100%. Thus, it is possible
to conclude that this approach provides proven reliability and
can be used for secure fingerprint recognition systems against
fingerprint forgery fraud. This work aims at the possibilities of
securing during the “capture™ phase, nevertheless this securing
will have to affect other aspects such as the base of the
images. This perspective will be the subject of future work on
securing biometric images with watermarking methods.
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Abstract—The creation of this research was born out of
interest in creating the art of carved sandstone into Buddha
statue found in the area of Phayao Province, which was part of
the Lanna Kingdom that prospered during the 191"-23™ Buddhist
century. In the area of Phayao province, the sandstone Buddha
was created which is an art and valuable artistic feature that has
been shown until now. There are five categories of sand stone
Phayao Buddha style that are studied and classified which have
distinctive characteristics of each Buddha statue. Nowadays,
traditional techniques for making Buddha statue are becoming
less and less popular as Buddha statue made of sandstone are not
as popular as before. Creating a Buddha statue from stone was a
difficult and laborious process. Including craftsmen in carving
began to decrease in number. In this research, a tool for
collecting data on Buddha statue was used photogrammetry to
store and process into 3D objects and use processes and
techniques for creating 3D work that has been created, and
simulating the Buddha statue by using the outstanding features
of the Buddha statue collected as the main part in selecting the
proportion of the Buddha statue to combine to form a new
Buddha statue in 3D format by simulating the Buddha statue by
such methods as a prototype to reproduce the appearance of
Buddha statue for use in the creation of works of art that are an
important part of history. It is also used to study the
characteristics of Buddha statue in combination to create the
characteristics, and a new way to preserve art by using
technology to transfer and preserve these valuable works of art
in another way.

Keywords—3D art; 3D artifacts; creation; blending art;
reconstruction artifacts

l. INTRODUCTION

Creating Buddha statue data in a Phayao type Buddha
statue entails using the exact qualities and structure of each
portion of the Buddha statue collected to build a 3D digital file
copy of the Buddha statue that references the Buddha statue’s
true structure. The right structure and proportions of the
sandstone Buddha statue are made by the distinguishing
qualities developed for imagination and visualization, which
are obtained by analyzing the data from the genuine structure
and proportions. The depth of Phayao craftsmen's art has
condensed the incredible dimensions found in Phayao
sandstone Buddha statue from the beginning through the
evolution of countless forms into the unique qualities of each

Phayao artisan's work. Beginning with the sandstone Buddha
statues discovered in the Phayao an area, the Buddha statues
are mixed with characteristics of Buddhist art from other
regions of the kingdom and art by other Buddhist artists.

The Buddha statue is rather round and oval, as shown in
the art of the Chiang Saen Buddha statue, which was
influenced by the U-Thong Buddha statue. The two mouths of
the Buddha statue that is frequently seen in the province of
Phayao have a tiny and prominent nose; an oval face; a
prominent nose; and a mouth with a boundary line. The
researcher examined the creation of Buddha statue s by artists
who make Buddha statues for temples and princes, as well as
the development of Buddha statue s by local craftsmen in the
region, in order to build a Buddha statue. The Buddha statues
in this study are a mash-up of many types of art.

The art of sandstone carving in Phayao Buddha statue is
not popular with people in today. Because the construction of
Buddha statue with sandstone is a difficult process. Due to the
factors of the material used to build, the weight of the stone
and the procurement of stone. The factors of skilled craftsmen
in stone carving are in accordance with the correct
characteristics and expertise in production. In addition, the
characteristics and guidelines for creating Buddha statue
should be inherited and have unique prototypes. The problems
and factors mentioned above are the problems that should be
using digital tools and technology to assist in the creation of
step-by-step and scientific and innovative tools will be used to
benefit the art for the preservation and development of these
values in next generation.

Instruments of technology and multimedia, such as data-
collection science and computers, have been expanded and
improved in a variety of ways. All suppliers are also working
on new developments to make the systems more cost-effective
and accurate, while also reducing current limitations. This is,
to the best of our knowledge, the first study to survey various
smart shelf innovations and application scenarios. [1] Even
human life and activities such as living, consumption, and
viewing must be integrally tied to and congruent with the
technological environment. As a result, the components of the
digital and technical world are astounding. Today, the world
and human life are extremely important. These digitization
initiatives in the human sciences prompted the cross-
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disciplinary discipline of Digital Humanities to investigate
computer based semantic analysis and media processing [2]
Computer technology has become a new tool for modern
artists in terms of art. As a result, animators can devote more
energy to creative work rather than the heavy and tedious
work of traditional animation [3]. These technological
advances have also helped to preserve and promote art and
historical understanding. The method of use is the approved
recording technique that makes it easier to digitize
archeological data. Photogrammetry, which is image-based,
creates three-dimensional images by triangulating points (in
these case pixels) and using correlation techniques to
reconstruct a subject's volume. This method enables us to
establish trustworthy digital archives, providing digital
reproductions of the shelters and their etched panels [4].

The aim of this research was to simulate the Buddha statue
3D by combining Buddhist art with technology of computer
graphic, and 3D creation. In this research will use
photogrammetry and the creative process of changing the 3D
model to make a 3D model of the Buddha in the style of the
ancient Phayao artists. The use of these digital tools and
technologies for developing and generating concepts for
creating such Buddha statue is another way to develop
creative forms of Buddha statues and works. The art of
sculpting sandstone Buddha statues today has many problems
that can be solved with digital tools. It is also another method
that helps to preserve the value of art and culture for further
development and dissemination. With this information, art of
Buddha statue can be hacked and changed, or they can be
developed digitally for research in the future.

Il.  LITERATURE REVIEW

The main of research use photogrammetry and creative
process of changing the 3D model to make a 3D model of the
Buddha in the style of the ancient Phayao artists. Each of them
has research and creative works to guide and suggest ideas for
this research. Using 3D data for reconstruct 3D shapes from
point clouds, despite the fact that many point cloud-based 3D
reconstruction frameworks have been proposed in recent
years, we discovered that the training loss is usually Chamfer
Distance (CD), which assigns equal weights to all points
within the point clouds. However, for human visual
perception, edges and corners are more important than flat
points. According to research, the proposed framework can
focus on edges/corners and produce more appealing results.
The visual-enhanced approach proposed here can also be used
to generate high-quality point clouds in a 3D generative model
[5]-

Complex deep neural networks are required to grasp and
disentangle spatial transformation and image data
characteristics inherent in training data in order to effectively
recreate 3D images which limit the use of data-driven
techniques in many practical applications. That using existing
geometric information from imaging technology improves the
process of unfolding incoming sensor data into 3D space in
the context of computed tomography image reconstruction [6].

In the computer vision and graphic design communities,
learning to create three-dimensional (3D) point clouds is
becoming increasingly popular. Numerous solutions have

Vol. 13, No. 12, 2022

been proposed to address the issue of producing 3D point
clouds. Because a 3D object can be presented in a variety of
formats, such as point cloud, voxel, mesh, and implicit field,
these approaches can be classified according to their output
format. As a result, manually rebuilding point clouds is the
most common method of creating 3D objects. Most techniques
start with an encoder that extracts a latent feature from the
source images or 3D point cloud, followed by a decoder that
maps the latent feature to the ground truth of the 3D point
cloud [7].

Visual improvements of 3D point cloud rebuilding from a
single perspective is aimed at the construction of 3D Point
cloud objects, a type of 3D object creation based on object
data collection that is quite common nowadays with numerous
types of 3D structure processing and integration procedures
involving point cloud., voxel, mesh, and implicit fields. These
methods assess processes for extracting 3D structure
information from entire 3D objects using point cloud-based
processes [7].

The aim of the research was to develop the most effective
methodology for virtual 3D reconstruction of damaged
archaeological sites, which included construction or building
structures, for the sake of cultural heritage conservation.
Based on the revised point cloud and excluding affected areas,
a surface depicting the terrain shape of the archaeological site
prior to mechanical damage was interpolated. Using textured
solids and surfaces representing walls, connection channels,
and vaults, a rigorous virtual reconstruction of the
architectural complex’s original condition was carried out
using both measured and interpolated surfaces. [8] The goal of
this study is to recreate 3D models of ancient buildings that
have been severely damaged by using high-quality map data to
produce 3D skeletal structures for the preservation of history
and culture [8].

In certain circumstances, digital photogrammetry and 3D
reconstruction can aid archaeological excavation by reducing
time without sacrificing information and even generating
unique data, as well as making the site accessible to the
public. Using this method, in the research aims to support
studies of relative chronology based on the observation of
structure textures and the statistical processing of block
measurements and presents the results in the case of the St.
Maria Veterana complex (Triggiano, southern Italy), a very
articulate archaeological site of unknown dating, whose
stratification and constructive chronological phases have been
very confusing thus far. The statistical analysis of the
dimensional dataset revealed indicative correlations between
the various rooms of the archaeological site, and thus
suggested valuable information on building techniques
through comparison with results of lithological and textural
observations of areas [9].

The use of photogrammetry technology creates a scalable
surveying option that can be deployed faster and at a lower
cost than an airplane survey. These rapidly advancing
technologies open up exciting new avenues for archaeological
inquiry and methodology, with the potential to reach a broader
audience by engaging with topics and disciplines outside of
archaeology's traditional domains [10].
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The technique employed was centered on the use of point
cloud 3D modeling to obtain virtual objects of a Roman
cornice from the Castulo Archaeological Site (in Spain),
followed by the use of those models for material restoration of
the losses via 3D printing of the piece for reintegration. The
process used focused on using photogrammetric 3D modeling
to obtain virtual models of a Roman cornice from the Castulo
Archaeological Site (in Spain), followed by the use of those
models for material restoration of the losses via 3D printing of
the piece for reintegration [11].

Photogrammetry procedures and processes for the
digitalization and reconstruction of three-dimensional works
in archaeological research and excavations can reduce study
time and make knowledge accessible to the public through
simulation approaches. The 3D model was created from an
archaeological site in Spain using the 3D object modeling
method, 3D manipulation of the specimen to generate the
updated 3D structure, and 3D printing to validate the modified
3D object data [11].

With a good setup and good quality cameras with a
standard lens, photogrammetry-based digitization can be a
powerful tool for documenting, conserving, analyzing, and
making large swaths of archaeological collections and
landscapes available to the public and fellow researchers.
Archaeologists and 3D specialists believe that before even
taking the object out of the box, one should question their
motivations for digitization and ensure the best reproduction
quality possible [12].

The use of photogrammetry has aided in the virtual
reconstruction of the work for the restitution of the statue, but
it has also provided a useful database in 2D and 3D for the
documentation of the locations. The combination of these data
with historical sources improves the approach for the proposal
of a scientific approach useful in restitution work, which is
still hypothetical and a topic for debate in the scientific
community [13]. In creating a 3D model a method of
simulating a similar structure can be used to complete the
construction of the object.

In fact, the use of photogrammetry allows for the creation
of a detailed virtual model, which has two advantages: on the
one hand, it provides valid and, above all, reliable support to
historians, archaeologists, and restorers, and on the other, it
allows for the dissemination of Cultural Heritage artifacts to a
wider audience [14].

I1l. METHOD

This application, which runs on the Windows 10 operating
system, allows the researcher to create and improve 3D
objects. The selection of a 3D acquisition method is an
important step when designing a digitization plan, and it is
highly correlated with requirements such as the purpose of 3D
digitization, the final use of 3D models, as well as other
aspects of a digitization project such as budget, duration, and
available personnel experience [15].

a) Agisoft metashape - Photogrammetry
processing applications and tools. (see Fig. 2)

Image

Vol. 13, No. 12, 2022

b) Autodesk maya 2020 - customization retopology
process editing, and improvement tools for 3D models.

This experiment employs both surveys and creative
experiments, which are data collection and processing in both
the science of producing ancient Buddhist art and the creation
and evaluation of multimedia technological tools.

Analysis of the different parts of Phayao Buddha art by
looking at and rating the different types of sandstone Buddha
statues and picking out the features that make each Buddha
statue unique. Fig. 1 explains all the steps involved in the
research process.

Take photos of the |
Buddha statue in
each category. |

J

Import photos into |
a photogrammetry
processing. ‘

J

3D of Buddha
statue in each
category. ‘

3D model into the |
retopology
process. ‘

J

Blend the
proportions of 3D
Buddha statue. |

J

Fig. 1. Research process

1) Take a picture of the Buddha statue in each body by
taking a picture around the Buddha statue . This photo
recording uses the recording with the use of recording to
obtain a digital image for processing. Photogrammetry is the
next step. Data collection of Buddha statues digitally utilizing
image processing techniques such as photogrammetry, which
is a digital data recording procedure that converts images into
3D images. This will make it easier to get the desired surface
proportions and surface attributes for the material.

2) Importing 3D image processing data in the form of
photogrammetry. Retopology is the technique of decreasing
the features of a 3D model to the lowest resolution possible
while maintaining texturing and rendering equivalent to a high
resolution actual image. This will make image processing in a
computer program easier and faster, as well as enable the
workpiece to be used in a wider range of applications, which
is a crucial component in making 3D things that users of 3D
tools grasp. It is important for 3D tools and applications.
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Fig. 2. Photogrammetry processing in agisoft metashape

3) But the workpiece obtained from the above process
will have the same result as the real workpiece but with high
polygon (high detail), making it difficult to use the 3D
workpiece for editing or adjusting. Retopology is the use of
the High polygon model to rearrange polygons with fewer
polygons to make it easier to In order to create a new Low
polygon piece from the original High polygon with the most
proportions and appearance equivalent to the original
workpiece, the surface treatment technique or Texture UV of
the workpiece was also used. The 3D rendering is very close
and looks the most similar to High polygon 3D.

4) The Buddha statue s that have been carved into
exceptional proportions from the 3D models in each piece can
be brought to life by choosing the proportions of the Buddha
statue s that have been sketched in a rough outline before
joining the Buddha statue s in the next stage.

Analysis of the different parts of Phayao Buddha art by
looking at and rating the different types of sandstone Buddha
statue s and picking out the features that make each Buddha
statue unique.  Exploration of alternative means of meaning
making in archaeology based on non-linear narratives, three-
dimensional perspective, and virtual reconstruction is now
possible thanks to 3D visualization and digital archaeological
methods. [16]

5) Creating a connection between each statue by using
editing software and adjusting 3D pieces by emphasizing the
connection to have the least amount of adjustment because it
may affect other parts of the Buddha statue and collecting
details, such as adjusting and adding texture to the surface for
beauty.

By evaluating the structure and proportions of the plinth
elements, parts with characteristics that can be connected to
each other are used. The parts of the statue will be adjusted to
a minimum in order to maintain the original art that has been
collected from data as much as possible.

Since then, computer technology has advanced
significantly. 3D images created with the right software are
truly realistic and look like photographs. They are used for
popularization, education, and research. Scientists have
recognized the importance of digital 3D imaging as a tool for
testing hypotheses and communicating research findings to the
public. [17]

IV. ANALYSIS OF PROPORTIONS AND CHARACTERISTICS IN
ASSEMBLY AND USE

Characteristics of the Buddha, the Buddha statue that have
been selected and used to create this Buddha statue refer to the
concept of creating a new 3D Buddha statue while retaining
the distinctive characteristics of Buddha statue in the Phayao
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art style with a combination of characteristics and widespread
beliefs. Therefore, the Buddha statue proportions in the
obtained Buddha statue may have different characteristics and
feature combinations that are different from those commonly
seen in the art of sandstone Buddha statue. But the
characteristics of the proportions necessary to take into
account the proportions and composition of the sandstone
Buddha statue of Phayao are as follows.

1) The appearance of the head is oval, round, and flat.

2) Curved eyebrows collide into a winged shape.

3) Curved and prominent nose shape.

4) The curved mouth resembles a bird's wing.

5) Hair granules are round or square pyramidal or without
hair granules.

6) The hair pacifier looks like a lotus flower which comes
in both small and large sizes.

7) Body parts are plump, with large breasts protruding
strongly and prominently. [18]

The above characteristics are a clear feature that will be an
indicator of the creation of sandstone Buddha statue in this
research process to be creative as the correct characteristics of
traditional art.

V. RESULT

Using digital tools and methods to convey or convey the
meaning of antiques and to interpret or create new ones. This
is a simple and convenient method that can be extended more
widely.

A touch-object, in the form of a 3D printed facial
reconstruction, extends an otherwise visual experience to the
visually-impaired and encourages ‘'embodied knowledge-
making' among all visitors. [19]

The proportions and compositions of the Buddha statue s
used to assemble to create a new Buddha statue in 3D are
taken from the highlights of sandstone Buddha statue of
Phayao that have been recorded, and study with the
components shown as follows.

1) A clear base is a type of base that is extensively used in
the construction of sandstone Buddha statue in Phayao.
Because sandstone Buddha statues are manufactured from a
single piece of sandstone, building a sandstone Buddha statue
with a clean foundation is the method. Considering the
techniques used by sandstone sculptors at the time, flat base
styles are classified into three types: flat base, short base, tall
base, and tidy hexagon base.

2) The appearance of the Buddha statue 's sitting position
is a strong influence from the Chiang Saen Buddha statue ,
which was influenced by the sandstone Buddha statue while
making the first Buddha statue in the Phayao craftsman. The
diamond meditation pattern seen in the building of the Buddha
statue of Chiang Saen Sing 1st Characteristics of the Buddha
statue originated in Chiang Saen Kingdom which is a vast
ancient kingdom in the north) and also found in the Sukhothai
Kingdom art Buddha statue was used in the fabrication. It has
a huge, square foot form and is the same size as the toes.
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3) On a wavy crown, the head has a Buddha-shaped
mouth at the margin of the mouth. The corners of both sides of
the lips are swept up; the eye is bent upward to meet the
mouth; and the crown is shaped like a square, comparable to a
pyramid.

4) His physique is massive. His arms, influenced by the
Chiang Saen Singha, 1% Buddha statue, are huge, plump,
aligned, and the same size. Above the tan is a short robe
(breast).

A 3D visual used in archaeology to reconstruct cultural
heritage objects is a software image that reflects the
knowledge gained from an analysis of archaeological
excavation sources. Spatial models are built using existing
documentation and literature. 3D reconstructions are created
by analysing and interpreting photographs taken during
excavations. [17] In Fig. 3 creating a Buddha structure by
using the structure of the Buddha statue 3D from process of
photogrammetry, then selecting the proportions of each part of
the statue to be adjusted and corrected using the tools from the
3D program, which uses scaling to be appropriate to be able to
connect seamlessly.

Fig. 3. Characteristics of the components of the Buddha statue in each part
to bring together

The combination of the proportions of each piece from the
3D creation of the Buddha 3D statue from Fig. 4 in each part
that creates a smooth connection and is in accordance with the
typical characteristics of creating a Buddha statue carved in
the Phayao style.

Fig. 4. 3D Buddha statue created by blending proportions in each art style

VI. DiscussioN AND CONCLUSION

The result of the development and experimenting is a
digital work in the form of a 3D piece of Buddha statue that
reveals the qualities of a sandstone Buddha statue carved
uniquely because the evidence and art of sandstone sculptures
have degraded and cracked significantly due to both eroding
material and weather. The application of such strategies or
technologies to foster honesty and connect thoughts and tales
from the technological process is thus extremely significant
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and required in the manufacturing and fabrication of
components to assist in the completion and operation of this
work. In this sense, the selection of qualities is critical. The
Buddha statue and its dimensions should be as similar as
feasible so that they can be related to each other. Too much
modification in the proportions of the Buddha statue may
impact the features of the Buddha statue in other proportions
the fullness of the Buddha statue reproduction while applying
the creative concept of the Phayao craftsman in each
proportion, which is uncommon nowadays. The prospect of
extending and developing the concept of Buddhist art or
features from simulations, or it can be used to compare
simulated Buddha statue in order to estimate the proportions
of shattered Buddha statue. The use of proportions that are the
overall characteristics of the unique characteristics of the
sandstone Buddha statue of the ancient Phayao Buddha art
statue used to assemble the Buddha statue is also the
researcher's concept that brings out the outstanding features of
the Buddha statue of Phayao craftsmen in each era. Assembled
into a Buddha statue without finding such a Buddha statue in
the creation because the development of the art of creating a
Buddha statue in Phayao sandstone stopped developing the
guideline, when the Lanna Kingdom and Phayao's prosperity
stopped during the decline of the Lanna Empire and the city of
Phayao, was abandoned. The science of developing these arts
has also stopped developing. This creation is another concept
that brings the remaining works of art to be applied and
assembled into a new piece without destroying the original
prototype. In various movements to assess the probability of
previous features, research and simulation, and perfect
Buddha statue or antiquities that desire to be examined and
postulated in connected and associated sciences diverse works
of art in other multimedia domains via the use of simulation
technology. In creating a 3D model of Buddha statue, this
piece helps guide the construction and production of Buddha
statue or is used to create and support the creation of art to
occur more conveniently from technological and multi-tools
media. It also reduces problems and steps that hinder the
creation and production of work pieces. It may be used to
compare and evaluate Buddha statue in order to estimate and
evaluate Buddha because it will disrupt the connection of the
proportions of the simulated Buddha statue. According to the
qualities of Buddhist art, the proportions of the presentation
may not be comprehensive and attractive. However, in this
creative effort, the image utilized has ties to each component
of the Buddha statue. The look that was born in this exhibition
demonstrates.
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Abstract—Modern integrated circuit design manufacturing
involves outsourcing intellectual property to third-party vendors
to cut down on overall cost. Since there is a partial surrender of
control, these third-party vendors may introduce malicious
circuit commonly known as Hardware Trojan into the system in
such a way that it goes undetected by the end-users’ default
security measures. Therefore, to mitigate the threat of
functionality change caused by the Trojan, a technique is
proposed based on the testability measures in gate level netlists
using Machine Learning. The proposed technique detects the
presence of Trojan from the gate-level description of nodes using
controllability and observability values. Various Machine
Learning models are implemented to classify the nodes as Trojan
infected and non-infected. The efficiency of linear discriminant
analysis obtains an accuracy of 92.85 %, precision of 99.9 %,
recall of 80%, and F1 score of 88.8% with a latency of around 0.9
ms.

Keywords—Hardware trojan; machine
controllability; observability; detection and mitigation

learning;

Abbreviations

A Accuracy

P Precision

R Recall

F F1-Score

TP True Positive
TN True Negative

l. INTRODUCTION

Hardware Trojans are modern-day system attacks that will
cause prominent damage to the IC or system in numerous
ways. Though the software is considered to be vulnerable, the
underlying hardware is generally considered to be safe.
However, research has shown that, due to the complex nature
of the design, fabrication process, rapid prototype
development, and distribution of the final product, new sources
of attack are prominent [1]. Speeding up the development
cycle and lowering R&D costs is the main goal of most
manufacturing companies because the estimated R&D cost is
up to $5 billion. Most companies cannot afford to invest such a
huge amount from start to finish. So, companies frequently
outsource fabrication to a third-party foundry, buy IP cores
from third-party suppliers, and employ EDA tools from third-
party vendors. Third-party suppliers can readily enter such a
model, and the supply chain is currently deemed vulnerable to
assaults like Hardware Trojan insertion, reverse engineering, IP

theft, IC tampering, IC cloning, and IC overproduction, among
others. Hardware Trojans are arguably the most concerning of
them, and they have attracted a lot of attention. It will
eventually change the functionality of the system and the user
will be unable to take any action against it [2].

Hardware Trojans can be defined as malicious components
introduced during the design, manufacturing, fabrication,
testing, or development phase [3]. Once introduced they can be
activated anytime, anywhere, and according to the attacker’s
interest. The activation mechanism divides Hardware Trojan
into two groups: always on and triggered. Always-on Trojans
are active as soon as the systems or designs are turned on,
whereas triggered Trojans require the activation of some form
of condition. A Hardware Trojan circuit is generally designedin
two parts; a condition-based circuit (trigger) and an operation
circuit (payload) which is interconnected via trigger net [4].
The Trojan will be triggered and activated when the predefined
criteria is satisfied. The most dangerous part is that they can be
inserted anywhere in the circuit, be it processor, IC power grid,
10, and there is no way to immediately know the source of the
threat. By the time it is discovered and neutralized it may be
too late as it can change the functionality of the circuit. They
can also downgrade its performance, leak sensitive information
and finally cause a Denial-of-Service attack [3]. Therefore, to
find a solution for many such attacks, various researches are
being conducted. Amongst them, the logic function test(LFT) is
a traditional method [5]. Most of the existing methods of LFT
do not effectively activate any potential hidden Trojans.
Researchers use side-channel analysis to detect Hardware
Trojans by modelling and analysing electromagnetic
information generated during chip operation [6]. Traditional
side-channel analyses' effect isn't sufficient, according to
researchers [7], due to low sensitivity detection rates for big
process fluctuations and a small Trojan footprint. Combining
principal component analysis and linear discriminant analysis
to analyse chip power is effective in evaluating Trojan
detection accuracy [8]. Machine learning techniques for
malware detection are the most successful state-of-the-art
research topic because of their ability to keep up with malware
evolution. They concentrate mainly on two areas, one is feature
extraction, and the other is dimensionality reduction. Support
Vector Machine algorithm seems to be the go-to algorithm for
detection in multiple cases [9]. However other advanced
algorithms are also being explored to trigger and detect a
Trojan. Triggering a Trojan has an impact on the system's
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power usage as well as the circuits' delay. This behavior is
extensively used to study the power and delay characteristics of
hardware Trojans in order to detect them[10].

Even though there is a possibility to detect the Trojan using
the different techniques as stated so far, there is still scope for
optimization. The contributions made by this paper are as
follows:

1) We propose the use of gate-level descriptions of nodes
using controllability and observability values to generate a
dataset to detect the presence of Hardware Trojan.

2) Machine Learning techniques are used to detect the
presence of Trojan.

3) Benchmark circuits-C17, C3540 and C432 are
considered to validate our proposed technique.

4) We experimentally prove that our proposed model has
an area and power reduction up to 75% and 80% respectively
in Trojan free circuits. This performs better in comparison to
other state-of-art techniques.

The rest of this paper is organized as follows. Section Il
and Il analyze the related works and motivation. Section 1V
shows the proposed scheme. The experimental results and
discussion are presented in Section V. Section VI shows the
conclusion.

Il.  RELATED WORKS

Various techniques ranging from score-based classification
[6] for identifying Hardware-Trojan-free or Hardware-Trojan-
infected circuits without using golden model-based approach to
deep learning techniques are researched. The side-channel
analysis and detection method [11], uses dimensional reduction
to detect HTs. This causes the loss of important feature
information of Hardware Trojans after the principal component
analysis or filtering process. To solve this problem, a Hardware
Trojan detection technology is proposed based on Extreme
Learning Machine (ELM), which can completely retain
important information without any inaccuracies caused by
modelling. Results show that detecting the Hardware Trojans
only used about 0.15% of resources. The accuracy rate was
about 90%.

In terms of router looping, traffic diversion, or core
spoofing, a trojan attack corrupts the router packet [9] by
changing the destination address. As a solution, SVM is used
to increase detection accuracy. According to the estimates, the
suggested security solution architecture achieves a 93 percent
accuracy for seizure detection applications in 4.8uS.

Detection of Trojan using gate-level netlist based on
observability and controllability analysis [4] produce sufficient
results. When this technique was used on numerous trojans, the
findings reveal that even in the worst situation, all Trojans are
discovered effectively with zero false positive and negative
rates in less than 14 seconds.

Using a specific gate-level netlist that specifies the Trojan
nets in full, the review paper [12] covers extracting 51 gate-
level Trojan features. The usage of an ensemble- based random
forest classifier results in a true positive and true negative rate
of 100 percent.
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Implementation of SVM using five-dimensional vectors
[13] classifies all the nets in an unknown netlist into Trojan
affected and normal ones using the Trust-HUB benchmark.
Not only SVM but various other machine learning algorithms
like Decision Tree, K Nearest Neighbour [14] is applied to
identify the Trojan. Further to increase classification accuracies,
Hardware Trojans are discretized based on their dominant
attributes. The results show that both Machine Learning
algorithms when trained on a given dataset perform well. DT
and KNN models can accurately predict about 83% of the test
data.

In addition, existing deep neural networks security studies
are not extensively conducted at these software algorithm
levels [15] and the more realistic attacks by third-party vendors
are not explored. So, it is successful in demonstrating how an
attack is possible. Experiments reveal that the approach can
quickly generate and activate a variety of Trojan attacks that
can readily overcome existing defenses. This is very important
in formulating a solution to the attack.

I1l.  MOTIVATION

The presence of Hardware Trojans (HTS) in circuits causes
malfunction on various scales depending on the type of Trojan
attack. Amongst the numerous existing state-of- art techniques,
the FANCI [16] technique uses a coverage-like approach
where it does not require access to any verification stimuli. But
the attackers like third-party vendors being aware of this can
make the Trojan look benign. The third-party inputs from on-
chip IPs can be scrambled to suppress the Trojan triggers. But
this would not work for analog triggers. So, the Side-channel
techniques can be used to unmask Trojans injected by third
parties [17], but this method is unusable until IC is
manufactured and inside the supply chain. As a solution, the
use of formal proofs enables to development of trusted IPs.
However, this assumes that proof is sufficient to rule out
injected Trojans and that IP specifications are known.
Therefore, there is a need for better-advanced techniques to
counter novel malware attacks. One such technique is Machine
Learning (ML) [18].

The rise of Machine Learning has profound implications
for many industries, including cyber security. ML-based anti-
malware tools are generally believed to provide better
detection of modern malware attacks and improve scanning
methods. Machine Learning algorithms perform better against
unforeseen threats as they can be trained to handle unknown
potential threats. This is a major advantage over other
techniques. They yield more accurate, efficient solutions. As a
result, employing ML techniques proves to be beneficial.

IV. METHODOLOGY

The proposed Trojan detection technique is a
combinational circuit [19] for avoiding unintended malicious
activity is as shown in Fig. 1. Controllability and Observability
are the two parameters considered for the detection and
classification of Trojan in the given circuit [20].

To implement the proposed methodology, let us consider
ISCAS benchmark circuits. These are implemented using
Verilog. We have designed a Trojan threat model and applied it
to ISCAS benchmark circuits. Then we generate a Gate Level
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netlist. Using Python and gate-level netlist, we obtain values of
two parameters, Controllability and Observability to detect the
presence of Trojan in the circuit. Hence, we create a dataset
using these values as input. The model is trained and tested by
applying different Machine Learning techniques. The desired
output is obtained and verified using functional verification and
overhead analysis.

Hardware Trojan threat
model

¥
Application on 15CAS
Benchmark Circuits

T
Y

Generate Gate-Level Calaculate Controllability
Netlists and Observability
Dataset
Data Pre-Processing
Model
F———— == = 1
Training
Test Set --l |
I , |
| ML Model Object |
L'———= T "
Verification j-— Predicted Output
Metric evaluation and Overhead
Analysis

Fig. 1. Block diagram of proposed methodology

A. Design of Trojan Threat Model

A trojan is a unique circuit that performs specific malicious
activity [21]. Trojan considered in our proposed work will
change the functionality of the circuit. Fig. 2 shows the Trojan
threat model designed for our work. Here, 4-bit Linear
Feedback Shift Register (LFSR) is used to trigger the Trojan
and NOT gate act as payload. One input to the comparator is
from LFSR and the other input is a random number generated
by the attacker. The output of the comparator is connected to
the select line of MUX. If the output of the comparator is one,
Trojan is triggered and vice versa.

B. Benchmark Circuit Selection

The proposed method is implemented on a standard ISCAS
benchmark circuit [22]. The ISCAS '85 benchmark circuits are
combinational circuits that are used by researchers as the basis
for performing analysis and comparing results. C17-NAND
only circuit, C432-a 27 channel interrupt, and C3540-an 8-bit
ALU are the three circuits considered in our work as depicted
in Fig. 3, Fig. 4 and Fig. 5.
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21Mux |—@ Y
inl 0
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p selected by attacker
A
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Fig. 2. Design of trojan threat model

a[4]

Fig. 3. C17 (NAND circuit)

C. Gate Level Netlist

Gate Level Netlist contains information regarding the
logical connectivity of all standard cells and macros [23]. Gate
level netlist of C17, C432, and C3540 is generated by
synthesizing these circuits using the Cadence tool at 90nm
technology. These gate-level netlists are used for calculating
observability and controllability values.

D. Controllability and Observability Calculation

The presence of Trojans in the circuits is analyzed by
calculating the controllability and observability values.

1) Controllability analysis: Nets with poor testability are
identified using combinational controllability. The levels of
controllability range from 1 to infinity. Because the possibility
of detecting such a node is very low, and controlling that
particular node is quite difficult, nodes with high
controllability (CC) ratings are more susceptible to having a
trojan inserted. All signals from primary inputs to primary
outputs have their controllability values determined first. The
circuit is initially levelled by giving each gate a level value
[24]. Each gate's output controllability is then calculated.
Controllability (CC) in general is expressed as:

CC (i)=Jceo(i )* + cca(i)? (1)

where, CCO(i) is Combinational Controllability 0 and
CC1(i) is Combinational Controllability 1
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Fig.5. C3540 (8-Bit ALU circuit)

2) Observability analysis: Observability is a measure of
the ease (or difficulty) with which one can calculate the signal
value atany logic node in the circuit by controlling its primary
input and observing the primary output [4]. The observability
values for all signals from primary outputs towards primary
inputs are then calculated. The observability of one input of a
AND gate with multiple inputs is given by

CO(s) = P(x,y)+1 2

where, x=output observability and y= CC1 of other inputs.
If ‘U’ is a primary output node of a digital circuit, then the
combinational observabilities of node | are defined as, CO(U) =
0. Table 11, Table IlI, and Table IV reports the controllability
and observability values obtained.

Vol. 13, No. 12, 2022

E. Machine Learning Algorithms and Data SetCreation

The use of machine learning algorithms aids in the better
analysis of various Trojan threats because they are capable of
processing massive amounts of data with greater precision.
Using Python, dataset is created by evaluating the
controllability and observability values received from the
chosen benchmark circuits. The more advanced algorithms
can be trained to detect any kind of Trojan across various
platforms. Hence, we employ various Machine Learning
Techniques (MLT) [25] along with our proposed technique to
detect the presence of Trojan in the circuits by classifying the
nodes as Trojan free and Trojan infected.

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Functionality Verification

To understand the impact of Trojans on the circuits let us
consider C3540, an 8bit ALU. C3540 consists of Mux, shift
register, ALU_Core, xor gate, and BCD subtractor. Trojan can
be introduced to any block in the circuit. To understand the
effect of Trojan, we are introducing Trojan to the BCD adder
block in C3540. Let us consider two and five as inputs to this
BCD block. When this block is configured as adder, the output
is six in the absence of Trojan. When Trojan is activated, the
output changes. This can be observed in Fig. 11, where the
Trojan activationat 72ns changes the output value from 6D to 83
and remains in the same state as long as Trojan is activated.
Once the Trojan is deactivated, output changes to the original
value. As the blocks in C3540 are cascaded as seen in Fig. 11,
the final output of ALU will also be changed. This clearly
demonstrates that, due to the presence of Trojans, functionality
of the circuit will change. Similarly, functionality verification
of C17 and C432 benchmark circuits are carried out for both
the cases, with Trojan and without Trojan. The obtained
simulation results are shownin Fig. 6, Fig. 7, Fig. 8, Fig. 9, Fig.
10, and Fig. 11. Thus, this shows how the entire functionality
of a circuit or a system change upon Trojan activation.

Fig. 7. C17 simulation result with Trojan
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Fig. 8. C432 simulation result without Trojan

B
]

Fig. 10. C3540 simulation result without Trojan

Fig. 11. C3540 simulation result with Trojan

B. Performance Analysis

Performance analysis of the benchmark circuits-C17, 432
and C3540 using area and power metrics are shown in Table I.
The circuits are implemented in Verilog HDL using Cadence
Incisive and synthesized in 90nm technology using Cadence

Vol. 13, No. 12, 2022

Genus. It can be observed that, area of the circuits without
Trojan is less compared to with trojan. It can be noticed that,
power consumption of the circuits in the absence of Trojan is
less. From Table I, it isevident that Trojan presence can also be
determined by performing area and power analysis. This is due
to the factthat, any new addition of unwanted components such
as Trojan, increases the area and power consumption in a
drastic way.

TABLE I. SYNTHESIS REPORT
Area(um?) Power(uW)
Bench - - -
mark Vthth With Vthth V\é't
Circuits Troja Troja Troj Tro
n n an jan
227.0 0.42 6.7
C17 16.62 7 5 5
439.0 3279. 15.2 107
Ca32 02 648 05 .09
4931. 5196. 185. 194
C3540 203 118 38 27

C. Controllability and Observability Calculation

Controllability and Observability are the parameters used
for detection of Trojan in the benchmark circuits. Netlist
obtained from synthesis of C17, C432 & C3540 is converted
into benchmark formats. The benchmark formatsare then fed as
input to the python code that determines controllability and
observability values. The output in the form of a text file is
used to create datasets. Combinational controllability is used to
identify nets which show difficulty in testability. The
controllability values range from 1 to infinity. If ‘I’ is a
primary input node of a digital circuit, then the combinational
controllabilities of node ‘I’ are defined 1 i.e., CCO(l) and
CC1(D)=1. Similarly, calculations of combinational
controllabilities for various gates are shown in Fig. 12.

An Observability is simply a function of controllability,
meaning that it is impossible to observe a given internal node if
the circuit is not driven to a given state. The Observability
values range from 0 to infinity. If ‘U’ is a primary output node
of a digital circuit, then the combinational observabilities of
node ‘U’ are defined as, CO(U) =0

The formulation of combinational
various gates are shown in Fig. 13 where,

observabilities for

CC = Combinational Controllability
CO = Combinational Observability
Trojan value 0 = No Trojan detected
Trojan value 1 = Trojan detected

Table I, Table Ill, and Table IV represent samples of
datasets generated using Controllability and Observability
values obtained using the calculations for various gates
mentioned in Fig. 12 and Fig. 13. The gate-level netlists are
converted to benchmark codes that are fed into the python
code that performs the calculations to output files with the
testability measures.
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a:D_cgm CCO0(z) = min (CCO(a), CCOM)) + 1

CC1(z) = CC1(a) + CC1(b) + 1

CCO(Z) = CCO(a) + CCO) + 1
CC1(z) = min (CC1{a), CC1(b)) + 1

CCO(z) = min (CCO(a) + CCO(b), CC1(a) + CCL(b) + 1
CC1(z) = min (CCl(a) + CCO(b), CCO(a) + CC1(b) + 1

CC0(z) = CC1(a) + CC1(b) + 1
CC1{z) = min (CC0(a), CCO(b)) + 1

CC0(z) =min (CCl(a), CC1(b)) + 1
CC1(z) = CCO(a) + CCO) + 1

CCO(Z) = min (CC1(a) + CCO(b), CCO(a) + CC1(b) + 1
CC1(z) = min (CCO(a) + CCO(b), CC1(a) + CC1(b) + 1
CCO(z) = CCl(a) + 1
CCl(z) = CCO(a) + 1

Fig. 12. Combinational controllability calculation for various gates
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CO(a) = CO(z) + CCO(b) + 1
CO(b) = CO(z) + CCOa) + 1

CO(a) = CO(2) +min (CCO(L), CCO(LY) + 1
CO(b) = CO(z) + min (CCO{b), CCO(L)) + 1

CO(a) = CO(z) + CC1(b) + 1
CO(b) = CO(z) + CCL{a) + 1

CO(a) = CO(z) + CCO(b) + 1
CO(b) = CO(z) + CCOa) + 1

CO(a) = CO(z) + min (CCO(b), CCObY) + 1
CO(b) = CO(z) + min (CCO(b), CCO(BY) + 1

CO(a) = CO(z) + CC1(b) + 1

CO(a) = min (CO(Z1), CO(Z2), ...., CO(Zn))
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TABLE Ill.  C432 DATASET
Line Name CcC CO Trojan
G159 135 74 0
G165 135 74 0
G295gat 14.3 152 0
Glgat_1 1.4 38 0
G236gat_0 14.2 157 0
G159 135 76 1
G165 135 76 1
G360gat 15.44 244 1
Glgat 1 1.4 56 1
G236gat_0 14.2 163 1
TABLE IV.  C3540 DATASET

Line Name CC CcO Trojan
G905 22.8 141

G906 7.6 89 0
G116 5.6 409 0
G353 11.7 0 0
G68 8.4 364 0
G905 126.3 141 1
G906 421 89 1
G116 5.6 384 1
G1018 41.2 82 1
G625 421 4 1

L.
Fig. 13. Combinational observability calculation for various gates
TABLE II. C17 DATASET
Line Name CcC CO Trojan
G3gat 4.2 17 0
Glgat 14 5 0
G22gat 6.4 0 0
G10gat 3.6 3 0
G19gat 45 3 0
G3gat 4.2 54 1
G10gat 38.1 3 1
G19gat 45 3 1
Glgat 14 42 1
G22gat 7.1 0 1

D. Machine Learning Techniques (MLT)

MLT are used for detection of Trojans in the benchmark
circuits. Controllability and Observability values calculated for
C17, C432 and C3540 are used as input to create dataset. Upon
pre-processing the data, dataset is split into training set and test
set. This data set is used on various MLT for classifying the
nodes as Trojan free and Trojan infected. Scatter plot shown in
Fig. 14, Fig. 15 and Fig. 16 better visualizes the results. C17
circuit is easier to classify as with Trojan and without Trojan
but C432 circuit has considerable overlapping and is harder to
classify. Thus, non-linear ML models have to be used in order
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to separate this nonlinear data. Hence, we propose an MLT

i . Lo . 1.2 1.2
model which is a combination of LDA and Naive Bayes. o 1 177 .
Comparative study of all these MLT along with the proposed 208 08 -2
model in terms of accuracy, precision, F1 score and Recall is 508 203
carried out for C17, C432 and C3540 circuits (see Fig. 17 to =02 I I I 02 &
22). It is evident from Table V, Table VI and Table VII that 0 . ] 0
. . , N ot e .-
our proposed LDA+ Naive Bayes model is best among other g {5\‘% & & & F L @5‘3
MLT with the latency of around 0.9 ms in comparison with the Qgﬁ‘ & & \/°“.¢;aq’,0¢>‘ o
other state-of-art techniques. & & AR
N
C17 nodes Models
. @ Tojan free
- @ Trojaninfected
1 M Accuracy M Precision
% | Fig. 17. C17 accuracy and precision metrics
g 20
1.2 1.2
1w{ @ 1 1 o
[ ] = 08 08 5
o .5 10 15 20 zs 0 35 = § 0.6 0.6 (u%
cantrallability x 04 04 E
. . . oz I 0.2
Fig. 14. Observability (Y) vs control(ljablllty (X) scatter plot results of C17 0 0
nodes .
@ S R
S s <& & & Q;z;\@ & éwé )
C432 nodes Qf'g( _\;?\QQ 0& \/00 .\42’ ‘(@?’& ?.X
swo{ B : E}::i;;neu Q&\\b RN \)Q
400
N Models
% 300
g oe s ° L Recall mF1 Score
& 200
. . o Fig. 18. C17 recall and F1-score metrics
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o il 1 12
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. - . > 0.7 08 €
Fig. 15. Observability (Y) vs controllability (X) scatter plot results of C432 306 -2
nodes 305 06 3
c 04 o
< 0.3 04 &
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& 20 4 6 8 100 120 140 Fig. 19. C432 accuracy and precision metrics
Contrellatilty
Fig. 16. Observabhility (YY) vs controllability (X) scatter plot results of C3540
nodes
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Fig. 20. C432 recall and F1-score metrics
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Fig. 22. C3540 recall and F1-score metrics

The Performance Metrics in Table V, Table VI, Table VII
use the following parameters:

TABLE V. C17 PERFORMANCE METRICS
A P R F Time
Model | @) | 06 | 06 | 0 | 7" | ™ | g
RBF SVC 43 29 40 33 4 2 0.9
KNN 50 33 40 36 5 2 3.9
Decision 50 4 | 100 | 59 2 5 0.9
Tree
RandomForest 71 57 80 67 6 4 17.9
Logistic
Regression 86 71 100 83 7 5 0.9
Naive 93 83 100 | 91 8 5 0.9
Bayes
Linear 93 | 8 | 100 | 91 | 8 | 5 0
svC
LDA +
Naive Bayes 93 100 80 89 9 4 0.9
TABLE VI. C432 PERFORMANCE METRICS
A P R F Time
Model (%) | %) | ) | (%) | TP | TN | (mg)
Logistic
Regression 30 11 100 8 9 1 0.0
Random
Forest 45 47 94 63 0 15 0.9
Decision Tree 48 48 100 65 0 16 0.0
KNN 52 50 50 50 9 8 1.9
Naive Bayes 55 52 81 63 5 13 0.0
RBF SVC 79 76 81 79 13 13 11.9
Linear SVC 82 86 75 80 15 | 12 0.5
LDA +
Naive Bayes 82 75 94 83 12 15 1.9
TABLE VII. C3540 PERFORMANCE METRICS
Model A P R Folorp | on | Time
(%) (% (%) | (%) (ms)
RBF SVC 43 29 40 33 4 2 0
Decision 50 42 100 | 59 | 2 5 0
Tree
Random 64 50 60 55 | 6 3 9.9
Forest
KNN 71 56 100 71 5 5 2.9
Logistic
Regression 86 71 100 83 0.9
Linear SVC 93 83 100 91 0
Naive Bayes 93 83 100 91 8 5 0.9
LDA +
Naive Bayes 93 100 80 89 9 4 09
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VII. CONCLUSION

Considering the various threats to the manufacturing
process of an IC/system like functionality change, IC
tampering, third party vendor attacks etc, a new Hardware
Trojan detection technique using Machine Learning is
proposed. Controllability and Observability analysis was
performed using Gate Level netlists. Based on the values
obtained, the various Machine learning models were able to
distinguish the nodes in three of the benchmark circuits used as
Trojan free or Trojan infected. Amongst them, our proposed
model i.e., LDA + Naive Bayes performed the best when
compared to other state-of-art techniques with an accuracy of
92.85%, precision of 99.9

%, recall of 80% and F1 score 88.8%. The latency of the
proposed technique was around 0.9ms. Along with this, the
Simulation and Synthesis reports obtained using 90nm
technology of Cadence tool also proved that presence of Trojan
increasingly affects the system in terms of area and power.
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Abstract—Path planning is vital for robust autonomous robot
navigation. Driving in dynamic environments is particularly
difficult. The majority of the work is based on the premise that a
robot possesses a comprehensive and precise representation of its
surroundings prior to its starting. The problem of partially
knowing and dynamic environments has received little attention.
This circumstance occurs when an exploratory robot or a robot
without a floor plan or terrain map must move to its destination.
Existing approaches for dynamic-path-planning design a
preliminary path based-on known knowledge of the environment,
then adjust locally by replanning the total path as obstacles are
discovered by the robot's sensors, thereby sacrificing either
optimality or computational efficacy. This paper presents a novel
algorithm. A Near-Optimal Multi-Objective Path Planner (NO-
MOPP), capable of planning time-efficient, near-optimal, and
drivable paths in partially known and dynamic environments. It
is an expansion of our earlier research contributions called A
Multi-Objective Hybrid Collision-free Optimal Path Finder
(MOHC-OPF) for Autonomous Robots in known static
environments" and "A Multi-Objective Hybrid Collision-free
Near-Optimal Path Planner (MOHC-NODPP) for Autonomous
Robots in Dynamic environments'. In the environment, a mix of
static and moving dynamic obstacles are present, both of which
are expressed by a hybrid, discrete configuration space in an
occupancy-grid map. The proposed approach is executed at two
distinct levels. Using our earlier method, A Multi-Objective
Collision-free Optimal Path Finder (MOHC-OPF), the initial
optimal path is found in environment that includes only known
stationery obstacles at the Global-path-planning level. On the
second level, known as Local Re-planning, this optimal path is
continuously refined by online re-planning to account for the
movement of obstacles in the environment. The proposed
method, A Near-Optimal Multi-Objective Path Planner (NO-
MOPP), is used to keep the robot's sub-paths optimum while also
avoiding dynamic obstacles. This is done while still obeying the
robot's non-holonomic restrictions. The proposed technique is
tested in simulation using a collection of standard maps. The
simulation findings demonstrate the proposed method's ability to
avoid static as well as dynamic obstacles, as well as its capacity to
find a near-optimal-path to a goal location in environments that
are constantly changing without collision. The optimal-path is
determined by taking into account several performance
measures, including path length, collision-free path, execution
time, and smooth paths. 90% of studies utilizing the proposed
method demonstrate that it is more effective than other methods
for determining the shortest length and time-efficient smooth
drivable paths. The proposed technique reduced average 15%

path length and execution time compared to the existing
methods.

Keywords—Autonomous mobile robots; dynamic environment;
planning; collision-free; time-efficient paths

l. INTRODUCTION

Path planning for mobile robots, especially when the
environment is known, is a well-researched problem [1-8].
However, one issue that arises when putting theory into
practice is the fact that incomplete information about the
environment is often available. In most cases, it seems
unrealistic to expect to have a detailed map with all the
obstacles clearly marked. Recent years have seen tremendous
progress realized in the realm of path planning in dynamic
environments across a wide range of domains. Particularly,
mobile robots have found practical use across a wide range of
domains.  Applications incorporate emergency rescue
management in natural disasters [12], planetary exploration
[10, 11], inventory control [12], the manufacturing industry
[13], etc.

In the 1960s, research began in the arena of path planning
for different kinds of robots [1, 2, 12]. The Path-Planning is the
procedure of establishing a path-way in an environment that is
no-obstacles and that connects a predetermined starting point
and an intended ending point [14-15]. The environments in
which robots operate can either be static or dynamic. When
working in a static known environment, the locations of
obstacles remain the same, but when working in a dynamic
environment, their positions shift over the course of time. The
goal of employing path-planning algorithms is to translate the
high-level-specifications which humans execute into low-level-
steps [15]. This is accomplished by locating the optimal-path
and presenting to the robot in the form of a series of waypoints
that it should follow as moving directions.

The dynamic environment comprises moving obstacles, the
path-planning algorithm is a necessity not-only to determine
the optimal-path but also to observe it. In order to persist
responsive to its environments, the approach must know the
current position of an obstacle, forecast upcoming paths, and
bring up-to-date its path in real-time with sufficient frequency.

In most cases, an autonomous mobile robot is free to follow
any one of a number of predetermined routes. The length of the
path, the amount of time it takes, and the amount of energy it
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takes are all factors that go into determining what constitutes
the optimal path. Numerous algorithms were developed to
handle the problem of path planning; these algorithms can be
categorized as either classical or intelligent. Artificial Potential
Field [16], Rapid Exploration of Random Trees (RRT) [15, 17]
and its variants RRT*, etc. [15,18], Partitioned Learning
Traditional methods, such as D* [20], are utilized to solve
dynamic path planning problems. As the search space grows in
size, however, these methods become inefficient and get stuck
at local maxima. Thus, intelligent optimization techniques like
the Genetic Algorithm [21-22], Particle Swarm Optimization
[23], Bees algorithm [24] [29] and etc. have been employed to
solve path planning difficulties.

Real-time dynamic path planning needs more investigation
[30], as stated earlier. This study proposes an A*[3] based
Near-Optimal Multi-Objective Path Planner (NO-MOPP) to
swiftly identify a near-optimal drivable smooth path in a
dynamic environment while taking the kinematic restrictions of
the robot into account. The following are some of the
contributions made in this work:

1) "A Multi-Objective Hybrid Near-Optimal Dynamic
Path Planner (NO-MOPP)" is a new dynamic path planning
technique that finds no-collision near-optimal-drivable paths
in a dynamic environment with a hybrid environment
representation. Since A* ensures both optimality and
completeness, the A* algorithm will serve as the foundation
for this approach. This algorithm performs comparably to A*.

2) The proposed technique performs on two distinct
levels. Initially, using global path planning, the optimal-path is
determined in an area with known static-obstacles. The second
level, known as Local-replanning, adjusts the optimal path
online with the assistance of sensors in order to prevent
collisions with dynamically generated immovable and moving
obstacles. After that, path tracking is performed, and the path
is optimized during path tracking without sacrificing the
algorithm'’s real-time performance.

3) Kinematic constraints, like a robot's orientation, are
employed in order to find the most efficient driving smooth
paths in ever-changing real-time environments.

4) It finds application in a wide range of different
dynamic environments. The percentage of successful attempts
is 90%.

5) When compared to RRT and RRT*, our suggested
method achieves superior outcomes in dynamic environments
in relation to the amount of time required for execution,
execution time, and the total length travelled path-length.

The paper is organized as follows. Section Il explains
related research that is pertinent to the techniques for planning
paths. The technique and underlying algorithm for path-
planning in the presence of static as well as dynamic obstacles
are presented in Section Ill. Section IV looks at how well the
suggested strategy works and gives the results of the
experiments. Section V brings the article to a conclusion,
which also offers guidelines for future work.

Vol. 13, No. 12, 2022

Il.  RELATED WORK

Past decades have seen many path-planning algorithms.
Graph-based techniques include Dijkstra's algorithm [4,24], A*
[3], D* [20], and etc. After discretizing the path planning state
space into a graph structure, they employ graph search to find a
feasible path. A* and Dijkstra's algorithms are suitable for
lower-dimension static environments. D* is used for dynamic
environments. Optimal Path Planning using Memory Efficient
A*. Improved A* Path Planning Method Based on the Grid
Map. Sensors [25], Time-Efficient A* Algorithm for Robot
Path Planning [26], Safe Path Planning of Mobile Robot Based
on Improved A* Algorithm in Complex Terrains [27], Optimal
Path Planning using Memory Efficient A*[31] and Fast path
planning using modified A* method [32].

The graph-based approach is full and resolution optimal,
meaning it finds an optimal-path if a viable path-exists and
fails otherwise. The graph-based partition of the state-space
yields a massive search space, which makes these graph-based
approaches unsuitable for large-scale issues. The recent
updates on A*, in research papers like Dynamic-Algorithm for
Path-Planning using A* with Distance-Constraint [13] and
Improved-Analytic-Expansions in Hybrid A* Path-Planning
for Non-Holonomic Robots [9]. They are suffering from high
computation time.

Another significant kind of path-planning algorithm is the
sampling-based path-planning approach. Instead of discretizing
the state space, it generates a graph or tree by randomly
selecting points. Sampling-based path planning algorithms beat
graph-based ones in large-scale situations. The sampling-based
path planning strategy is probabilistically complete, thus when
the trials number reaches infinite, the likelihood of discovering
a suitable path-way approaches one. Sampling-based planners
employ RRT [15,17] and PRM [19] algorithms. The RRT, a
single-query path planning method that traverses state space by
generating a tree rooted at the start state, is faster than the
PRM. Despite finding an initial path in high-dimensional space
quickly, RRT has many downsides. RRT's path may not be
ideal because it is randomly generated. RRT* [18] advanced
RRT. The RRT* takes time and memory to identify the best
path. RRT* likewise experiences significant search time
variability. Though, these techniques perform poorly and trap
in local optima when the search space is big.

Hence, intelligent optimization procedures have been
employed in the process of solving path-planning problems.
Some examples of these algorithms include the Genetic
Algorithm [21-22] [28], Particle Swarm Optimization [23],
Simulated Annealing [12], Ant Colony Optimization [8], Bees
[29] and etc. Even if these algorithms conquered the difficulties
of path planning, they still wouldn't be usable without the
partitioning and pre-processing of environment maps. This is
because such maps need to be prepared in advance. The
accuracy is reduced as a result of discretization and pre-
processing, which also results in non-optimal pathways.
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I1l.  PROPOSED PATH PLANNING SYSTEM

The purpose of path-planning is to discover a continuous
path that will lead a system from its current state to a desired
one. Finding a path across a dynamic environment that a non-
holonomic robot or vehicle can follow without colliding with
any of the environment's obstacles is the goal of dynamic path
planning.

1) Problem formulation: The path-planning issue’s main
objective is to identify an optimal-path for an autonomous-
robot to proceed from a given beginning-point to a certain
goal location in a dynamically changing environment
containing static and dynamic stationery as well as moving
obstacles by satisfying optimization-criteria. The path-
planner’s goal is to discover the optimal- or near-optimal-path
for a mobile-robot that avoids obstacles in the surroundings.

The environment is denoted as a Grid. The initial step in
mobile-robot-path-planning is establishing an environment-
model for the mobile-robot's 2-dimensional. As identical
square cells, grids are used to represent the mobile-robot's
workplace. Each grid-cell is either free (logic 0) or forbidden
(logic 1) by an obstacle. There are both static as well as
dynamic stationary and moving obstacles in this area.

2) Optimization criteria: The proposed path planning
system NO-MOPP determines a no-collision smooth path that
obeys multi-objective optimization criteria. The criteria is:
first one is the Cost objective-function , minimum-cost path
for a mobile-robot to move from its start-point to the goal-
point, provided that it is a smooth and safe path, i.e., the
mobile-robot travels with no collision with obstacles. This
measure is specified by Eq. (1) :

Costf=g+h+SO+DSO +DMO (1)

where cost-f is the sum-of-the-costs from the start-node to
current-node (g), the estimated-cost (h) to the goal from
current-node, the additional-cost for changing the orientation
angle, SO is the cost for switching orientation, DSO
corresponds to the cost of avoiding dynamic stationary
obstacles, and DMO indicates the cost of avoiding dynamic
stationary obstacles during local replanning.

The second Criterion is the Execution time objective needed
for finding a minimum length and safe path. This is given by
equation (2):

Ttotal = TGIobaI-path-pIanning + Tlocal-replanning (2)

where Ty is the time essential for the completion of
execution of the path planner, T giopal-path-planning IS the time taken
by the offline line path planner and T ocal-raplanning IS the time
needed to update the initial optimal path to skip dynamic
stationery obstacles.

The optimal path-planning problem can be stated as:

“Find the lowest cost and least time taking near-optimal
smooth path between the start-point and the goal-location, such
that the above optimization-criteria Cost function f and
Execution time T objective functions given in above equations
(1) & (2) are lessened by taking non-holonomic constraints of
the robot into account”.
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3) The proposed dynamic path planning system’s
architecture: The component structure of the dynamic-path-
planning system is depicted in Fig. 1. The system will function
efficiently on the two levels. At the first level, global path
planning, the optimal route is determined using the
information that is currently known about the environment,
including the known static obstacles, for instance. After that,
the robot will continue along this optimal path. This optimal
path is updated online at the second level, which is known as
"Local Replanning," in order to skip collisions with-obstacles
which are dynamically presented and may be either stationary
or dynamic.

Primary components of the dynamic-path-planning system
are depicted in Fig. 1. The environment is dynamic and
comprises both static and moving obstacles. To represent this
ever-changing environment, a binary occupancy grid map is
employed. Constraints: Non-holonomic car-like robots or
vehicles have kinematic constraints. Optimization criteria:
Path smoothness, path length, and the time required to locate a
path comprise optimization criteria.

4) Path-planning: The path-planning algorithm is the
crucial component of a dynamic-path-planning system that
addresses a path-planning issue. In this proposed system, there
are two levels. A Multi-Objective Optimal Path Finder
(MOHC-OPF) is used to obtain a quick initial optimal-path in
an environment that includes known static obstacles only in
the First level of Global Path Planning. Local-Replanning is
the second level of our proposed dynamic path planning
approach, a Near-optimal Multi-Objective Path Planner (NO-
MOPP), which is employed to avoid dynamic obstacles in
dynamically changing environments.

The Architecture of the Proposed Dynamic Path Planning system

Global-Path Planning Local-Replanning

Environment with
static obstacles

Global Path
Start & Goal Planning- Optimal Path Sensor Data
MOHC-OPF

Robot

follows

Optimization path

Criteria

Dynamic obstacle
[o S—Y
Replanning O
| NO-MOPP |
o 0

Near-Optimal Path

Fig. 1. Block diagram of the dynamic path planning system

A. The Working Principle of NO-MOPP

A novel method called NO-MOPP has been proposed as a
way to avoid the limitations of the traditional A* methodology.
The kinematics of the car-like robot or vehicle is added to
predict the movement of the robot which is dependent on the
steering angle in a continuous search space. The proposed
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system has a collection of continuous states represented by the
coordinates (X,, Yp, 0), here (xp, ) represents the location of
the robot or vehicle and O represents its orientation. Non-
holonomic robots and vehicles can benefit from this feature
since it helps the path planner choose the best successor state
for them to follow. One of the five steering actions, maximum-
left, left, maximum-right, right, and no-steering, expands the
states and leads to an arc of a circle with a minimum turning
radius, in accordance with the kinematic restrictions of the
simple car-like robot or vehicle. On the basis of these
operations, the proposed method, the NO-MOPP algorithm
selects the states depicted in Fig. 2.

Fig. 2. NO-MOPP incorporates kinematic constraints with 5 steering angles

B. Multi-Objective Functions for Optimization
As part of this effort, different objectives are analysed and

taken into consideration so that the updated path can be
optimized.

Cost Function: It calculates the cost of driving from the
present-point to a neighboring node. This cost f is the total-cost
from the start node to the current node (g), the anticipated-cost
from the present node to the goal-(h), and the cost for adjusting
the orientation angle (SO). Eq. (1) is utilized to calculate this
cost.

1) Path length: The final path is made up of a series of
path segments denoted by the notation P= {P1, P2, ..., Pn}.
The ultimate length of the path is equal to the totality of the
lengths of all path segments that connect the Start state to the
Goal state via any intervening states. This is illustrated in Fig.
3. To get the length of this final path, Eq. (2) is utilized.

P

o ® o ¢
p, P P,

Fig. 3. Path length

Path Length = };Pi where i=1ton. 3)
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At each stage, the next state with the lowest possible cost is
chosen, and the arcs in the path are optimized to have the
minimum turning radius. As a result, it ensures that the final
path will be the shortest and most optimal one.

2) Execution time: The amount of time required to carry
out the method that was proposed for discovering a path and
Eq. (2) is used for determining this.

The travelled distance must be sufficient in order to exit the
current cell, and the equation that describes this requirement is
below (4).

1>v2s 4

In this equation, | represents the length of an arc, and s
indicates the size of a single cell in the grid map. At each node,
the continuous state is rounded off to a discrete state in order to
prevent the search graph from becoming an increasingly huge
structure. This, in turn, results in a reduction in the amount of
search time necessary to locate the ultimate path.

3) Smooth path: Kinematic constraints determine the next
node in this proposed approach, resulting in minimum turning
radius curves. Therefore, the final path produced is smooth.

C. The Heuristic Function

The heuristic function predicts the minimum-cost from any
node to the destination on the map. This reduces node
exploration. Thus, heuristic function selection directly impacts
the performance of path planning approaches. The Euclidean
distance is employed as a heuristic function. Equation (5)
determines each node’s heuristic values.

h=V(x2-x1)2 +(y2 —y1)2 (5
D. The Proposed Path Planning Approach

The proposed approach executes the path-planning
procedure in a dynamic-environments with both dynamic as
well as static obstacles. The method operates on two levels.
Global Path Planning 2. Local Redevelopment Replanning. In
the first level, the Global-path-planning method is applied to
determine the optimal-path through a static obstacle
environment. The attained path is provided for the robot to
track during the second level. Simultaneously, the algorithm
modifies the path in real-time to prevent a collision by means
of any new obstacles, to ensure the sub-paths are optimum.
Using proposed path-planning system, the path’s optimality is
preserved. Fig. 1 depicts this process.

1) The global path planning: By adhering to kinematic
constraints, the MOHC-OPF method, which was the objective
of our previous research, is used in Global Path Planning to
swiftly construct an optimal path for a given environment
containing only static obstacles. The MOHC-OPF algorithm
employs Open-list and Closed-list. Comparable to the
conventional A*, they keep track of the states while searching.
The open list includes the neighbours of states that have been
expanded during the search process. The closed list comprises
all states for which processing has been finalized. Here is a
summary of the MOHC-OPF algorithm.

204|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Input: Occupancy grid map of the environment with static
obstacles information, starting position (xstart), target position
(xgoal), heading 0, and kinematic constraints of simple car-like
robot and U(X) actions set with five forward steering angels.

Output: A mobile robot's optimal path from its starting point
to its goal, including path length and execution time.

Step 1: Set Open list and Close list
Step 2: Assign Xstart to the start state,

Step 3: For each of the 5 steering angles, find Xstart 's 5
neighbors. Using a simple car-like robot’s kinematic model
with a global location of (xg, yg, 0) generated using the
equation (6) (LaValle, S.M. Planning Algorithms, 2006. [15]).

Xg.= ugcosH
Yg.= ugsinB
@ = us/ltan 6
p min = 1/ tan@max (6)

Where u is an action set {0,1}, ¢ is the steering angle, p
min is the minimum turning radius and I is the front-rear-axles
distance of a simple car.

Step 4: If any of the neighbors is a goal state, then quit.

Step 5: Estimate the cost of each neighbor using the cost
function equation (1) if they are not likely to collide.

Step 6: Assign Xstart to a neighbor having the minimum cost
function f-value, then execute the related action on the map.
Keep the former Xstart and the f values in an open list.

Step 7: Repeat from step 3 until Open-list is empty.

2) The local replanning: Global path planning generates
the optimal-path in a dynamic-environment with stationary
obstacles only. In Local re-planning, the autonomous mobile
robot or vehicle takes this optimal path from the starting-point
to the target-point in a dynamically changing situation. The
robot moves along the course with the aid of surrounding
sensors and a scanning procedure. The robot's sensors allow it
to survey an area from a 360-degree angle.

The proposed method, NO-MOPP, begins by analysing
sensor data to identify any new static or moving dynamic
obstacles on the optimal path for tracking. Once an obstacle
reaches the robot sensor's exposure range, sensor readings
provide all information regarding the robot's movement and
location, as well as all obstacles in the surroundings. Using this
information, the likelihood of a robot and obstacle collision is
evaluated. If there is no collision, the robot will continue along
its original path as shown in Fig. 4(a).

However, in the case of a collision, the proposed NO-
MOPP technique replans the segment of the path containing a
potential collision location. The newly found subpath must be
the best and shortest possible. The inventive optimal path was
adjusted such that the-robot will track the updated no-collision
path. The process of alerting a robot to the presence of new
obstacles is known as obstacle detection.
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The proposed methodology enables the robot to-move
toward the goal though detecting any new obstacles. The
following stages are included in this implementation. The
measurements of the sensor are recorded. The robot-obstacle
distance is then estimated from the robot to the close exterior-
surface of the obstacle.

3) Obstacle detection: The obstacle’s presence is detected
when sensors sense the obstacle. The obstacle-robot distance
exceeds a certain threshold. The collision check method is
invoked when an obstacle is encountered to find that the robot
as well as the obstacle will crash.

4) Collision check: Even if an obstacle is within the
sensor range of the robot, not all detected obstacles will cause
a collision. If there is no collision as depicted in Fig. 4(a), the
robot will follow the optimal reference path. If there is a
collision possibility as depicted in Fig. 4(b) and the distance
amid the robot & the obstacle is greater-or-equal to the
threshold value, then replanning is performed using the
proposed local search method called NO-MOPP; otherwise,
the robot will halt and pause for the obstacle to go before
continuing along the same path.

The likelihood of a collision is computed based on the
robot's location and direction angle in relation to the sensed
obstacle. Calculating the time and location of the collision is: If
the robot's present location is Py (X rp1, Y rpr) and it is
heading toward Pr.p; (X-p2, Yr-p2), and if the obstacle’s present

location is Pobstl (XObStl! yobstl) and its goal_is PobstZ(XobsQ' yobstZ)-
The formulas of the robot movement are given by (7).

Calculating robot motion requires the following formula:
Xrp= Xr-p1 + Viopot Iy cos 0
Yr-p = Yrobot1 + Viopot trsin 0 (7)

The equation for the movement of the obstacle could be
expressed as (8).

Xobst1 = Xobstt  Vobst Tobst COS ¢

yobstl = yobstl + Vobst tobst Sin ¢ (8)

The collision amid the robot and the moving obstacle
occurs when the subsequent Eq. (9) is satisfied.

Xrobot = Xobst1 9)
yrobot = yobstl
i,e.
Xr1 + Vy t; €08 0 = Xopst1 + Vobst topst COS @ (10)

Yiu Vel sin@ = Yobstt  Vobst Tobst sin P

where 0 is orientation and v,gq iS the robot-velocity, ¢ and
Vopst are the orientation and the obstacle-velocity respectively,
and tr and tq, are the current time at which the robot and
obstacle are there and they are positive. Then the point of the
intersection can be determined by replacing Eqg. (7) and (8)
with Eq. (9) producing equation (10). In the case of a collision,
the robot's sub-path consists of 3 locations. The robot's present
location is represented by the first point, Xyresent (X1, Y1), the
collision points by Xcoisn (X, Ye), and the next point in its path
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DY Xoew next (Xn, Yn). If there is a collision, the obstacle will be
on this sub-path. For this reason, a modified local search is
proposed, NO-MOPP, for replanning in order to locate an
alternate collision-free sub-path. When both of the below
circumstances are true Local replanning is done by invoking
the proposed method NO-MOPP. The first circumstance is
when a new obstacle enters the robot sensor's coverage range.
Second, when a collision detection judgment is made
favourably. In this local search, NO-MOPP looks for the next
neighbour with minimum cost value calculated using Eq. (1) in
the Global path planning from its neighbor’s list, named Open
list. The computational cost is less because the next node is
selected from the open list which is readily available.
Therefore, the replanning has no impact on the time efficiency
of the proposed technique. Once again, the new neighboring
point is checked for collisions; if there are none, a minimal
turning radius path segment is constructed. This is repeated
until the goal is found.

Birary D cupancy Dkl

@

Binnry Occupancy Grd

o

Fig. 4. (a) No collision Case (b) Collision case

The shortest path is guaranteed by a Minimum turning
radius path segment. The near-optimal sub-path is returned by
the proposed method NO-MOPP. The robot is instructed to
pursue this new branch of the course. Because the Global-path-
planning of the proposed dynamic path-planning system
previously computed the costs of five neighbors corresponding
to each steering angle for each location on the global optimum
path, the cost computing in the proposed method NO-MOPP is
no longer required. There is therefore no computational
overhead. The time needed for this is likewise quite short

Vol. 13, No. 12, 2022

because there are just five neighbour points with regard to five
steering angles while looking forward and only those points for
which the arc length is greater than the cell size Eq. (4) So,
search time is also reduced. Therefore, the method has no
consequence on the efficiency of time. The following
Algorithm 2 summarizes the pseudo-code of the proposed
dynamic path planning algorithm NO-MOPFP:

Algorithm 2: NO_MOPP

Input: Start, Goal, Closed-list and Open-list

Output: The near-optimal-path for an autonomous mobile-
robot fromthe given initial point to the goal-position in Path
length and Execution time.

Algorithm NO_MOPP (Open_List, Closed_List, Xsart, Xgoar)

1. Xnexi=Xstart

2. index=0

3. optimal_path =Closed_L.ist

4. Pathlength= length (Optimal-path)

5. Robot follows optimal_path

6. for each pointin Closed List ()

7

8
9

. index=index+1
. Robot move forward in the mentioned orientation
10. Xext = Closed_List(index)
11, if Xexe ==Xgoal
12. Print (“Path detected successfully”)
13. Print (“Found near Optimal path”, Closed List);
14. Sensor data= Sensor reading from its coverage area
15. If (Sensor data != Obstacle)
16. Robot moves forward to the Xex:.
17. Else if (Collision_detection () == false)
18. Robot moves forward to the X ex:
19. Else if
20.{
21. Xeurrent = Xnext
22. While (neighbours of Xent from Open_List ==true)
23.{
24. Xnew next=Xcurrent ‘S neighbours with next minimum cost
from Open_List ()
25. Xnew_next=Xcurrent NAVING next minimum cost from Open_L st
()
26. If Collision_detection (Xnew next) == false
27. Robot moves t0 Xpew next With the given orientation
28. Update Closed_List
29. Return
30. Else
31. Continue

33. update path length

34. If (no more neighbors of Xcyrent in Open_List)

35. Print (“There is no path exists”)

36.}

37. Method: Collision_detection (X new_next)

38.{

39. d= distance between the robot’s current point and collision
point

40. if (d >= threshold value)

41. return false

42. else

43. return true

44.}
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IV. EXPERIMENTAL RESULTS

Using MATLAB 2021a on Windows 10 64bit-with an
Intel-core i5 NIVIDIA G5-CPU, the performance of the
proposed method, a novel Near-Optimal Multi-Objective Path
Planner (NO-MOPP), was evaluated. For testing, sensor views
from -45° to +45°, -90° to +90°, and -180° to +180° were
captured. In ninety percent of the studies, it was discovered that
the dynamic obstacles were successfully avoided. On a variety
of dynamic maps, all simulations were executed with varying
starting and ending points. Path-Length-Mean and Average-
Execution-Time between the provided start and goal locations
on the map are the performance metrics considered when
evaluating the effectiveness of our proposed system. The
execution time and length of the near-optimal-path was
recorded.

1) Case-study-1: Complex Map: A more complex
dynamic environment is considered; the environment is a
complex maze with both static and dynamic obstacles that are
stationary and moving. The proposed method was executed
one hundred times in order to determine its average execution
time. Fig. 5(), (b) and (c) depicts a nearly optimal path
generated by NO-MOPP for this complex environment on two
levels known as Global path planning and Local-replanning
paths and how robot (arrow) avoiding dynamic
stationery(purple color) and moving obstacle(green color). In
ninety percent of experiments, it successfully avoids dynamic

obstacles.
[T

=, Y J‘_[__‘I"I
\ ’ .
2] Froias

(a) (b)

1]

B B

(c)

Fig. 5. (a) & (b): No collision and collision avoidance with a moving
dynamic obstacle (green color) using NO-MOPP. (c) Collision avoidance with
dynamic moving (green color) and stationary obstacles (purple color) using
NO-MOPP

The findings for the Complex map's Path Length Mean and
Average-Execution-Time are given in below Table I.
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TABLE I. TYPE RESULTS FOR COMPLEX MAP
Offline path planning After Local-replanning
Path length_mean in 64.5589 67.8374
meters
Execution time in secs 0.457936 1.986376
Direct_Path_Length in 51.856 51.856
meters

2) Case-study-2: Package pickup in Warehouse scenario:
A package pickup in a warehouse dynamic-environment
contains static and dynamic moving and stationary obstacles.
Fig. 6(a), (b), and (c) illustrate, NO-MOPP devised a path that
was close to optimal for avoiding static (purple color) and
moving (green color) obstacles on the way to the package
pickup site. In 90% of the experiments, the proposed strategy
was effectively avoided.

The Path length mean and execution time outcomes for the
Package Pickup scenario are summarized in Table Il.

HrH

1'1"n___|_| |

(b)

@

Fig. 6. (a) & (b): No collision, collision avoided with a moving dynamic
obstacle (green color) using NO-MOPP. (c) The collision was avoided with the
moving dynamic obstacle (green color), and stationery obstacle (purple color)
using NO-MOPP

TABLE II. RESULTS FOR PACKAGE PICKUP IN A WAREHOUSE SCENARIO
Global path | After Local-
planning replanning

Path length_mean in meters 73.5541 91.5263

Execution time in secs 0.4951 2.953216

Direct_Path_Length in meters 62.1488 62.1488
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Performance Evaluation: In the preceding two case studies,
we describe the efficacy of the proposed method NO-MOPP
and comparability it to the current techniques RRT and RRT*.
In this section, we compare NO-MOPP to RRT and RRT*. The
proposed method NO-MOPP has been rigorously examined.
The comparison of performance is summarised here. In
comparison to RRT and RRT*, the path length supplied by the
Proposed Method NO-MOPP was superior. The execution time
of No-MOPP is considerably shorter.

1) Case Study-1: Complex Dynamic map: Table Il
provides a visual representation of the results of a
performance evaluation that compares the proposed technique
NO-MOPP to the existing methods RRT and RRT* when
applied to a complex dynamic map. The figures provide
abundant evidence that the proposed technique is successful
even when the level of map complexity increases.

TABLE Ill.  PERFORMANCE EFFICIENCY COMPARISON IN A COMPLEX MAP
Planner/performance Path length Avg_Execution Time
metric Mean in meters in secs

RRT 110.873295 4.136285

RRT Star 105.567284 4513792

Proposed method NO-

MOPP 67.8374 1.986376

As is evident from the Fig. 7 below, the proposed method
NO-MOPP performed better than the existing methods RRT
and RRT™* after being run through 100 iterations. The blue line
that depicts its performance shows that the proposed method
developed the shortest length paths in contrast to other existing
approaches in the Complex Dynamic Map. This is proved by
the fact that the method created the shortest length paths in
each iteration.

Path Length for Complex map
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e N O-I OPP RRT RRT*

Fig. 7. Path length comparison in complex map

The Fig. 8 displays the efficiency and efficacy of the
execution time. The proposed method NO-MOPP is
represented by a blue line in virtually all 100 iterations of the
Complex Dynamic Map. This method generates paths that
require significantly less time consuming compared to the
existing techniques RRT and RRT™*.
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Execution Time for Complex map
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Fig. 8. Execution time comparison in complex map

2) Case Study-2: Dynamic map for Package Pickup: The
RRT and RRT* approaches, as well as the proposed approach,
were evaluated using the Warehouse scenario as a point of
comparison. Table IV presents a comparison of various
performance metrics for further consideration. Examining how
the proposed solution comes up in path length as well as
execution time in comparison to the other available options.
The proposed method is carried out fairly well when applied
to this difficult warehouse map.

TABLE IV.  PERFORMANCE EFFICIENCY COMPARISON IN A COMPLEX MAP
IN WAREHOUSE
Planner/performance Path length Mean in Avg_Execution Time
metric meters in secs
RRT 170.8753 4.596832
RRT Star 150.3547 4.975649
Proposed method NO- 91.5263 2.953216
MOPP

The Fig. 9 indicates how the performance of the
recommended method NO-MOPP compares to that of the
existing methods RRT and RRT* in 100. When compared to
the other existing methods in the Warehouse dynamic map, the
proposed method NO-MOPP consistently created paths that
were the shortest in length. This can be seen from the blue line
that depicts the performance of the proposed methodology.

Path length for Warehouse map
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Fig. 9. Performance metric path length comparison in warehouse map
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The results of a comparison between the efficiency of our
method NO-MOPP and the existing techniques RRT and RRT*
can be found in the following Fig. 10, which can be found
below. The strategy that was suggested consistently produced
the least time-consuming paths when compared to other
approaches that were already being used for the dynamic map
of the Warehouse.

Execution Time for Warehouse map

Execution time insecs

(ST SR T R

Fig. 10. Performance metric execution time comparison in warehouse map

V. CONCLUSION AND FUTURE WORK

In this paper, A Near-Optimal Multi-Objective Path
Planner (NO-MOPP) is used to determine the optimal path for
mobile autonomous robots operating in dynamic environments.
While complying with the robot's kinematic constraints, the
robot is able to follow the determined path and avoid new
obstacles. Detection of obstacles is dependent on the coverage
area of the sensors of a robot and an assessment of the
likelihood of a collision. Collision avoidance is achieved
through re-planning if the collision check method indicates a
collision with a newly introduced dynamic obstacle.
Consequently, the development of smooth, drivable paths,
which are required for realistic scenarios, is ensured. On
average, smoother, collision-free, near-optimal paths may be
discovered 90% of the time. NO-MOPP accomplishes Multiple
Objective Optimization, which includes Path length, Execution
Time, Cost function, and Path Smoothing. Based on the
preceding experiments, it is obvious that applying the proposed
technique reduced average 15% path length and execution time
compared to the existing methods RRT and RRT*. Compared
to these existing methods, the proposed method has exhibited
superior performance efficiency in complex settings.

Future studies may extend the NO-MOPP method to
dynamic situations with higher dimensions for real-time
autonomous robots and autonomous vehicles.
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Abstract—In the modern world, cataracts are the
predominant cause of blindness. Early treatment and detection
can reduce the number of cataract patients and prevent surgery.
However, cataract grade classification is necessary to control risk
and avoid blindness. Previously, various studies focused on
developing a system to detect cataract type and grade. However,
the existing works on cataract detection does not provide optimal
results because of high detection error, lack of learning ability,
computational complexity issues, etc. Therefore, the proposed
work aims to develop an effective deep learning techniques for
detecting and classifying cataracts from the given input samples.
Here, the cataract detection and classification are performed
using two phases. In order to provide an accurate cataract
detection, the proposed study introduced Deep Optimized
Convolutional Recurrent Network_Improved Aquila
Optimization (Deep OCRN_IAQO) model in phase I. Here, both
retinal and slit lamp images are utilized for cataract detection.
Then, the performance of these two image datasets are analysed,
and the best one is chosen for cataract type and grade
classification. By analysing the performance, the slit lamp images
attain higher results. Therefore, phase Il uses slit lamp images
and detects the type and grade of cataracts through the proposed
Batch Equivalence ResNet-101 (BE_ResNet101) model. The
proposed classification model is highly efficient to classify the
type and grades of cataracts. The experimental setup is done
using MATLAB software, and the datasets used for simulation
purposes are DRIMDB (Diabetic Retinopathy Images Database)
and real-time slit lamp images. The proposed type and grade
detection model has an accuracy of 98.87%, specificity of
99.66%0, the sensitivity of 98.28%, Youden index of 95.04%,
Kappa of 97.83%, and F1-score is 95.68%. The obtained results
and comparative analysis proves that the proposed model is
highly suitable for cataract detection and classification.

Keywords—Cataract detection; grade classification; CRNN;
dense CNN; Aquila optimization; BE-ResNet101

. INTRODUCTION

The eyes are the major organs that offer a clear vision to
humans and living organisms. A cataract is a severe eye
disorder that affects the original vision of the eyes and
produces vision distortion. A cataract is the major cause of
vision impairment or blindness worldwide [1-2]. Vision or
Visual Impairment (V1) in humans refers to the inability to
perceive clear vision. A global survey by the WHO (World
Health Organization) estimated that among 285 million
people, 39 million are blind, and the remaining are reported to
other VIs [3]. Some of the retinal disorders are Cataract, DR
(Diabetic Retinopathy), Glaucoma, AMD (Aged Macular

*Corresponding Author

Degeneration), RP (Retinitis Pigmentosa), [4-5] etc. Cataracts
are the leading cause of vision loss in aged and younger
individuals [6-7]. The risk factors related to cataracts are
people over 40 years, uncontrolled diabetes, steroid usage,
family history, trauma in the eye, UV (Ultra-Violet) light
exposure, [8] etc.

Early cataract diagnosis can control global vision loss.
Based on the location and development, the cataract is divided
into different types, namely NC (nuclear cataract), CC
(cortical cataract), and PSC (posterior subcapsular cataract)
[9]. The severity of the cataract can be identified with the
grading procedure. Eye diseases are often diagnosed using
several methods such as slit-lamp images [10], VA (visual
acuity) examination [11], digital photography [12], retinal
images [13] and ultrasonic images [14-15]. Ophthalmologist
utilizes retinal and Slit-lamp images to detect the presence and
absence of cataracts [16-17]. In ophthalmology, the screening
and detection of cataracts have produced robust outcomes with
deep learning (DL) models [18-20]. DL offers significant
advantages by using several HL (Hidden Layer) sequences to
extract useful image features. Moreover, in the medical field,
DL learns the image features effectively and automatically.
The advent of computer infrastructure has contributed to the
faster adoption of DL due to its high level of feature
extraction, processing of huge amounts of data and accurate
classification.

Motivation: The eyes are the sensory organs that view the
elegance of our surrounding environment. In recent years, the
research organization are focussed on developing a robust
cataract detection and classification methodology to assist
affected people. From the recent studies, it is observed that
deep learning techniques are attaining great attention for
cataract detection. By using different types of datasets, the
deep learning approaches gain better results in detecting and
classifying cataract diseases. Many existing studies exhibit
that using slit-lamp images produces high performance
because of reduced cost, easy of maintain, flexibility etc. The
neural network based feature extraction techniques can detect
the features automatically. Also, such kind of feature
extraction methods directly enhances the classification
accuracy. Thus, it motivates the author to establish a deep
learning based method for cataract detection and grade
classification using slit lamp images. The major contribution
of proposed work is given as,

e To develop an effective cataract detection and
classification in retinal and slit-lamp images by
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proposing a new Deep Optimized Convolutional
Recurrent Network (Deep OCRN).

e To reduce the detection error rate, the presented loss in
the proposed Deep OCRN model is minimized by
updating the weight parameters through Improved
Aquila Optimization (IAO) algorithm.

e To extract the required features and to effectively
identify the cataract type by proposing Dense CNN.

e To develop Batch Equivalence ResNet-101 method for
classifying the grades of cataracts.

e To evaluate the performance of the proposed DL model
by comparing it with other state-of-art classifiers.

The rest of this paper is structured as follows: Section 1l
discussed recent existing studies on cataract detection, and
Section Il presents the proposed cataract detection
classification model grade classification model. Section 1V
represents the results and discussion of the proposed study,
and Section V deals with the overall conclusion and future
scope for further research.

Il. RELATED WORKS

Some recent research studies which are carried out on
cataract detection and classification are listed as,

Pratap and Priyanka [21] presented a computer-aided
robust cataract diagnosis using DNN (Deep Neural Network)
in retinal fundus images. This diagnosis model involves CFE
(Combined Feature Extraction) using dual fine-tuned
independent DCNNs (Deep Convolutional Neural Networks).
Moreover, multi-class SVM (Support Vector Machine)
classifiers were trained on the noise levels from 0-25. The
developed model obtained higher accuracy of (93.49%).
However, the performance is affected due to noise problems.

AKkil et al. [22] introduced the deep learning based CNN
model for detecting retinal abnormalities in retinal fundus
images. The ensemble learning based DR (Diabetic
retinopathy) detection attained 97.7% accuracy and, with the
grading achieved 98.5% accuracy. The main drawbacks were
caused due to the limited number of training images and the
lack of earlier screening.

Hu et al. [23] developed a unified automated NC (Nuclear
Cataract) grading in slit-lamp smartphone images. The DL
YOLOvV3 model was used to localize the ocular lens nuclear
region. Moreover, the combination of ShuffleNet and SVM
was used in grading cataract severity by measuring the gray
conjugate features of the core region. The overall performance
obtained was accuracy (93.5%), F1 (92.3%), AUC (0.9198),
and Kappa (95.4%). The drawbacks were high computational
complexity and convergence loss.

Liu et al. [24] presented the diagnosis framework based on
the localization of paediatric cataracts in slit-lamp images
using deep feature modelling of CNN. The classification was
completed with the combination of SVM and Softmax
classifier. The overall classification accuracy was 97.07%.
The Performance is not as much effective due to an
inappropriate extraction of features.

Vol. 13, No. 12, 2022

Zhang et al. [25] developed automatic detection and
grading of cataracts using DCNN (Deep Convolutional Neural
Network). This DL framework DCNN was used to
automatically examine cataracts by visualizing the feature
maps with empirical higher-order semantic meaning at the
pool5 layer. The overall accuracy performance obtained with
cataract detection was (93.52%), and the grading of cataracts
was (86.69%). The major limitation was classification and
grading were analysed only on the fundus retinal images.

Problem statement: Earlier and accurate diagnosis of
cataracts is more essential to limit the risk categories and
prevent blindness. In existing, different techniques are
developed to afford accurate cataract detection. However, they
face several challenges while detecting cataracts from the
given input samples. The detection accuracy of existing
methods are reduced due to an enhanced computational
complexity problem and large number of parameters in the
detection models. By concerning this, the proposed study
optimally selects the needed parameters using an effective
algorithm. In addition, to make effective detection, extraction
and selection of optimal features are more important. But, the
existing detection techniques cannot extract the relevant
features because of reduced efficiency. So, that the existing
methods are not as suitable for detecting cataracts from the
provided inputs. Also, many of the existing studies prefer
retinal images for detecting cataracts and only few of them
uses slit lamp images. To fulfil this gap, the proposed study
used both retinal and slit lamp images for detecting cataracts.
Moreover, robust DL models are utilized in the proposed
study to learn appropriate features and make the system to
attain higher detection accuracy with reduced complexity.

I1. PROPOSED METHODOLOGY

The proposed detection and classification of cataract
images involves two phases. In phase 1, the detection of
cataracts using both retinal and slit-lamp images are
performed. Initially, image acquisition is enabled for
collecting retinal and slit-lamp images from the DRIMDB data
source and real-time slit lamp images. Next, pre-processing is
enabled to refine the quality of images, which involves image
resizing, color conversion, removal of uneven illumination,
quality selection and image enhancement. Here, score based
image quality selection is performed using Hybrid NIQE-
PIQE, and image enhancement is processed with Improved
Mean Adjustment (IMA). To reduce the complexity and
processing time, the proposed study extracts different features
like shape, wavelet and texture. The relevant shape features
are initially extracted through Pyramidal HOG (Histogram
Oriented Gradient). Then, wavelet features are extracted using
Haar Wavelet Transform (HWT) and the texture features are
extracted using GLCM (Gray Level Co-occurrence Matrix). In
order to reduce the high feature dimensionality, selecting an
optimal feature set is essential. Thus, Relief Neighbourhood
Component Analysis (RNCA) approach is proposed. Finally,
the cataract detection is performed using Deep Optimized
Convolutional ~ Recurrent  Network_Improved  Aquila
Optimization (Deep OCRN_IAO). Here, the loss in the
network is optimized using Improved Aquila Optimization
(1AO) and through this learning ability is increased. Moreover,
the detection performance can be compared with other DL
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models to validate the proposed performance. Fig. 1 represents
the proposed methodology of the proposed work in both
phases.

PRE-PROCESSING /
FEATURE EXTRACTION

Shape features |, Pyramidal HOG

Fundus/Retinal - |—| Removal of uneven Lol [ Wavelet Haar Wavelet \_[ |
Images illumination _features ™ \Transform (HWT]

| Hybrid NIQE-PIQE Texture m
- features S
Stit-lamp images Improved Mean Adjustmen T
(IMA)

FEATURE SELECTION

Improved Aquila ALY Relief Neighborhood Y} ||
Optimization Deep OCRN_IAQ ) Component Analysis
(RNCA).

@ o

PRE-PROCESSING

Image
resizing
Green channel
color conversion
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Fig. 1. Block diagram of proposed methodology

FEATURE EXTRACTION AND TYPE
CLASSIFICATION

Dense CNN

4
Slit-lamp
images

STAGE/GRADE
CLASSIFICATION

BE_ResNet101

In phase 2, the slit-lamp cataract type and stage
classification are done. Initially, image resizing and green
channel color conversion are performed to enhance the image
quality. Next, feature extraction and type classification can be
performed using the Dense Convolutional Neural Network
(Dense CNN) based deep learning framework. Finally, the
classification of stages or grading as mild, moderate and
severe can be attained using Batch Equivalence ResNet-101
(BE_ResNet101).

A. Image Acquisition

Image acquisition is the initial step for cataract detection,
where various images are collected from different sources.
The proposed work collects the retinal and slit-lamp images
from popular datasets like DRIMDB and real-time slit lamp
images. Fig. 2 shows some of the input images acquired from
the dataset.

Vol. 13, No. 12, 2022

28

Fig. 2. Original input images

B. Pre-processing

Pre-processing an image is a significant step because it
affords better classification results. The proposed pre-
processing stage aims to refine the image quality to obtain
effective performance. The images are pre-processed by,

e Image resizing

e Color conversion

e Uneven illumination removal
e Image enhancement

e Quality selection

In the proposed work, the high resolution images of the
varied pixel are resized into 224*224 pixels for easy
processing. The proposed work used green channel conversion
in the pre-processing stage. Due to the presented uneven
illumination and the available reflection of the eyes, the
accurate classification of the different grades of cataracts is
more difficult. Thus, the uneven illumination is removed in
the pre-processing stage to enhance the performance of grade
classification.

Image enhancement using Improved Mean Adjustment
(IMA): Image quality enhancement plays a vital role in each
algorithm. The poor quality of images lead to performance
degradation of a specific classifier. Therefore, it is necessary
to enhance the image quality during the phase of training and
testing. This method is performed to elevate the image
contrast. Here, the original input image [9is utilized to
generate the enhanced | ¥ image. The original image is split
into 3x 3blocks of non-overlapping, and for each block mean

is calculated. The highest mean value is mentioned as £ yax

and the lowest mean is indicated as £, . When the

variations among Hpyax and L, is small, then it is

represented that the image contains a poor contrast. Hence, it
can be enhanced by,

1Ek, 1) =T(1°k.1)) M

Where, ()= fxs  fmin xS 2
Hmax ~ Hmin -~ Hmax ~ Hmin
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Here, the gray scale value at | °(k,I)is mentioned as f
and the maximum gray scale value in the given image is
represented as S .

Quality selection using hybrid NIQE-PIQE: The module
of image quality selection is performed to filter out the
improved quality of images for cataract diagnosis. The
proposed work selects the image quality through the NIQE-
PIQE model [21]. In NIQE-PIQE, the score value is evaluated
for each image in which a low score is considered the best
quality of image and the high score of images is assumed to be
the worst quality. By [26] and [27], the higher values of
NIQE-PIQE for the best image quality are observed to be five
and 50 correspondingly. NIQE-PIQE is evaluated on the
presented dataset, and the quality selection is performed based
on the threshold. Fig. 3 shows the pre-processed images in the
proposed study.

(@) (b) (c)
Fig. 3. Pre-processed images (a) Resized image (b) Output image of color
conversion (c) Enhanced image

C. Feature Extraction

When the pre-processed images are directly subjected to
the classification stage, the system faces several problems in
diagnosing cataract disease and also it degrades the
performance. Thus, extracting suitable features is essential to
attain optimal detection results. The features that extracted by
proposed feature extraction stage is described as,

1) Extraction of shape feature through pyramidal HOG:
Pyramidal HOG is utilized for the object retrieval process and
is highly suitable for extracting shape features from the input
samples. In existing several methods are used to extract the
shape features but they are not as much effective. The
proposed method separates a localized and tracked region into
several cells at varying pyramid levels. Depending the
direction of the image gradient, the pyramidal HOG is termed
an image descriptor. The gradient direction & (a,b)and
gradient magnitude m(a,b) is evaluated in each cell on every
pixel. It is mentioned as,

m=./g.(a,b)’ +g,(ab)’ @

ga(ab)
gp(a,b)

0 = arctan 4)

Where, ga(a, b) and gb(a, b) are indicated by the image

gradients with the directions @ and b correspondingly. The
histogram vector is computed based on the direction and size
values in all the cells. A large feature vector is generated by
concatenating the histogram vectors of cells together, and the
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last feature vector is the outcome of the pyramidal HOG
approach.

2) Extraction of wavelet features through Haar Wavelet
Transform (HWT): The Haar transform is one of the simplest
methods in wavelet transforms. This HWT method cross
multiplies a function over the Haar wavelet with several
stretches and shifts. In various existing studies, the wavelet
transform is used in the pre-processed retinal image to contrast
with the background and blood vessels. Still, they face some
troubles while extracting wavelet features. Thus, the proposed
study uses a robust HWT to extract the wavelet features in
which the retinal images are dissolved into three levels:
reduced contrast vessels, the background, and the vessel
mentioning the background. Then, it crosses over the sum and
continues to present the upcoming scale. The HWT is
expressed in the form of a matrix.

B=HIHT (5)

Where, | states the images of M xM matrix, H mentions

the Haar transformation of M xM matrix and B denotes the

transform of M xM matrix that involves the Haar basis
functions. Thus, the wavelet features are extracted via HWT.

3) Text feature extraction through GLCM (gray Level co-
occurrence Matrix): The texture features correspond to the
image spatial organization of pixel values. The proposed
model prefers the GLCM method to attain text-based features.
Because GLCM is one of the powerful method to extract
texture based features. The GLCM approach acquires the
specific relationship among two pixels spaced by a certain
distance in an image. The GLCM techniques contain several
features, where the proposed work extracts the statistical
features like Angular Second Moment (ASM), correlation,
contrast, entropy (ENT,), energy (ENE,), homogeneity
(HOM,), inverse difference moment (IDM) and variance
(VAR).

The proposed feature extraction methods extract numerous
features, which has the chance to enhance the computational
complexity. Thus, to minimize the computational complexity,
selecting an optimal feature set is essential.

D. Relief Neighbourhood Component Analysis (RNCA) based
Feature Selection

The feature selection process reduces the high data
dimensionality by choosing the most effective features. In the
proposed cataract detection system, RNCA is utilized for
feature selection. This method can make optimal feature
predictions through feature weights. The aim of this stage is to
diminish the computational complexity, and also it helps to
boost the classification accuracy. The proposed RNCA is one
of the multi-level feature selection approaches which
incorporates both ReliefF and NCA algorithms. The
mentioned NCA [28] is a feature selection and dimensionality
minimization method and is mainly utilized in varied
classification studies. The NCA utilizes training data with
varied class labels when selecting the projection that will
better isolate classes in the prescribed region. The objective
function used in the NCA method is expressed as,
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MW-2Y0-y>w @

Where, U/ represents the regularization parameter, feature
weight is indicated as w, , total amount of images are given as

M, the probability score of the image I is mentioned as Qi |
signifies dimensionality. When the parameter ¥/ is randomly

selected, each of the feature weights can acquire values that
are nearer to 0. The ReliefF approach is a method which can
generate an accurate prediction of features. With the aid of
feature weights, the features are estimated. Initially, the
feature weights are set as zero then it randomly chooses the
images from the input at every step. After that, the nearest K
images from a similar class and the nearest from a varied class
are identified. Then, weights are updated for each feature, and
the feature that does not reach the particular condition is
ignored from the input. The formulation of the ReliefF
approach is represented as,

“diff (F.C.Ys) K diff (F c,
a)(zb):w(lb)‘iz‘”:1 nzk ’ + - chass(C) Z : ( N)

d=class(C;) -1

()

Where, z”mentions the b"feature, the feature set is

represented as F, Ciand Yj indicates the feature set

instances and the user chosen parameter is signified as 1 and

k. By this, the optimal set of features is selected using the
proposed RNCA, and the selected reduced feature sets are
subjected to the Deep OCRN_IAO model for cataract
detection. By generating low dimensionality features, the
process becomes smooth and reduces computational time.

E. Cataract Detection using Deep OCRN_IAO

This stage detects the cataract from the input images using
a hybrid mechanism. Recently, recurrent neural network
gained more attention for detecting diseases. In existing,
several deep learning models are used to detect cataracts. But
they cannot achieve higher detection accuracy due to the
reduced learning capability. In order to obtain better detection
results, the proposed work hybridizes the convolutional
recurrent neural network (CRNN) with IAO algorithm. The
major module of CRNN is the recurrent convolutional layer
(RCL). The parameter setting of CRNN is given as, total
number of epochs-10, maximum iteration-500, iteration per
epoch-50 and learning rate-0.001. The RCL units develop

. . . . . th
against discrete time steps. For a unit placed at (i, j)on P
feature map in RCL, its input is represented as,

Xijp (t) = (a)B)T v(i'j)(t)Jr(a)ﬂ)z(t’l)+bp (8)

p

Where, V("J)(t) indicate the feed forward input and the
recurrent input is mentioned as Z(H), a)g
forward weights, a)f

signifies as feed

mentions the recurrent weights and bias
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is represented as bp

utilized in conventional CNN, and the second term represents
the recurrent connections. The activity of this unit is
mentioned as the function of its input and is given as,

Zijp(t): g (r (Xijp(t))) 9)

Where, r specifies the rectified linear activation function.
The function of local response normalization is represented as

g.

. The initial term in equation (19) is

r(Xijp(t)): max( up() ) (10)

Tijp (t)
{ min (P, p+M/2) g

g(rijp (t)): (11)
o 2
e (rijp')
p'=max(0, p-M/2)
Where, P mentions the overall feature maps in the present
layer. It is observed that in equation (23), the sum process
over M feature maps at a similar reglon( ) the constant that

maintains the normalization’s amplitude is mentioned as
and7. The exploding state is avoided by using local response

normalization. The dynamic characteristics of RCL are
described in equations (20) and (21). The CRNN holds a stack
of RCLs with max pooling layers. The initial layer is the feed-
forward convolutional layer without the connections of
recurrent layers. This convolutional layer generates an
activation map and transforms all the pixel values into a single
value. The second layer is the max pooling layer in which the
feature dimensionality is reduced and minimizes the number
of parameters to learn. The third is stacked with recurrent
layers, and the next layer is fully connected. In the fully
connected layer, each input from one layer is linked to each
activation function of the upcoming layer. Finally, the cataract
is detected in the softmax layer, which is given as,

exp (w z)

Where, Op represents the predicted probability from the

(p=12......D) (12)

th .
P category and feature vector created by max pooling layer

is represented asz. However, the available loss function
influences the detection performance of CRNN. Thus, the loss
function is minimized by updating the weight parameters
using the IAO approach. The available loss function is
described as,

[N

.
-, > (ai - ki')2 (13)
i=1

Where, T represents the total number of iterations, the

actual value is signified as @;and ki mentions the predicted

value. Cataracts in the retinal images are detected based on the
objective function and are expressed as,
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Objective function= Min|L¢ | (14)

The proposed IAO method aims to minimize the loss
function through weight parameter updation. This is one of the
population based approaches and is motivated by the hunting
behaviour of Aquila. In order to update the weight parameters,
Aquila algorithm used the below formulation.

Ly (h+1) = Ly () <y (P) + L, (h) +

(x—y)xrand )

Where, L, (h-+1) represents the upcoming iteration of the

solutionh, P mentions the position of the feature, levy flight
distribution function is denoted as (P)and L, (h)represents

the random solution. To enhance the efficiency of Aquila
algorithm, weight strategy is introduced.

Weight strategy: According to the maximum iteration, the
feature’s distribution scope is compressed, generating the
search space as small. The weight factor is applied to enhance
the different characteristics of features and recover the
optimization algorithm from the local optima. This is
represented as,

@; =exp(n iter; /n iter,, 1) (16)

. ith. .
Where, @; denotes the weight at | iteration, the

maximum iteration number is specified as N iter ., and the

current iteration number is signified as niterjwhere,

niter; <niter,

for each iteration, and the attained result from every iteration
is compared. By analysing the best objective function, the
optimal solution is obtained. Therefore, the proposed Deep
OCRN IAO model identifies the cataract from the given
dataset image. However, determining the grade and severity of
the cataract is highly important to cure the disease. Thus, the
proposed work used the cataract type classification and grade
categorization in phase 2 using effective deep learning
techniques.

. In this, the objective function is evaluated

F. Cataract Type and Grade Classification using Slit Lamp
Images through Dense CNN+BE_ResNet101 Model

The automatic detection of grading and type is challenging
for several existing studies. Thus, the proposed work focussed
on developing an automatic cataract grade and type
classification with the support of deep learning techniques.
Here, the Dense CNN is developed to detect the type of
cataracts and BE-ResNet101 is performed to classify the
cataract grades. The hyperparameters of the proposed type and
grade detection model is described as, maximum number of
epochs-10, maximum iteration-500, iteration per epoch-50 and
learning rate-0.001.

1) Pre-processing of slit lamp images: Initially, the slip
lamp images are pre-processed to enhance the classification
performance. The pre-processing steps that carried out on slit
lamp images are,

Vol. 13, No. 12, 2022

e Resizing of slit lamp images
e Green channel color conversion

After pre-processing the input images, the image quality is
enhanced and fed to the Dense CNN method for feature
extraction and cataract type categorization.

2) Feature extraction and detection of cataract type using
dense CNN: The proposed work is done on feature extraction
from the pre-processed images to minimize the classification
error. For this purpose, Dense CNN is preferred in this study
for feature extraction. Because CNN has the ability to extract
features automatically, it helps to produce higher classification
results. After feature extraction, the Dense CNN model’s final
layer classifies the cataract type from the provided slit lamp
images. The proposed approach contains a set of dense layers
that evaluate each input’s weight average and is transmitted to
the activation function. The input layer is the initial layer of
CNN, where the images from the dataset are set as input.
Next, the convolutional layer is the second layer designed by
various convolutional kernels. The parameters in the
convolutional layer are optimized via a back propagation
approach. The major intention of this layer is to extract the
most needed features from the slit lamp image, which helps to
maintain the complexity. Next, a max-pooling layer is
presented which generates feature mapping, and it reduces the
feature dimensionality. The information from the pooling
layer is passed into the set of dense layers. Here, the neurons
of the layer are linked to each neuron of its previous layer.
The CNN functionality mainly confides in the activation
function, a systematic layer. It is noted that the rate of training
can prevent over-fitting problems.

h(z) K max(z;0) (%))

The functionality of the convolutional layer is described as

follows,
zy = h(ZieNp Z K+ b'pj (18)

Where, p mentions feature mapping,

input mapping, Kip is denoted as filter and bias of feature

Np represents

mapping is specified asbp. The training process of the

network is accelerated using the activation layer, and batch
normalization is performed among the activation function and
convolutional layer. The cross entropy is analysed in the
output layer and is defined as,

(19)

LOSSyjass = 21 Iog
Bi

Where, (is denoted as the number of classes, X;is the
final layer and f represents the information of each feature

from the input image. During the process of CNN training, the
feature extraction is performed, and also it diminishes the
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cross entropy loss and reconstruction error. In the training
process, each kernel is trained to acquire cataract types from
the input source. The confidence value is enhanced and fine-
tuned by minimizing the cross entropy loss function. Thus, the
proposed Dense CNN classifies the types of cataracts
precisely.

3) Grade or stage classification of cataracts using
BE_ResNet101 framework: The proposed study used the BE-
ResNet101 approach for cataract grade categorization. The
fundamental ResNet is also a type of CNN model, and the
structure of ResNet was inspired by the traditional VGG-19
method. The proposed BE-ResNet101 detects the grade by
avoiding the issues of attaining information from unbalanced
instances. The presented batch equivalence in ResNet101
helps to improve the cataract grade detection results. Also, the
proposed model helps to reduce the degradation issue. The
basicResNet-101 is a residual network that contains 101 layers
and is the advanced version of the ResNet-50 model. The
layers available in the ResNet contain a similar amount of
filters for a similar size of output feature map. The amount of
filter is twice if the feature map’s size is minimized to reduce
the time complexity. In the ResNet model, down sampling is
directly performed by convolving layers with two strides. This
ResNet structure ends with a pooling layer and a fully
connected layer with a softmax layer. The objective of
distributive layers is to avoid the vanishing gradients issues
through reutilizing activation from the previous layer till the
closest layer of the current layer has learned its weights.
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Fig. 4. ResNet-101 structure

The ResNet-101 involves a total of 104 convolutional
layers. It contains layers of 33 blocks, and 29 of such blocks
utilize the output of the preceding block. It is shown above as
remainder connections, and such remainders are used as the
initial operand of the addition operator used at the end of all
blocks to get the input of the coming blocks. The rested four
blocks acquire the output of the preceding block and utilize it
in a convolutional layer with 1x1of filter size and one stride,
followed by a batch normalization layer. This layer enables
the normalization process, and the attained outcome is
transmitted to the addition operator at the output of the block.
The structure of ResNet is illustrated in Fig. 4.

Batch equivalence: In the proposed experimental data, the
number of images graded from 3.0 to 4.0 is considered the
highest. When a mini-batch is designed randomly, the grading
model obtains the information from unbalanced occurrences
and becomes biased. This issue is solved by applying a
strategy of batch balancing. Here, the batch is separated in to
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five varied groups like [1, 2], [2, 3], [3, 4], [4, 5] and [5, 6]. A
similar number of occurrences are randomly chosen during the
construction of a mini-batch, i.e., 25 from all the groups and
generate the batch fully balanced. Thus, the proposed
BE_ResNet101 model classifies and detects the grade of
cataracts effectively. Fig. 5 illustrates the cataract grade
classified images from the proposed Dense

CNN+BE_ResNet101 model.

Cortical mild Catarac
0.999892

Posterior subcapsular severe
0.994186

Mature
0.999991

Fig. 5. Classified images

V. RESULTS AND DISCUSSIONS

This section presents the simulation results of the proposed
cataract detection and classification system with clear
analysis. The experimental setup was executed through
MATLAB software.

A. Dataset Description

The input images utilized in this work are chosen from two
different datasets like DRIMDB (Diabetic Retinopathy Images
Database)https://academictorrents.com/details/99811ba62918f
8e73791d21be29dcc372d660305b and real time slit lamp
images. The DRIMDB dataset is utilized in several retinal
image analysis studies. In this dataset, a total of 216
consecutive images are taken in the proposed experimental
analysis. The real-time slit lamp images are collected from
various hospitals containing five types of cataracts: cortical,
hyper mature, mature, nuclear and posterior.

B. Performance Metrics

The performance metrics are utilized to evaluate the
efficacy of the proposed model. The metrics utilized in the
proposed study are expressed below.

. Tp+Tn
Accuracy: A, =——— — 20
A Tp+Tn+Fp+Fn (20)
Sensitivity: 5. =— " (21)
Y Tp+Fn
e T
Specificity: sp, = (22)
Y Tn

+Fp

Youden Index =S, + Sp, —1
=TPR - FPR

(23)

Precisionx Sensitivity
Precision+ Sensitivity

F, —score=2x

(24)

Kappa: Pobserved — Pchance (25)
~ Tchance
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C. Performance Analysis of Proposed Classification

The performance of the proposed BE_ResNet101 model is
analysed by measuring the performance metrics and
comparing the attained results with some other approaches.
The confusion matrix of the proposed classification is shown
in Fig. 6.

Cortical Cataract 41 2 1

Hyper mature 26 1 1
P
2
=

© Mature 1 67 1 1
=
E_4

Nuclear 1 31 1

Posterior subcapsular 1 1 2

A " < \S
o o o A
\C“@ . o W e “Q%Qs
-
N W
LO

Predicted Class

Fig. 6. Confusion matrix of proposed Dense CNN+BE_ResNet101
classification model

The above confusion matrix reveals the efficiency of the
proposed model also, it mentions the prediction ability. At
each testing phase, different cataract types are detected.
During classification, only few classes are misclassified as
others. Thus, the confusion matrix exhibits that the proposed
model provides accurate classification. Fig. 7 shows the
obtained accuracy and loss during training and testing.

Accuracy (%)
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Fig. 7. Accuracy and loss graph of proposed Dense
CNN+BB_ResNet101model

The accuracy and loss are measured at each iteration by
varying the number of epochs. By analysing the results, it is
clear that the accuracy and loss is well maintained in the
proposed model. This proves that the proposed classifier is
powerful for cataract type and grade classification. The results
obtained from phase | by using retinal and slit lamp images
are shown in Table I.
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TABLE I. PERFORMANCE ANALYSIS IN PHASE | USING RETINAL AND
SLIT LAMP IMAGES
F1 Youd
Datasets :é:cur Sensiti Specifi Precisi | sco | en K:p
(0); vity (%) | city (%) | on (%) | re Index F()U/)
° %) | o) |
(DRIM
DB) 91. 89.3
Retinal 92.36 94.58 96.57 91.06 27 89.65 2
images
Slit
lamp 94.67 96.68 98.29 93.03 gi 91.23 20'2
images

In order to determine the strength of datasets, the
performance metrics are evaluated, and the obtained results
reveals that the slit lamp images obtain a better outcome than
retinal images from the DRIMDB dataset. Thus, slit lamp
images are preferred in phase Il to detect the type and grade of
the cataract. The accuracy measure comparison is illustrated in

Fig. 8.
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Fig. 8. Accuracy performance comparison

The above analysis clearly shows that, the accuracy of the
proposed classifier is enhanced because of the higher
efficiency. Besides that, the proposed BE-ResNet101 model
diminishes the training error and also it avoids the vanishing
gradient issue. But, the existing approaches generates higher
classification errors and leads to low accuracy. The accuracy
of proposed model is 98.87%, ResNet-101 is 87.6%,
GoogleNet is 83.53% and UDFA is 93.48%. The comparative
analysis of proposed and existing works in terms of sensitivity
is shown in Fig. 9.
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Fig. 9. Sensitivity performance comparison
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The above analysis shows that the proposed Dense CNN
+BE_ResNetl01 model obtains enhanced sensitivity to
existing approaches. The average value of sensitivity attained
from the proposed model i598.28%, ResNetl01 is 80.39%,
GoogleNet is 75%, and UDFA is 89.2%. The specificity
comparison analysis is illustrated in Fig. 10.

100 F
e
- 991
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Z - .
:E o8 b 4 —t
)
971
-
96 | -
Derlwse U[ﬁFA Resnleﬂ 01 Goog.\eNet
CNN+BE - -Shuffle
ResNet101 Net+SVM

Fig. 10. Specificity performance comparison

The existing approaches face several issues when detecting
cataracts from the given image. Thus, the previous studies are
unable to provide improved specificity results. The average
specificity value attained from the proposed Dense
CNN+BE_ResNet101 model is 99.66%, ResNet 101 is 97.1%,
UDFA is 97.37% and GoogleNet is 99.5%. The F1-score
comparison is depicted in Fig. 11.
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Fig. 12. Kappa performance comparison

The comparison analysis using the kappa measure shows
that the proposed techniques are more potent than the others.
The average kappa value obtains from the proposed Dense
CNN+BE-ResNet101 is 97.83%, UDFA is 95.4%, ResNet101
is 90.5% and GoogleNet is 89.2%. The Youden index
comparison of proposed and existing techniques is shown in

Fig. 13.
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zsst E 4 Fig. 13. Performance comparison in terms of Youden index
86 The average Youden index attained from the proposed
84 0 model is 95.04, UDFA is 84.6%, ResNet101 is 77.5%, and
| ‘ ‘ | GoogleNet is 75%. Compared with others, the proposed
Dense UDFA  Resnefi0l  GoogleNet method is the highly enlarged range in the Youden index. The
D e comparison of the ROC curve and AUC values of different

Fig. 11. F1 score performance comparison

The average F1-score of proposed classifier is 95.68%,
UDFA is 92.3%, and ResNet101 is 88.2% and GoogleNet
85.71%. Compared with other approaches, the Flscore of the
proposed classifier is superior. This states that the developed
Dense CNN+BE ResNet101 is more suitable for detecting
cataract type and grade. The comparative analysis of the kappa
coefficient is shown in Fig. 12.

techniques is illustrated in Fig. 14.
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Fig. 14. ROC curve and AUC values of proposed and existing approaches
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The ROC curve comparison represents that the proposed
model is better than the other techniques. Analysing the ROC
curve, the obtained AUC values are superior in the proposed
cataract grade detection model. By analysing the proposed
work with different approaches, the proposed model obtains
improved outcomes in terms of accuracy, sensitivity,
specificity, Youden index, Kappa and F1 score.

V. CONCLUSION

This research presents cataract detection and classification
using deep learning approaches through retinal and slit lamp
images. Here, the proposed work is carried out in two phases.
In the first phase, the cataract is identified, and in the second
phase, the type and grade of the cataract is categorized. In
phase I, the images are gathered from DRIMDB and slit lamp
images. By using these two varied dataset images, the cataract
is detected through proposed Deep OCRN_IAO model. The
experimental results prove that the slit lamp images are
obtained improved performance than the retinal images.

Thus, in phase Il, the slit lamp images are preferred for
cataract type and grade classification. In the proposed work,
the type of cataract is detected using Dense CNN model,
where the convolutional layer of CNN reduces the feature
dimensionality. Depending on the outcome of convolutional
layer, the dense layer categorizes the features. Because of the
presence of a dense layer, the CNN network accurately detects
the type of cataracts. Also, the proposed BE-ResNet101 model
detects the grade of cataracts by reducing the degradation
issue. This model classifies the grades as mild, severe and
moderate. Therefore, the system obtains enhanced results than
the existing ones. The experimental results show that the
proposed Dense CNN+BE-ResNet101 model attains good
performance results in an accuracy of 98.87%, sensitivity
98.28%, specificity 99.66%, kappa coefficient 97.83%, F1
score 95.68% and Youden index 95.04%. In future studies, the
proposed work will be applied to different biomedical images
and detect their performance and -effectiveness through
various datasets.
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Fast Comprehensive Secret Sharing using Naive
Image Compression
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Abstract—This paper presents a simple method for
performing (k,n)-Secret Sharing (SS) with fast computation. It
aims to reduce the computational time of the former scheme in
the shadow generation process. The former scheme performs SS
with the polynomial function computation by involving the color
palette. The color palette transforms noisy-like shadow image
into more meaningfull appearance. However, this scheme
requires a high computational burden on this transformation
process. The proposed method exploits naive image compression
to decrease the required bit for representing a secret and cover
image. It effectively avoids the color palette usage previously
used by the former scheme. The proposed method produces a set
of shadow images with a cover image-like appearance. In
addition, the secret and cover image can be reconstructed by
gathering at least k shadow images. As documented in the
Experimental Results section, the proposed method yields a
promising result in the (k,n)-SS with reduced computational time
compared to that of the former scheme.

Keywords—Comprehensive;
polynomial; secret sharing

image compression;  naive;

. INTRODUCTION

Several methods have been proposed for secure secret
image communication. The SS is the most popular approach to
securely send one or multiple images from the sender to other
parties, i.e. called as receiver or participant. The first work in
the SS can be traced back to the classical paper [1]. It
introduces a SS concept under (k, n)-SS thresholded setting. In
this method, a secret method is converted into n shadows
images and then transferred to the n participants. The recovery
process aims to reconstruct a secret image by collecting k or
more shadow images to achieve a correct or lossless result. If
the number of collected shadow images is less than k, the
recovered secret image is lossy, or nothing is obtained. An
improvement of SS method is Visual Cryptography (VC) [2]
which performs SS into a grayscale image. This improvement
leads the direction for further development of SS methods. On
the other hand, the Chinese Remainder Theorem (CRT)-based
SS [3] also gain popularity because of its wider application
ability. However, the CRT-based SS has a slight limitation in
the secret image recovery process. The recovered image is
lossy compared to that the original image. While the other
methods use a binary set basis [4-5], modular arithmetics [6],
general access structure [7], bitwise Boolean operation [8-9],
adaptive weight priority [10], etc., to generate a set of shadow
images.

In another ways, several techniques have also been
developed for the multiple secret sharing [11-14]. Most
methods exploit the exclusive-OR operation and CRT

computation to generate a set of shadow images. The method
in [11] involves a simple image encryption, while scheme in
[12] utilizes the generalized chaotic image scrambling. The
methods in [13] and [14] use the hyperchaotic image
scrambling and improved beta chaotic image encryption,
respectively, to yield a set of shadow images. However, all
technique produces the noise-like shadow.

The SS and its variants effectively secure secret image
communication. But, a set of shadow images generated by
these methods are in a noise-like appearance. A malicious
attacker can easily recognize these shadow images as a secure
image containing some confidential information. This attacker
may collect several shadow images to obtain a fake or
counterfeit secret image. This situation is unacceptable in
secret image communication. Thus, the friendly SS tries to
solve this problem by converting each shadow image into a
more friendly appearance or cover image-like. An attacker now
cannot perceive the noise-like shadow image. The method in
[15] is an example of a friendly SS approach. It utilizes the
CRT and bitwise Boolean operation to generate a set of
shadow images. The methods in [16] and [17 Jperform
thresholded SS and progressive SS, respectively, with the
meaningfull shadow images. Meanwhile, the method [18]
generates a set of meaningfull shadow images under the
multiple secret sharing framework.

Several method have been reported in literature in order to
convert the noise-like shadow image into more friendly or
meaningfull appearance such as in [15-19]. The method in [19]
performs the comprehensive visual SS. A secret image is
converted into a set of shadow images with a friendly or cover
image-like appearance. This scheme employs the polynomial
function computation and color palette in the shadow image
generation stage. It can be categorized as (k,n)-SS. This
method effectively produces a set of shadow images in the
cover-like appearance. The secret and cover images can be
recovered from at least k collected shadow images. However,
this method requires a very high computational burden in the
shadow image generation since it needs to compare the
similarity over four bits as mentioned in [19]. It becomes
inferior for the practical implementation of SS required fast
computation. The method offers a solution to transform the
noise-like shadow to be more meaningfull.

Thus, this paper offers a solution to reduce the
computational time of [19] using naive image compression.
This naive compression or image companding scheme
effectively overcomes the former scheme limitation. The
proposed work give a significant contribution on reducing the
computational time of [19] in the comprehensive secret sharing
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task. It replaces the color pallete usage with a simple image
compression technique. It introduces a new concept for
converting the noise-like shadow image into more friendly
appearance with noise compression (companding) which can
be further utilized for future works, i.e. friendly secret sharing,
comprehensive secret sharing, image watermarking [20], etc.

Il.  FORMER SCHEME OF COMPREHENSIVE SECRET
SHARING

This section introduces the former scheme [19] for
performing secret sharing. It can be regarded as (k, n)-SS, with
k < n, since it converts a secret image into n shadow images,
while it requires at least k shadow images to obtain a recovered
secret image. The method in [19] generates a set of shadow
images in which their appearance is maintained as similar as
possible to the targeted cover images. It employs a set of cover
images in shadow image generation. The secret image can be
recovered by using at least k shadow images. In addition, the
cover image can also be reconstructed using after obtaining the
recovered secret image. This aforementioned method employs
the color palette to generate a set of shadow images and to
recover secret and cover images.

The detail of the former method [19] can be explained as
follow. Let I be a secret image, and {C;,C,, ..., C,} be a set of
cover images. This method forces to change I into a set of
shadow images {S;,S,,...,S,}. The appearance of shadow
image should be as similar as possible to the cover image, i.e.
S; = C; fori =1,2,...,n. The method in [19] firstly extracts
four bits of each cover image C; as follow:

Ci = (Cll Ca, ---!C4> (1)

where ¢y, ¢, ..., ¢, denotes four extracted bits of C;, with ¢,
is the most significant bit. These four bits are acquired by using
a color palette [19]. Yet, The secret image is regarded as a,
i.e. a, = I. Subsequently, the polynomial function computation
is applied to perform (k, n)-SS as follows:

f(x) =ag+ ax + azx? + -+ a_1x*1(mod P) (2)

where f(x) is the polynomial function order k , for
x =1,2,...,n. The value of P is a prime number. It is typically
set as P = 257 in the 8-bits image representation. While the
value of a; is a random number generated in the range
a;~[0,P), fori = 1,2,...,k — 1. The temporary shadow image
T; can be obtained by changing the value of x in (2) with the
index of shadow image, i.e. i = 1,2, ..., n. The computation of
T; can be conducted as follow:

Ty =f(®) @)

fori =1,2,..,n. From this process, one obtains a set of
temporary shadow images {T;, T, ..., T, }.

Until this process, the appearance of each shadow image T;
is in noise-like form. The appearance of T; should be
exchanged to be more resemble as C;. An additional step is
needed to perform this process. The temporary shadow image
T; should be converted from decimal into 8-bits representation.
This binary number extraction process is given as:

Ti = <t1! tZ! ---’t8> (4)
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where t; is the i-th bit, for i = 1,2, ...,8, with t; is the most
significant bit. The proposed method simply compares the four
significant bits of T; with the four significant bits of C;. If there
are all identical, T; is then regarded as the shadow image S;.
Specifically, if ¢; =t; for i =1,2,..,4, this process is
performed:

Si=T; (5

where S; denotes the i-th shadow image, fori =1,2,...,n.
Otherwise, the proposed method needs to recompute (2), i.e.
the computation of polynomial function is executed again until
the four significant bits are identical to that of the four
significant bits of cover image. This process produces a set of
shadow images {S;, S,, ..., S,}. Now, each shadow image S; is
visually similar to the cover image C;.

The Lagrange interpolation is utilized to extract a secret
image. Herein, the receiver simply collects at least k shadow
images in the recovery process to obtain a lossless secret
image. One gets a recovered secret image I after applying the
Lagrange interpolation. To reconstruct the cover image, the
receiver needs to extract four significant bits of each S;. Then,
the inverse process of color palette computation [19] is
performed to yield C;, fori = 1,2, ...,n, by considering four
significant bits of S;. This process produces a set of recovered
cover images as {Cy, C5, ..., C,}. The former scheme performs
well in the (k, n) under the comprehensive SS setting.

Even though the former method effectively generates a set
of shadow images with a cover-like appearance. However, the
computation of similarity matching over four significant bits,
ie. ¢ =t for i=12,..,4, need a high computational
burden. The method should recalculate f(x) if the four bits are
not identical. It will be inconvenient if a fast computation
response is required to generate a set of shadow images from a
secret image.

I1l.  PROPOSED METHOD

The proposed method offers a simple solution for the
limitation of former scheme [19]. It tries to reduce the
computational burden of similarity matching for four
significant bits. The proposed method avoids this similarity
matching to further reduce the computational time. Herein,
simple naive image compression is exploited in the shadow
image generation and secret image recovery. Sender and
receiver do not use the color palette in this SS process. The
proposed method is further explained in this section as follows.

A. Shadow Image Generation

As mentioned before, the proposed method converts a
secret image I into a set of shadow image