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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Random-Valued Impulse Noise Detection and
Removal based on Local Statistics of Images

Mickael Aghajarian, John E. Mclnroy

Department of Electrical and Computer Engineering, College of Engineering and Applied Science
University of Wyoming, Laramie, Wyoming, United States

Abstract—Random-valued impulse noise removal from
images is a challenging task in the field of image processing and
computer vision. In this paper, an effective three-step noise
removal method was proposed using local statistics of grayscale
images. Unlike most existing denoising algorithms that assume
the noise density is known, our method estimated the noise
density in the first step. Based on the estimated noise density, a
noise detector was implemented to detect corrupted pixels in the
second step. Finally, a modified weighted mean filter was utilized
to restore the detected noisy pixels while leaving the noise-free
pixels unchanged. The noise removal performance of our method
was compared with 10 well-known denoising algorithms.
Experimental results demonstrated that our proposed method
outperformed other denoising algorithms in terms of noise
detection and image restoration in the vast majority of the cases.

Keywords—Random-valued impulse noise; noise detection;
image restoration; modified weighted mean filter

I.  INTRODUCTION

Image noise is an inevitable consequence of some intrinsic
(e.g., sensor) and/or extrinsic (e.g., environment) factors such
as imperfections in capturing instruments, bit errors in analog-
to-digital conversations, malfunctions in camera sensors, and
interference in transmission channels. The existence of noise
not only degrades the visual quality of images but also
adversely affects the performance of image processing and
computer vision tasks, like classification, detection, and
segmentation. Thus, image denoising is often an essential
preprocessing task in the field of image processing and
computer vision. The goal of an ideal image denoising method
is to remove the noise while maintaining fine structures of
images such as edges or corners.

Depending on the sources of noise, image noise can be
classified into different categories such as impulse noise,
Poison noise, and Gaussian noise. Two common types of
impulse noise are the salt-and-pepper (SAP) and random-
valued impulse noise (RVIN). In an 8-bit/pixel image, noisy
pixels in images corrupted by SAP can take on either the
minimum or maximum intensity (i.e., 0 or 255), while for
contaminated images by RVIN, corrupted pixels can take any
values between 0 and 255. Therefore, detecting noisy pixels
contaminated by RVIN is a challenging task. Another
challenging issue in detecting the noisy pixels is distinguishing
between image edge pixels and corrupted pixels. The big
difference between the intensity of image edge and their
neighboring pixels might cause noise detectors to falsely detect
the image edge pixels as noisy pixels.

Although many algorithms have been proposed for the
noise removal problem, there is still room for improvement
[1]-[4]. Particularly, for the RVIN removal problem, various
methods have been proposed in the literature. The standard
median filter (MF) [5], [6] is a widely used nonlinear filter due
to its simplicity and high computational efficiency; however, it
does not work well for high levels of noise and eliminates fine
structures of images, and this leads to blur. In order to improve
its performance, some modifications to MF have been
proposed. The weighted median filter (WMF) [7] gave more
weight to some pixels within the sliding window. It allowed a
degree of control of the smoothing by which more image
details could be preserved; however, finding suitable weights
for different images was not an easy task. Center weighted
median filter (CWMF) [8] was a special case of WMF which
gave more weights only to the central pixel of the sliding
window. The adaptive weighted median filter (AWMF) [8]
was another modification to MF in which the filter weights
were adapted accordingly based on the local statistics. AWMF
could suppress multiplicative noise as well as additive white
and impulse noise. Adaptive median filter (AMF) [9] was
another method with variable sliding window size.

One characteristic of RVIN is that depending on the noise
density, only some parts of image pixels are corrupted while
the rest are noise-free. The main drawback of the
aforementioned filters is that they restore the entire image by
processing all pixels without considering whether the pixel is
noisy or not. As a result, they eliminate fine details of images
like edges or corners, and this leads to blur. In order to
overcome this drawback, several two-step methods have been
proposed that are integrated with noise detectors. In the first
step, the noise detector determines whether the pixel is
corrupted or not. In the second step, only the noisy pixels are
restored while other pixels remain unchanged. By doing so,
more image details can be preserved and in turn the quality of
restored images can be improved. It should be noted that the
performance of these methods heavily depends on the proper
detection of noisy pixels that is a challenging task for RVIN.

The switching median filter (SMF) [10] calculated the
absolute value of difference between the center pixel of the
sliding window and the median. If the difference was greater
than a predefined threshold, it detected the pixel as noisy and
restored it by using the median filter; otherwise, it left the pixel
unchanged. The first drawback of SMF is that it uses a fixed
threshold to detect noisy pixels. The second drawback is that it
restores corrupted pixels using the median value of the current
sliding window that might include other noisy pixels, so its
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performance for high levels of noise can be deteriorated.
Several modifications have been developed to improve the
performance of SMF. Noise adaptive soft-switching median
filter (NASM) [11] used fuzzy logic to categorize image pixels
into four categories named uncorrupted pixel, isolated impulse
noise, non-isolated impulse noise and edge pixel. Then,
depending on the pixel’s characteristic, an appropriate filter
(i.e., MF or proposed fuzzy WMF) was utilized to restore
corrupted pixels. Adaptive impulse noise detector using CWM
(ACWM) [12] utilized the differences between the center pixel
of the sliding window and the output of CWM with varied
center weights to detect corrupted pixels. In [13], an impulse
noise detection technique for SMF was proposed (SWM) that
was based on the minimum absolute value of four convolutions
obtained using one-dimensional Laplacian operators. SMF with
boundary discriminative noise detection for extremely
corrupted images [14] used two boundaries by which image
pixels were classified into three groups named lower intensity
impulse noise, uncorrupted pixels, and higher intensity impulse
noise. Then, a modified NASM was utilized to restore
corrupted pixels. Directional weighted median filter (DWM)
[15] detected the noisy pixels based on the difference between
the center pixel and its neighbors aligned with four main
directions. Then, WMF was applied iteratively to restore the
noisy pixels. In each iteration, the threshold decreased until the
maximum number of iterations was reached. In [16], SMF was
modified by adding one more noise detector based on the rank
order arrangement of pixels in the sliding window. Adaptive
switching median filter (ASMF) [17] was another modification
to SMF in which the threshold was computed locally from
pixels inside the sliding window.

In recent years, some effective noise removal algorithms
with local statistics-based impulse noise detectors have been
developed. A new statistic based on the Rank-Ordered
Absolute Difference (ROAD) [18] was introduced that
represented how impulse-like a pixel was in the sense that the
larger the impulse, the greater the ROAD value. Then, by
incorporating this statistic into a bilateral filtering, a new
nonlinear filter was proposed (trilateral filter) which could
remove both Gaussian and impulse noise. The Rank-Ordered
Logarithmic Difference (ROLD) [19] was developed to
improve the performance of the ROAD statistic by identifying
more noisy pixels with less false hits. By combining it with an
edge-preserving regularization (EPR), ROLD-EPR method was
implemented to remove RVIN. A partial differential equation-
based image denoising method for random-valued impulse
noise (NSDD) [20] was proposed in which two controlling
functions were used to distinguish between edge pixels, noisy
pixels, and interior pixels. In [21], a detection algorithm for
RVIN (ODM) was developed that calculated the standard
deviation in different directions in the filtering window. Once
the optimal direction was found, a pixel was detected as noise-
free if it was similar to pixels in the optimum direction. A
fuzzy weighted NLM filter (FWNLM) [22] was implemented
that was able to remove RVIN and mixed Gaussian-RVIN.
Based on the fuzzy weighting function, the more a pixel was
contaminated, the less it was used to restore images. In [23], a
new WMF with a two-phase noise detector was proposed. In
the first phase, the Rank-Ordered Difference of ROAD (ROD-
ROAD) was introduced in which a fuzzy rule was used to
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detect noisy pixels. In the second phase, another image statistic
(minimum edge pixels difference) was proposed to distinguish
between edge pixels and noisy candidates. To restore the
corrupted images, an iterative denoising algorithm was utilized
by combining the proposed two-phase noise detector and the
new WMF. A new image denoising method (£, TV-PADMM)
[24] was implemented that was based on the total variation
(TV) with (£g-norm data fidelity. Since the resulting
optimization problem was non-convex and non-smooth, it was
first reformulated as an equivalent mathematical program with
equilibrium constraints and then it was solved using a proximal
Alternating Direction Method of Multipliers (PADMM). In
[25], a new two-phase denoising algorithm (DPC-INR) was
implemented using dissimilar pixel counting. In the detection
phase, the average difference scheme was used to distinguish
whether two neighboring pixels were similar or not, and then
the number of dissimilar pixels was compared with a threshold
to determine whether the current pixel was noisy. In the
filtering phase, an extended trilateral filter was utilized to
restore noisy images. An adaptive rank-ordered impulse
detector based on local statistics (AROPD-EPR) [26] was
introduced in which a piecewise power function was applied to
the rank-ordered statistic to enlarge the difference between
noisy pixels and noise-free pixels. By combining the noise
detector with an improved EPR filter, an effective two-stage
iterative denoising algorithm was implemented to remove
RVIN.

In this paper, an efficient RVIN removal method was
proposed that consisted of three steps (i.e., noise density
estimation, noise detection, and image restoration). We made
two main contributions one of which was the noise density
estimation. As opposed to most existing denoising methods
that assume the noise density is known, our method estimated
the noise density with high accuracy. The second contribution
was proposing an effective RVIN detector using local statistics.
Based on the estimated noise density, a noise detector was
implemented to detect corrupted pixels. Finally, a modified
weighted mean filter was utilized to restore the detected noisy
pixels while leaving the noise free pixels unchanged.

The rest of the paper is organized as follows: Section Il
briefly reviews the ROAD statistic for detecting RVIN. The
proposed method is described in Section Ill. Section IV
presents the experimental results and draws a comparison with
other state-of-the-art image denoising methods. Finally,
Section V provides the conclusion.

Il. REVIEW ON THE RANK-ORDERED ABSOLUTE
DIFFERENCE STATISTIC
The RVIN model with noise probability p can be described
as follows where u;; and o;; denote the pixel intensity at
location (i, j) of the noisy image and original image,
respectively, and n;; denotes the value of the noisy pixel at
location (i, j).

0;j, withprobability 1—p
ui]' = {

ng;, withprobability p (@)

Unlike SAP noise that takes on either the minimum or
maximum intensity, RVIN can take any values between the
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minimum and maximum intensity with equal probability. Thus,
detecting noisy pixels corrupted by RVIN is much more
difficult than SAP.

The ROAD statistic [18] is a widely used local image
statistic for detecting RVIN. Let

Qj(N)={(i+s, j+1)|-N< s5,t <N} @)

denote the set of image coordinates in a (2N + 1) X
(2N + 1) window centered at (i, j) for some positive integer
N. Let Qf; = Q;;\(i,j) be the same as Q; ;(N) without its
center coordinate. For each coordinate in Q? ;» define ds,t(ul-, j)
as the absolute difference in intensity of the pixels ;s ;.. and
Ui js 1.e.,

ds_t(ui,j) = |ui+s‘j+t - ui‘j|, fOT' —N < S,t < N. (3)

After sorting the values of ds,t(ui,j) in ascending order, the
ROAD statistic can be defined as follows:

ROAD,, (ui,j) = Xk=1Tk (ui']') )

where 2 <m < (2N +1)2—2 and 7 (u;;) is the k"
smallest value of dg ,(u; ;).

There should be a big difference between the intensity of
most corrupted pixels by RVIN and their neighbors while the
intensity of most uncorrupted pixels (even edge pixels) should
be close to at least half of their neighboring pixels. Therefore,
the ROAD value of noisy pixels should be larger than that of
noise-free pixels. As a result, the Road value can be used to
detect corrupted pixels by RVIN. For a 3x3 window (i.e.,
N = 1), it is suggested to set the value of m to 4 while for a
5%5 window (i.e., N = 2) it is recommended to set the value of
mto 12 [18].

I1l. PROPOSED METHOD

The proposed method consists of three steps. The first step
is the noise density estimation in which RVIN density is
estimated with high accuracy. In the second step, a noise
detector is utilized to detect corrupted pixels based on the
estimated noise density. In other words, the parameters of the
noise detector are determined specifically for each noise level.
Finally, in the last step, a modified weighted mean filter
(MWMF) is used to restore the detected noisy pixels. Each step
is explained in detail in the following sections. It is worth
mentioning that there are some parameters in each step whose
values are determined by using an evaluation dataset that
contains 20 images. The evaluation dataset is a subset of
BSDS68 dataset [27]. In order to compare the performance of
the proposed method with other denoising algorithms, a
different dataset, containing 49 images [28], is used.

A. Noise Density Estimator

In the proposed method, a 3%3 sliding window with m = 4
is used to calculate the ROAD value of image pixels. If the
ROAD value of a pixel is larger than a pre-defined threshold,
the pixel will be considered as noisy; otherwise, the pixel will
be considered as noise-free. The evaluation dataset is used to
determine the value of the threshold to distinguish between
noisy and noise-free pixels. The value of the threshold (T =
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78) is found by trial and error. By sliding the window over the
entire image and counting the number of corrupted pixels, the
estimated noise density can be easily computed. For instance, if
the number of detected noisy pixels in a 512x512 grayscale
image is 52,430, the estimated noise density is about 20%.

B. RVIN Detection

In order to decide whether an image pixel u; ; is noisy, all
24 neighboring pixels within a 5x5 window, centered at u; ;,
are considered in two stages. In the first stage, we decide
whether the center pixel u; ; is a noise candidate or noise-free
pixel. All detected noise candidates are considered in the
second stage to make sure that they are not edge pixels, falsely
detected as noise.

The underlying logic of distinguishing between noisy and
edge pixels is that in a 5x5 window that does not contain edge
pixels, clean pixels should have close intensities while the
intensities of contaminated pixels by RVIN vary considerably.
In other words, in a smooth area of an image that does not
contain edge pixels, there is only one group of clean pixels
whose intensities are close together; however, if 5x5 window
contains some edge pixels, there could be two groups of pixels
whose intensities might differ greatly and yet both groups
could be clean pixels.

In the first stage of the proposed method, we first sort the
values of all 24 neighboring pixels in ascending order, and then
compute the difference between each two successive elements
to generate a vector called diff sort vec. We then find two
biggest groups in diff_sort_vec whose elements are smaller
than a threshold (T,). We consider the first biggest group as
clean pixels, called first _clean_pxls, because all the
corresponding pixels to this group have close intensities. If
there are at least six pixels in the second biggest group, we
consider it as the second clean pixels group, called
second_clean_pxls, which means the 5x5 sliding window
might contain some edge pixels. Now, if the center pixel, u;;,
satisfies any of four following conditions, we detect it as a
noise candidate in the first stage. The first condition is that the
center pixel, u;;, is not within the range of the first clean pixels
group (i.e., first_clean_pxls). The second condition is that the
ROAD value of the center pixel (N = 2 and m = 10) be larger
than or equal to a threshold (T,). For the third condition, let
ngpys denotes the number of neighboring pixels, within the
5x5 window, whose absolute difference from the center pixel
is smaller than a threshold (T;). The third condition is met if
Ngpys IS smaller than another threshold (T3 ). The only
difference between the third and fourth conditions is that we
consider the neighboring pixels within a 3x3 window (nz,y3),
instead of a 5x5 window, and use different thresholds (T, and
T,) in the fourth condition.

In the second stage, if detected noise candidates satisfy all
of four following conditions, their status will be changed to
noise-free pixels. In other words, the detected noise candidates
in the first stage could be edge pixels (i.e., noise-free pixels).
The first condition is that the center pixel, u;;, is within the
range of the second clean pixels group (i.e., second
clean_pxls). The second condition is that the ROAD value of
the center pixel be smaller than a threshold (Ts). To meet the
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third and fourth conditions, nsyys and ngy,,; must be greater

than two thresholds (T, and T,). The RVIN detection algorithm
can be summarized as follows:

Proposed RVIN detection algorithm:

Input: 5x5 window (w)

Output: d € {0,1}

First stage:

1. Remove the center pixel (w(3,3)) of the 5x5 window.

2. Vectorize and sort the remaining 24 pixels in ascending order to
generate a vector that we call sorted_w.

3. Calculate the difference between each two successive elements in
sorted_w to generate a vector called diff_sort_vec

4. Find two biggest groups of elements in diff_sort_vec whose
elements are smaller than a threshold (T;). The first and second
biggest groups are called first_clean_pxls and second_clean_pxls,
respectively.

5. Calculate the ROAD value of the center pixel with N = 2 and m =
10

6. Find the number of neighboring pixels (nspys), within the 5x5
window, whose absolute difference from the center pixel is smaller
than a threshold (T5).

7. Find the number of neighboring pixels (n3py3), within the 3x3
window, whose absolute difference from the center pixel is smaller
than a threshold (T,).

8. If [w(3,3) ¢ first_clean_pxls] OR [ROAD >T,] OR [ns,ys <
T3] OR [ngpys < T,], thend =1, ie, the center pixel is a noise
candidate.

Second stage:

9. If [d = 1] AND [length(second_clean_pxIs) > 6] AND [w(3,3) €
second_clean_pxIs] AND [ROAD < T¢] AND [nsy,s > Ts] AND
[n3py3 > T7], thend = 0, i.e., the center pixel is a noise-free pixel.

C. Image Restoration Method

In this paper, we slightly adapted the modified mean filter
(MMF) proposed in [29] to restore contaminated pixels by
RVIN. If the estimated noise density is less than 35%,
contaminated images were restored once; otherwise, they were
restored twice to improve their visual quality. In the original
MMF method, the center value of a 3x3 sliding window is
replaced by the mean of its four horizontal and vertical
neighbors aligned with the four main directions, if only each of
which is a noise-free pixel. If all neighbors of a center pixel are
noisy, it is necessary to move toward the defined directions
shown in Fig. 1 to reach closest four noise-free pixels that we
call a, b, c, and d. If a pixel is noisy, it will be replaced with
another noise-free pixel according to the flowchart that is
shown in Fig. 2. Thereafter, the value of center pixel can be
simply calculated as the mean of these noise-free pixels, i.e.

a+b+c+d

PO = —— (5)

We make two modifications to the original MMF. The first
modification is that instead of taking the mean of four noise-
free pixels, we take the weighted average of four pixels
according to the weights proposed in Fig. 3. In the original
MMF, the neighboring pixels can be picked more than once.
The second modification is that each neighboring pixel cannot
be picked more than once.
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IV. RESULTS AND DISCUSSION

To compare the performance of our RVIN removal
algorithm with other methods, an image dataset [28] consisting
of 49 8-bit/pixel grayscale images of size 512x512 are used.
Our method is compared with 10 well-known RVIN removal
methods all of which are discussed in the introduction. These
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methods are ACWM [12], SWM [13], DWM [15], ROLD-EPR
[19], NSDD [20], ODM [21], FWNLM [22], t0TV-PADMM
[24], DPC-INR [25], and AROPD-EPR [26].

Three well-known metrics (i.e., recall, precision, and F1-
score) are used to evaluate the performance of the detection
algorithm. Recall (R) is the ratio of correctly detected noisy
pixels to the actual noisy pixels while precision (P) is the ratio
of correctly detected noisy pixels to all pixels detected as
noisy. F1-score is the harmonic mean of precision and recall
that is widely used in the field of information retrieval. Note
that higher values of Fl-score are better that requires both
recall and precision be high. The best value for F1-score is one
that can be reached only when both recall and precision are
equal to one. These metrics can be calculated using the
following formulas.

TN

T IN+FF (6)
TN
T TIN+FN )

F1 —score = 121
RTP

where TN is the number of pixels that are correctly detected

as noisy, FF is the number of noisy pixels that are falsely
detected as noise-free, and FN is the number of noise-free

pixels that are falsely detected as noisy.

(®)

Restoration results are quantitatively measured by the peak
signal-to-noise ratio (PSNR), mean absolute error (MAE), and
two-dimensional correlation coefficient (COR) calculated
using the following equations.

PSNR = 10 log;o (22) 9)
. . N2

MSE = — 31, 3 (Un (i) = Uaio ) (10)

MAE = o5 YU G ) = Uai))] (11)

2 2N Un )= T Waif)- Ua)

COR =
JEM 2 aenr- T2 (2, 51, (Ve - T)?)

(12)

where U, and U, are the noisy and de-noised images of
size M X N, respectively.

A. Noise Estimation Results

Table | shows the average noise density estimation over 20
images of the evaluation dataset for each noise level.
Evaluation dataset is a subset of BSDS68 dataset [27] that is
used to determine the values of the parameters (e.g.,
thresholds). Table 1l demonstrates the average noise density
estimation over 49 images of the test dataset [28]. As can be
seen, the proposed method is able to estimate the noise density
with high accuracy.

Vol. 13, No. 2, 2022

TABLE Il.  THE AVERAGE NOISE DENSITY ESTIMATION OVER 49 IMAGES
OF THE TEST DATASET
Actual noise density 20% 30% 40% 50% 60%

Estimated noise density 21.3% | 30.2% | 39.7% | 50% 60.7%

TABLE I. THE AVERAGE NOISE DENSITY ESTIMATION OVER 20 IMAGES
OF THE EVALUATION DATASET
Actual noise density 20% 30% 40% 50% 60%

Estimated noise density 19.3% | 28.3% | 38% 48.6% | 59.7%

B. Noise Detection Results

The performance of RVIN removal methods with noise
detector heavily depends on the proper detection of noisy
pixels which is not an easy task for RVIN. We compare the
performance of our proposed noise detection algorithm with
ACWM, SWM, ROAD, ROLD, ECROAD, and AROPD. The
average recall, precision, and F1-score for the images of the
test dataset for five noise levels are shown in Fig. 4(a), 4(b),
and 4(c), respectively. The results of other methods for noise
detection, restoration, and run time comparison are taken from
[26] in which the parameters are selected as they are suggested
in the original papers.
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Fig. 4. Comparison of different RVIN Detectors: (a) Average Recall, (b)
Average Precision, (c) Average F1-score.
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As can be seen from Fig. 4(a), the average recall of our
method is lower than that of ECROAD method, but ECROAD
method achieved the lowest average precision (Fig. 4b) which
means it falsely detects a large number of noise-free pixels as
noisy. Similarly, ROAD method achieves the highest average
precision and very low average recall which means it wrongly
detects a large number of noisy pixels as noise-free. Thus, it is
important to consider the F1-score to seek a balance between
the recall and precision. As can be seen from Fig. 4(c), except
for one noise level (30%), our method achieves the highest
average Fl-score for all other noise levels indicating the
superiority of our noise detection method over other
algorithms.

C. Restoration Resultsd

Three well-known metrics (i.e., PSNR, COR, and MAE)
are used to quantitatively compare the performance of image
restoration. Note that higher values of PSNR and COR are
better, whereas lower values of MAE are better. Table Il
demonstrates the average PSNR of different methods on 49 test
images corrupted by five noise densities varying from 20% to
60% with increments of 10. The best average PSNR for each
noise density is highlighted in bold. For four noise densities,
our method achieved the highest average PSNR while for other
noise density (i.e., 60%), it achieved the second best average
PSNR. The average COR and MAE are shown in Tables IV
and V, respectively. In terms of average COR, our method
obtained the best average COR for three noise densities (20%,
30%, and 40%) while for the rest of noise densities, its result is
comparable with other methods that achieved higher values for
average COR. In terms of average MAE, our method
outperformed all other methods for two noise densities (20%
and 30%) while for other noise densities, it achieved the
second best results. Fig. 5 and 6 demonstrate visual comparison
between noise removal methods for the “butterfly” and
“bridge” test images corrupted by 55% and 20% RVIN,
respectively. It can be seen that our method can remove noise
from corrupted images and preserve sharp edges and fine
details of the images that yield visually pleasant restoration
results.

Vol. 13, No. 2, 2022

TABLE Ill.  IMAGE RESTORATION COMPARISON FOR DIFFERENT NOISE
DENSITIES OVER 49 TEST IMAGES IN TERMS OF AVERAGE PSNR (DB)
Noise density

Method 20% 30% 40% 50% 60%
ACWM 27.69 26.10 24.36 22.18 19.67
SWM 24.13 21.95 20.08 18.32 16.61
DWM 27.38 26.55 25.60 24.35 22.43
ROLD-EPR 28.23 26.34 25.47 24.75 23.91
NSDD 26.82 26.13 25.24 23.96 22.25
ODM 24.84 24.25 23.61 22.95 22.22
FWNLM 27.60 26.63 25.73 24.83 23.62
TV-PADMM 22.92 22.16 21.44 20.67 19.89
DPC-INR 26.35 25.40 24.62 23.22 21.00
AROPD-EPR 28.32 26.87 25.73 24.92 2391
Our Method 28.44 26.92 26.08 24.97 23.82

TABLE IV.  IMAGE RESTORATION COMPARISON FOR DIFFERENT NOISE
DENSITIES OVER 49 TEST IMAGES IN TERMS OF AVERAGE COR
Noise density

Method 20% 30% 40% 50% 60%
ACWM 0.9567 0.9469 0.9290 0.8920 0.8183
SWM 0.9263 0.8901 0.8395 0.7678 0.6689
DWM 0.9526 0.9486 0.9405 0.9257 0.8936
ROLD-EPR 0.9602 0.9441 0.9352 0.9269 0.9151
NSDD 0.9542 0.9476 0.9394 0.9233 0.8965
ODM 0.9273 0.9209 0.9115 0.8998 0.8845
FWNLM 0.9563 0.9493 0.9408 0.9305 0.9128
TV-PADMM 0.9438 0.9305 0.9156 0.8966 0.8727
DPC-INR 0.9466 0.9363 0.9282 0.9079 0.8560
AROPD-EPR 0.9600 0.9493 0.9397 0.9303 0.9153
Our Method 0.9606 0.9498 0.9410 0.9287 0.9118

TABLEV.  IMAGE RESTORATION COMPARISON FOR DIFFERENT NOISE

DENSITIES OVER 49 TEST IMAGES IN TERMS OF AVERAGE MAE
Noise density

Method 20% 30% 40% 50% 60%
ACWM 4.4238 5.5550 7.1848 9.9144 14.722
SWM 5.8205 8.4421 11.801 16.349 22.491
DWM 49712 5.7273 6.7776 8.3646 11.153
ROLD-EPR 4.2650 6.1811 7.3081 8.3750 9.6881
NSDD 7.1198 8.1127 9.0755 10.745 13.562
ODM 6.2370 7.1332 8.2456 9.5681 11.208
FWNLM 5.0753 6.0803 7.2792 8.5974 10.172
TV-PADMM 12.394 13.362 14.439 15.689 17.156
DPC-INR 4.5945 6.6458 7.5319 9.1382 12.530
AROPD-EPR 4.0431 5.3842 6.4563 7.6499 9.2648
Our Method 3.9906 5.2600 6.5046 7.9772 9.6501
D. Run Time

The average run time of the denoising methods on 49 test
images is shown in Table VI. All experiments were performed
on computers equipped with 3.40 GHz CPU. Although the run
time of our method is longer than some other methods, it
should be noted that it achieved better noise detection and
image restoration results in the vast majority of the cases. The
run time for heavy noise corruption (i.e., 40%, 50%, and 60%)
is about twice longer than that of the low levels of noise
corruption because in our method, highly contaminated images
were restored twice to improve the quality of restored images.
It is worth noting that the noise detection stage of our method
took the significant portion of the run time, so future work
would be to implement the noise detection algorithm in an
optimized and faster way to reduce the run time. Another way
to reduce the run time would be running our algorithm in
parallel (i.e., parallel computing).
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Fig. 6. Comparison of Image Restoration Results of different Methods for

Image “Bridge” Corrupted by 20% RVIN: (a) Clean Image, (b) Noisy Image

(20% RVIN), (c) ACWM, (d) SWM, (e) DWM, (f) ROLD-EPR, (g) NSDD,

(h) ODM, (i) FWNLM, (j) L0TV-PADMM, (k) DPC-INR, (I) AROPD-EPR,
(m) our Method.

TABLE VI.  COMPARISON OF RUN TIME IN SECONDS

(m) Noise density
Fig. 5. “Comparisgn of Image Restogation Results of different Method_s for Method 20% 30% 40% 50% 60%
.t o, ok (e Ckbecly  [Acwm s [se [se0 [sm |sm
NSDD, (h) ODM, (i) FWNLM, (j) L0TV-PADMM, (k) DPC-INR, (I) SWM 4.56 4.56 4.48 4.69 4,57
AROPD-EPR, (m) our Method. DWM 46.98 4555 | 44.82 4483 | 46.67
ROLD-EPR 1.63 4.16 5.07 5.52 7.75
NSDD 0.62 0.63 131 3.76 571
ODM 15.58 14.35 14.46 14.88 15.50
FWNLM 276.39 268.56 277.34 274.38 271.71
TV-PADMM 1.38 1.39 1.43 1.49 1.55
DPC-INR 9.15 13.54 14.32 14.71 14.78
AROPD-EPR 1.76 2.82 4.74 7.12 11.25
Our Method 7.16 7.33 13.89 14.19 14.27
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V. CONCLUSION

In this paper, we presented an efficient three-step noise
removal method for grayscale images corrupted by RVIN. In
the first step, we estimated the noise density of corrupted
images with high accuracy. Based on the estimated noise
density, a noise detector found corrupted pixels that were
restored by using a modified weighted mean filter. In order to
evaluate the performance of the proposed method, we drew a
comparison with 10 denoising algorithms. In the vast majority
of the cases, our method outperformed other algorithms which
indicated the effectiveness of the proposed method. Future
work would be to implement the noise detection algorithm in a
faster way to reduce the run time.
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Abstract—Network connectivity preservation is one of the
substantial factors in achieving efficient mobile robot teams'
maneuverability. We present a connectivity maintenance method
for a robot team's communication. The proposed approach
augments the Radio Frequency Mapping Recognition (RFMR)
method and the signal strength gradient decent approach for an
overall goal to create a Proactive Motion Control Algorithm
(PMCA). The PMCA algorithm controls and helps strengthen
mobile communicating robots’ connectivity in the existent Radio
Frequency (RF) obstacles. The RFMR method takes advantage
of Hidden Markov Models (HMMs) results, which assist in
learning  electromagnetic  environments  depending on
measurements of RF signal strength. The classification results of
HMM lead the robots to resolve whether to continue the current
trajectory for avoiding the obstacle shadow or move back to
desirable robust Signal Strength (SS) positions. In both cases, the
robot will run the gradient approach to determine the signal
change trend and drive the robot toward the strong SS direction
for maintaining link connectivity. The PMCA, depending on the
results of RFMR and gradient approaches, promises to preserve
robots' motion control and link connectivity maintenance.

Keywords—RF  mapping
gradient algorithm

recognition; link connectivity;

I.  INTRODUCTION

The majority of Communication networks, especially
wireless networks, are deployed in territories with different
interference sources (Different obstacles), affecting the
communication signals and creating no Line Of Sight (LOS)
among communication devices, so they can not identify each
other. However, the Frezonet zone where the signal
propagates should be free of interferences sources such as
conducting and conducting obstacles of different types to an
actual LOS [1,2]. One problem of the RF communications in
disasters such as crumpled buildings is many signal
interference sources that cause no LOS and disrupt the
communication signal. Robot swarms of small size can
collaborate in search and rescue environments and accomplish
tasks that no one robot can complete alone [3]. Fig. 1
illustrates the urban search and rescue (USAR) robot team
collaborating and communicating to transmit data to the
network base station (BS). The robot team will encounter
many problems when discovering the collapsed area. One of
the critical problems is maintaining a reliable link between the
robot team members to transmit the message to the BS. For
example, a single robot could not send messages directly from
the most distant network topology to the BS. What's more,

Richard Voyles?

Electrical and Computer Engineering Technology
Purdue University at West Lafayette
West Lafayette, IN, USA

each robot in the team has different duties. For example, it
searches for survivors, maintains communication through
network topology, and transmits data to the BS.

Collaborating teams of small robots can facilitate tasks
beneficial to monitoring, surveillance, and other rescue
services in unsafe locations [4]. However, they have limited
mobility, power, and communication coverage [5].
Consequently, the system resources are distributed among
multiple robots, which work as a team to accomplish a
mission. Hence, each small robot in the collaborating team has
inadequate sensing and processing abilities for the assigned
tasks, e.g., mapping the collapsed area, transmitting acquired
data to BS, and carrying necessary sensors for the mission.

A robot in the robotic network can quickly lose
communication with team members while collaborating.
Therefore reliable strategies for wireless communication are
essential [6]. Consequently, a dedicated link maintenance
strategy is vital for reliable mobile ad hoc networks
(MANETS) connectivity, particularly when the network
experiences sporadic connectivity caused by hostile
environments. Hence, network connectivity maintenance is a
target for achieving adequate network performance. In this
context, it is possible to employ the variations in the SS
measurements in control algorithms that control motion and
preserve connectivity.

Fig. 1. Robots Warm in a Collapsed Building.
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Furthermore, significant developments in robotic networks
have led to reliable, self-organizing communication schemes
that do not require the collaboration of robots with existing
communication infrastructure. Besides, the communication
scheme has given bonds to the motion control concept for
movable agents, tied to the robot's movement ability to reach
proper positions in the field to preserve connectivity and
accomplish assigned tasks [7,8]. In [9], the authors manifest
the possibility of designing trajectories by co-optimizing
sensing and communication information when motion
planning.

This article introduces the RFMR method, which uses SS
measurements collected from the field to discover, identify,
and identify hostile environments with different RF obstacles.
In addition, this method also studies the impact of RF
obstacles on RF-SS in various scenarios. In addition,
according to the RFMR method, we propose a SS gradient
algorithm to control the movement trend of the robot. Most
up-to-date gradient strategies use a standing interference
source to compute a two-dimensional (2-D) gradient to an
appointed stable source of the signal source, similar to
regression in a 2-D space. However, these approaches did not
extend their gradient calculation to nodes in motion that
require a four-dimensional (4-D) space gradient estimation.
Consequently, augmenting the gradient algorithm and RFMR
approach will support creating the PMCA control algorithm to
preserve mobile robots' successful communication in the
appearance of RF obstacles.

In the simulation and physical experiments, two robots are
moved in a different direction around RF obstacles and study
their effect on the measurements of the RF signal. The
interference sources include cages, walls, and cylinders of
various dimensions. The obstacles used are conductively made
of a Perfect Electrical Conductor (PEC). When robots move
and collect SS measurements around a fixed position obstacle,
the collected SS string along the robot's path retains useful
information for obstacle recognition and classification. First,
the collected SS measurements were segmented, and then
features (observation sequence) were extracted using Fast
Fourier Transform FFT [4,5]. Afterward, the observation
sequences are coded using a clustering algorithm known as K-
means [10]. Then, first-order HMMs are used to model the
observation sequences [11,12], trained, and then used for the
RFMR method. Using this approach, the outcomes of the
experiments show very accurate recognition results. As the
movable robots identify the nature and assess the dimensions
of the confronted obstacle, the PMCA will decide whether to
continue moving along the current trajectory to bypass the RF
obstacle's shadow or reverse drive to a position where the
robot gains a reliable SS. In either case, the gradient descent
algorithm is applied, and the multi-dimensional gradient of the
strong SS direction used by the robot PMCA for connection
maintenance is estimated.

In short, our proposed robot PMCA for preserving
communication links and fixing disrupted links is
implemented depending on RFMR and gradient methods. The
RFMR method uses HMM to discover the RF environment
based on SS measurements to estimate the type and size of
obstacles. The gradient algorithm outcome decides the

Vol. 13, No. 2, 2022

direction of the robust SS to maintain connectivity. Finally,
the robot motion control can keep the connection and repair
the broken link depending on the RFMR and gradient results.
The PMCA algorithm's reliability and performance were
tested by conducting various simulation experiments.
Consequently, the proposed approach has exhibited assuring
solutions for the connectivity problem of a robotic network.

We organized this paper as follows. The relevant prior
work in a controlled mobile sensor network, estimating and
mapping radio signals, is briefly introduced in Section II.
Section 1l presents the RFMR method formulation and
modeling to justify this new development. In Section 1V, the
physical obstacle experiments are described. The simulation
and physical results validation is described in Section V.
Section VI explains the obstacle parameterization. In Sections
VIl and VIII, RFMR based on HMM and numerical results are
explained. PMCA and gradient methods are described in
Sections IX and X. The experimental gradient results are
presented in Section XI. The control motion algorithm
simulation is illustrated in XII. Section XIII presents
conclusions and future work.

Il. LITERATURE AND RELATED WORK

Recently, connectivity and SS measurements have become
essential attributes of communication networks to ensure
quality communication [13,14]. In addition, the robot network
should maintain connectivity when performing tasks [15].
Based on the information from radio SS, authors in [16]
calculate the 2-D gradient of a robot in motion. Besides, the
authors calculated the gradient of the robot in mobility to a
stationary source of RF signal. In [17], the possibility of
localizing and navigating to a standstill source of RF signal by
utilizing the two-dimensional gradient of a cooperating sensor
network is studied. Authors [15,17] defined a 2-D gradient for
a robot in motion to a standstill source of RF signal. The robot
follows a predefined trajectory to accommodate its velocity.
Authors in [18] proposed a probabilistic framework for
evaluating wireless channels. Authors in [19] developed tools
for estimating and mapping radio signals. In an attempt to
create an urban radio map, Authors in [20] constructed a BS in
an unknown location, which transmits data to one or more
mobile robots to create a map of the radio signal for a
specified area. An algorithm that sets the team's goals and
controls its movement makes sure it reaches designated targets
without degrading the quality of the link maintaining the map.

Moreover, [20] discussed experimental validation of a
procedure that automatically conserves the connection
between collaborating robots over such a distributed network.
A feedback control framework that is distributed and does not
impose restrictions on the network's structure except for
desired connectivity specifications has been proposed by [21]
concerning the local connectivity of a network. In [22], the
authors introduce a measure that provides a measure of the
network's global connectivity if certain conditions are met.
The authors [22] solved stratum stability's distributed
maintenance problem with the nearest neighbor links. Authors
propose robots to overcome environmental interference and
enable end-to-end communication  [23,24].  Several
measurements in the robot network are used to estimate the
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spatial variation of the wireless channel by [25], where the
link quality predicts communication.

Current research on wireless sensor networks focuses on
developing energy-saving routing protocols, distributed data
compression, transmission schemes, and cooperative signal
processing algorithms [26]. In addition, our research is
interested in creating a wireless video sensor network of
robots that work in hazardous areas and accomplish different
tasks while maintaining team connectivity. The wireless
network of video sensors is a locally distributed mobile sensor
system that captures, processes, and transmits information
through a self-organizing wireless network, as shown in
Fig. 2. Compared with traditional communication systems,
wireless video sensor networks operate underneath a unique
set of resource restrictions, including airborne computing and
transmission bandwidth. In [12], the authors investigated the
resource utilization behavior and analyzed the Video sensor
network performance under resource constraints.

I1l. RFMR FORMULATION AND MODELING

The RFMR Method depends on the RF-SS determinations
on the robot’s path. First, the technique identifies and
classifies the types of RF shadows on the robot's path. Then, it
provides the learned knowledge to PMCA. The outcome of the
HMM gained from the RFMR method advises the moving
robots underneath the obstacle’s special effects. After that
PMCA relies on HMM results to determine the proper control
on the robot motion, firstly, to recover from the shadow of RF
obstacles and then preserve the connectivity of the robot.
PMCA decided to let the robot move forward on the current
trajectory under the influence of the shadow of the RF
obstacle. It did that depending on the size and type of the
obstacle. In contrast, PMCA guided them to back movement
to a vital SS location and then applied the SS gradient
algorithm to find the trend of another robot to communicate.

All  RFMR experiments use two mobile sensors
transmitting and receiving RF signals at a frequency of 2.4
GHz. They measure the RF-SS at their present location.
Multipath, fading, and interference may affect the measured
RF signal [3,29]. Mobile sensors, at t=0, are positioned at (X,
yi) in the 2-D Cartesian space. The mobile sensors 2-D
configuration spaces are divided into grids of equal area. The
grid width is Ax = Lx / M, where Lx is the length and M is the
number of segments, lengths, and segments along the x-axis.
The grid length is Ay= Ly / N, where Ly and N are the lengths
and the number of segments in the y-axis. For example, the

grid's width might be% A, g Aor A, which is 12.5 cm at 2.4
GHz.
In RFMR simulation experiments, the robots move

predefined trajectories to acquire RF-SS measurement. The
robot’s trajectory, | th, can be expressed by.

xt(fl) = xéfl), yt(f;) = yéfl) +k4,,t12,...,N, @

Where the trajectory index is I, the robots index is i €{1,2},
the ith robot start location at time t=0 is (x{, y.}). The ith

robot's motion starts at the initial location (x.7,y”) and
increased by a step size of 4, along with the y-direction is

Vol. 13, No. 2, 2022

defined in Equation (1). Besides, the first robot started at
(xV =14,y =0) for the trajectory, Ith. Then, the

second robot location is expressed @D = x4
@ _ @

d, and y,7" =,¥,;” - The robots have the exact coordinates in
the y-axis, and they are a d distance in the x-axis. Fig. 3(a)
shows an experiment scenario of two robots. The SS at the
receiver antenna can be expressed as.

6)] _ o @O O @O 2 2 .2 @ 4-
ST =f (xo,l s Yo Xe 1 Ve v Xo 0 Yo Xer » Vey ¢1) 2
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Fig. 2. Wireless Video Sensor Network.
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Fig. 3. (a) A Transmitter and Receiver Exchange about an Obstacle (b) The
2-D configuration Space.
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This is the SS measurement on the trajectory, Ith, in the RF

obstacle of type j existence at time t. The Sifj)(t) function
represents the robot’s start location (xéfl),yéfl)), time t robot’s
location (x{”,y") and the special characteristics of the
obstacle ¢i. The index of trajectory I is | = 1,..., LO for each
obstacle of type j. L9 is the trajectory’s number in the
existence of type | obstacle. In equation (2), j €{1,2,3}
characterizes the type of the obstacle and ¢j = { (Y y,
©0} signifies the obstacle’s characteristic and comprises the
obstacle shape parameters ©0) (dimensions information) and
the obstacle central position (x“”, y9), e. g. Wall obstacle has
a central position ( %/, W1,), [34].

We demonstrated the SS measurements in the field,
expending three different types of RF obstacles. Therefore, it
can classify and identify the RF characteristics of a particular
type of RF obstacle by examining the changes in the SS
measurements obtained at diverse locations from different
trajectories [27,28]. Computer Simulation Technology (CST)
is used for the simulation experiment. It is a professional 3D
electromagnetic simulation tool [29]. The simulation uses a
60mm x 60mm patch antenna. It sends and receives
communication signals and creates interference from purely
conductive materials [30].

A. Wall Obstacle

One of the known obstacles of various dimensions (7 x 30
x 30 cm?, 10 x 30 x 30 cm?, and 15 x 130 x30 cm?®) are used in
the experiments. The RF-SS result in the field is shown in
Fig. 4(a) for the 10 x 30 x 30 cm?® wall. When the transmitter
approaches the wall’s edge on one side and the receiver is one
meter far on the other side, SS drops down and becomes very
low, and vice versa. The SS improves as the receiving or
transmitting robot moves away from the obstacle edges, as
depicted in Fig. 4(a). The top view of the results is illustrated
in Fig. 4(b), where the dark red dots illustrate spikes of
Fig. 4(a). Fig. 4(c) depicts various waveforms resulting from
the wall obstacles at the receiving robot location for different
distances. The waveform reflects the influence of RF obstacles
on the RF-SS between robots when the robot moves about the
RF obstacle.

B. Cage Obstacle

A Faraday-like cage is shown in Fig. 5(a). It is made of
PEC material. The size of the cage is 30 x 30 x 30 cm®. The
SS drops and signal expire when a robot is trapped in the cage,
as presented in Fig. 5(a). Due to conducting material effects,
the SS exhibits oscillating patterns as either antenna
approaches the cage opening. The signal drops down when
there is no LOS between antennas and becomes weak, as
presented in Fig. 5(a). Fig 5(b) is the SS intensity image of
Fig. 5(a) and illustrates that the SS goes up as a LOS exists.
The effect on RF-SS by the cage obstacle is depicted in
Fig. 5(a), 5(b), and 5(c). Different waveforms represent
measurement sequences of different trajectories around the
obstacle are depicted in Fig. 5(c).
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SS measurements simulation results in the field in the
existing on an obstacle of 15 cm diameter centered in the

testing area are depicted in Fig. 6(a). The SS dropped down
0 and became unreliable as the receiving robot approached the
g3 cylindrical obstacle. Fig. 6(b) presents the SS intensity image
E of Fig. 6(a).
©
= 504 The influence of the cylinder on the RF-SS is depicted in
& Fig. 6(a), 6(b), and 6(c). Since the antenna moves in line on
£ either obstacle side, the SS sequence contains enough
& -100. evidence to identify the obstacle type. When the receiver
g) antenna is close to an HF obstacle, the shadow of the HF
% 286 obstacle in the HFSS measurement will produce different
waveforms for different distances.
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C. Cylinder Obstacle (©)

Cylinders of radiuses 10 cm, 15 cm, and 20 cm and height
of 30cm were used in this experiment.

www.ijacsa.thesai.org

Fig. 6. Cylinder Obstacle (a) RF-SS Measurements, (b) Top view of Fig. 6,
and (c) Waveforms for Multiple Trajectories.
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IV. PHYSICAL EXPERIMENTS FOR MULTIPLE OBSTACLES

Conductive known RF obstacles such as cages, walls, and
cylinders are created to run multiple physical experiments in
the field [27]. Then, we sought a minimum interference
environment to run the experiments, and a CC2510
development kit was used. The copper obstacle is centered on
the cardboard box in the laboratory space. Then, 2.4 GHz
transceivers are moved manually in all directions around the
obstacle. We recorded SS measurements at different antenna
positions around the obstacle. RF-SS measurements are made
on both sides up to 100 cm in all directions. Next, we made
various RF obstacle shapes similar to those used for
simulation. The physical results are based on surroundings and
floor type. Different materials such as carpets and wood have
other effects on the RF signal. Running multiple extensive
experiments to choose the best environment leads us to select
a box of 15 cm height for best results [27].

F Copper
Receiver =

Fig. 7. Copper Wall Obstacle, Receiver and Transmitter.

A. Copper Wall Obstacle

A wooden box of dimensions (10 x 30 x 30 cm®) is created
and then covered with a copper screen, as seen in Fig. 7. We
collected SS measurements around the obstacle by moving the
antennas in different directions. The results are shown in
Fig. 8(a). The SS measurements range from high to low,
depending on the obstacle effects. The SS turned out to be
deficient, as indicated by the spikes in Fig. 8(a). The SS
improved when the transceiver was 1 m apart on one side
while the other was still and close to the obstacle, but it
remained low as the obstruction prevented LOS.

The physical results presented in Fig. (8) approximates the
simulation outcomes shown in Fig. 4(a). The low SS is
apparent in Fig. 8(b) that the top view of Fig. 8(a). Therefore,
we take advantage of the position of the spikes in estimating
the obstacle dimensions, which is valid for simulation results
too.

When the transceivers diverge from the obstacle shadow,
SS improves, and it reaches the maximum as the transceivers
maintain a LOS. The copper obstacle effects on the SS are
depicted in Fig. 8(a)-(c). Therefore, after examining the results
of the experiment robots' movements all over the obstacle for
multiple straight trajectories, it is clear that the SS contains
helpful information that is used to recognize and classify

Vol. 13, No. 2, 2022

obstacle types. Fig. 8(c) illustrates the signature of the
obstacle on the RF signals, and it shows different signal
shapes for various trajectories.

B. Copper Cage Obstacle

A four-sided wood cage of length = 30 cm, width =30 cm,
and height =30 is created and covered by a screen of pure
copper. The obstacle is centered on a cardboard box that
insulates the transceivers from the ground. Next, the
transceivers, which preserve a distance of 1 m apart, are
moved around the obstacle. Finally, the transceivers move in
all directions outside and inside the cage for SS
measurements. Inside the cage, the SS is extremely low and
not conducive, as shown in Fig. 9(a).
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Fig. 8. Copper Wall Obstacle (a) RF-SS Measurements (b) Top view of Fig.
7(a), and (c) Multiple Signal Shapes.
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Fig. 9. Copper Cage Obstacle (a) RF-SS Measurements (b) Top view of Fig.
8(a), and (c) Multiple Signal Shapes.

As a result of LOS loss between the transceivers, the SS
dropped down and produced poor conductive connectivity. It
is shown in Fig. 9(b), the top view of Fig. 9(a). The SS
improves as the transceivers retain the LOS and become more

Vol. 13, No. 2, 2022

conductive, approximating the simulations as depicted in
Fig. 4(a). In Fig. 9(b), the backside of the cage, the SS reaches
the maximum conductivity as the transceiver moves further.
The results depicted in Fig. 9(a) override the results illustrated
in Fig. 5(a) by a value of -5dB, resulting from different
surrounding electromagnetic sources. Fig. 9(c) illustrates the
signature and the obstacle impact on RF-SS, showing different
signal shapes for varied trajectories.

V. VALIDATION OF PHYSICAL AND SIMULATION RESULTS

The simulation and physical results comparison and
validation of the RF obstacle discussed in previous sections
are presented. For accuracy and comparison, different signal
shapes of the obstacles are plotted in the same graph.
Additionally, the effect of various electromagnetic sources on
the physical signal shapes is detectable in the signal shapes.

A. Validation of Wall Results

Using the setup of Fig. 7, multiple wall physical
experiments are conducted to demonstrate the simulation
results. The experiments are conducted in an environment
with fewer interference sources. The transceivers are moved in
a bounded area of 2 m2 around a centered wall obstacle in all
directions. The resulting signal shapes for the simulation
(black) and physical (red and blue) are depicted in Fig. 10.
The signal power difference between the black and red signals
ranges from -2 to -8 dBm, while it was above -15 dBm
between black and blue signals due to interference source
existence.

B. Validation of Cage Results

Numerous cage physical experiments are conducted to
demonstrate the simulation results. First, the experiments are
conducted in an environment with fewer interference sources.
Then, the transceivers are moved in a bounded area of 2 m2
around a centered cage obstacle in all directions.

— Or 1 : o
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) - , /
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Signal strength dBm

Time
Fig. 10. Wall Simulation and Physical Results Comparison.
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The resulting signal shapes for the simulation (black) and
physical (red and blue) are depicted in Fig. 11. The signal
power difference between the black and red signals ranges
from -3 to -20 dBm, while it was above -20 dBm between
black and blue signals due to interference source existence.
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Fig. 11. Cage Obstacle Physical Results Comparison.

VI. OBSTACLE PARAMETERIZATION

Radio SS propagation is a complicated process. In
Sections | and I, we explained that SS is a function of
different parameters. In addition, the power of the received SS
is a function of how far the transmitter is, obstacles effects,
and multipath occurrences such as reflections and refractions
[2,15].

.‘
i
-,

R
T T

£l =
Distance o= Distece

(@) (b)
Fig. 12. Signal shapes for different (a) Different Radiuses (b) Wall widths.

A. Wall Parameterization

Different RF walls obstacles are used in our experiments
with varying sizes of width w. As a result, the wall signal
shapes are almost preserved in the "U" shape. The signal
shapes are scaled and stretched as the width of the wall
increases. Table | shows the average signal strength in dBm
on the robot's trajectories for different wall widths. As the wall
width increases by 1 cm, the signal strength average alongside
the robot path decreases by —1.2 dBm, as shown in Fig. 12(b).

TABLE I. AVERAGE SS ON THE ROBOT TRAJECTORY
Cylinder radius r 10cm 15cm 20cm
Average SS(dBm) -53 -59 -64

Vol. 13, No. 2, 2022

VIlI.RFMR METHOD BASED ON HMM

The RFMR method is summarized in the significant steps
shown in the diagram of Fig. 13. Foremost, in Fig. 14, the
measurement vector acquired through multiple robot motion
paths is split into various segments (small components) of
comparable lengths. Afterward, features are extracted in the
frequency domain by applying Fast Fourier Transform (FFT)
on every element of the segmented signal. The features
components extracted are written to vectors, and then we used
a subset of the vectors of features for the training purpose of
the created model and the remaining vectors used for model
testing. Next, the training subset is clustered to generate
observation sequences using the K-mean clustering algorithm
[31]. Then, three HMMs models are trained using the
generated observation sequences. Each HMM model that
contains five states is assigned to each obstacle type. The five
states correspond to 5 small segments produced on the robot-
specific trajectory. As illustrated, we trained each HMM
model using a specific set of observation sequences. Finally,
the training set of features is used to train classification
models. Accordingly, we accomplished the RFMR method
results [28]. Consequently, the results were used by the robot
PMCA algorithm that uses the trained HMM results. As a
result, we accomplished proactive connectivity [30].

RF S8
Measurements
—
Segmentation \
Observation
Sequence
Generation
HMM /
Training and
Motion Control Recognitions
And

Connectivity
maintenance

Fig. 13. RFMR Method Block Diagram.

The robot's movement is a sequential event, and our goal is
to classify the robot movement in sequential order of the
segments. Furthermore, there is a strong analogy between the
RFMR method based on HMM results and the word
recognition via speech patterns [32]. Therefore, using HMM
offers a more spontaneous methodology for RF shadows
classification. Naturally, it breakdowns the measurements on
the robot's pathway to approximate components comparable to
how they were created. However, the HMM method offers a
simple technique for classifying segments subset on the
robot's path as it moves through an obstacle shadow rather
than categorizing the pieces after the obstacle shadow. The
HMMs and their application in RFMR are discussed in the
following sections. Hence, HMM is a method for stochastic
events of a model. Clearly, A model A consists of several
states Q, observations B corresponding probabilities, and
transitions between states probabilities [11]. Therefore,
specified a sequence of observations, O, and A as a model, one
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can obtain P(OJA). Fundamentally, it is the model
representation of the event, and it could be a good or bad
representation. To classify data using HMM, we need to create
a model A(j), =1, ..., mo, for each class, where m, denotes
obstacle types number. Then, we must calculate P(OJA(}))
corresponding to each obstacle type available. Finally, the
model with the highest probability is allocated to a novel
observation O. Therefore, the obstacle type membership is
given to O.

A. Feature Extraction based on SS Measurement

Segmentation

The collected SS measurement vector through the robot
moves on the trajectory, Ith, is B,(j) = [S,(j) (1), S,(j) ), ...
s9 (Nm) IT, For the jth obstacle type, Nm is the SS
measurements number on the Ith path. Then, as in Fig. 14,
each B,(j) is segmented into five segments represented as
al) = [sP(w-1)+1) .. SV GW],whereu =
1,2,...,5, . Subsequently, a measurement segment “1(.12 is
transformed to the using FFT. Results are represented as
rE’J = FFT(al(_{L) » Neer), NFer shows the points number in the
FFT results. The first ten elements in the FFT result rﬂf are

denoted as the feature vector yﬂ? =
[FEQ ¢)) FEQ(Z) rf’j(lO)]T Of the  measurement

corresponding to the Ith trajectory and jth obstacle type. Once
each segment is (j) transferred into frequency space, the

feature vector rf’j is clustered using the K-means clustering
algorithm [35].

Then, the HMM uses these binned segments to classify the
obstacle shadow based on the probabilistic sequence of
segments. Our numerical experiments tried different training
sets to examine their effect on the recognition rate. We found
that the recognition rate is affected positively by the size
increase of the training sets. Data were randomly split into
training and testing sets to verify the HMM classifier [35]. We
randomly select 60% of the measurement vectors into the
training set S¢.,;,, which is used for ¢ clustering and training,
and the rest constitutes the testing set S¢.;-
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Fig. 14. One Segmented Wall Signal.
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B. The Generation of Observation Sequences

The collected vectors yf{} in the model training set
St are split into G different clusters using the k-means
algorithm. The G clusters are arranged as D; , D2, - - -, De.
Therefore, we can minimize the within-cluster sum of squares
(WCSS). Equation (3) presents the k-means algorithm stages,
and it is written as.

1 G . . ()
arg minp; ...pg Lg=1 Zﬁf’)esfmzn%({f@ g I = wglP )

where the parameter L represents the centroid of Dy, i.e.,
the points mean in Dg, || % — g |2 represents the vector y%
and g distance separation. After the k-means clustering
algorithm generates Dy and L, it allocates observation
symbols to the feature vectors. As a result, the observation
sequences for HMM training and test sets are produced.
Initially, The C = {C4, - -, Cc } with Cq as the gth symbol
signifies the symbol set of HMM observations [34]. The Cz(.i)
symbol conforming to the data segment y,(j) is allocated to the
value Cy if || ylf{l) — Hg |I* has the minimum value in the set, g
€ {1, 2, - - -, G}. Explicitly, Cl(jf is allocated to symbol Cq
when Ly is the closer centroid to the feature vector y,(ji). The
Cf_{? vectors of the Ith trajectory segments are concatenated to
form the vector ¢ = [¢ ... 1" [34]. The resulting
vector C,(j) is the observation sequence corresponding to the
measurement vector B . The HMM training set SHMM

conforming vector B,(j ) contains the observation sequence C,(j)
is included in the training set Sg,,;,; otherwise, it is in the test
set SHAMM

In conclusion, applying the mentioned procedure, for the
trajectory, Ith, in the existence of type j obstacle, the vector

,Bl(j) is segmented into segments af{f ,u=1 23 4,5

Consequentially, each af{f is converted by FFT, and the FFT
result is symbolized by rﬁf . The first ten elements in Fl(]u) are
selected to form the feature vector yfj?. The feature vectors
are clustered using the k-means algorithm to generate G
clusters, D1, - - -, Dg, and the corresponding cluster centroids

M1, ..., He.

The individual segment feature vector yl(j} is consigned
with a symbol Cl(,{;) € C by the parameters of the cluster [35].
Then, the observation sequence C,(j) is created by
concatenating the Cl(jf vector [34]. Finally, the observation
sequence C,(j) is created from each trajectory /)’,(j) vector and
ready for training or testing HMMs models [34, 35].

VIIl. RFMR BASED HMM NUMERICAL RESULTS

The HMM training set S/2MM resulted from the previous
section will be used for training HMMS models. Three
HMMs, models, A7), with j = 1, 2, 3, conforming wall, cage,
and cylinder obstacles, are trained for classification.
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Assumed an observation sequence C,(D, is comprised of
numerous observation symbols. Next, given the HMM A(p),

the P (CI | M(p) ) is a conditional probability of C,('). For the
classification process, the P (Cl | A(p)), can be calculated for
the parameter p = 1, 2, 3. When the value p = p , the maximum
probability P(Ci| A« ) is achieved, and the obstacle of type p is
the prediction of RFMR method results.

Moreover, if a transceiver approaches an obstacle while
the complete observation sequence was not existing, the first
few observations for the classification.is found in the

observation sequence of a variable-length vector Cl(i).

A. Examining Cylinder Obstacle of different Radius

The total measurement vectors used are 535. A set of 321
vectors is for the training, and the rest is for testing. These
measurement vectors contain data from three different
cylinder radiuses, 10 cm, 15 cm, and 20 cm, with a height of
30 cm. The confusion matrix (CM) that signifies the RFMR
results is depicted in Tables II, 1ll, and IV, each row of the
CM denotes the predicted class. Table Il establishes the CM
using the first two segments of observation sequences; a
percentage of 88% was the classification rate attained.
Table 11l reflects the CM using the first three segments, and
the rate was 95%. Finally, a rate of 100% was reached using
four segments as presented in Table IV. The results are
improved for the HMM classifier as the number of segments
increases, and consequently, the rates become reliable.

B. Examining Wall Obstacle of Various Dimensions

The total measurement vectors used are 455. A subset of
two hundred seventy-three vectors is for the training, and the
rest is for testing. The measurement vectors contain data for 7
x 30 x 30 cm?, 10 x 30 x 30 cm?, and 15 x 30 x 30 cm? wall
dimensions. The CM of the RFMR results is shown in
Tables V, VI, and VII. Table V demonstrates the CM of
RFMR of wall measurement vectors based on the first two
segments, and the rate was 70%.

In comparison, Table VI presents the CM with the first
three segments, and the rate was 77%. Finally, Table VII
validates the CM of RFMR results based on the first four
segments; the success rate was 93%. The results are improved
for the HMM classifier as the number of segments increases,
and consequently, the rates become excellent.

Vol. 13, No. 2, 2022

TABLE IV. CM OF RFMR FOR CYLINDER USING 4 OBSERVATIONS
Cylinder radius r 10cm 15cm 20 cm
10cm 1 0.0 0.0
15¢cm 0.0 1 0.0
20 cm 0.0 0.0 1

TABLE V. CM OF RFMR FOR WALL USING 2 OBSERVATIONS
Wall width (w) 7cm 10cm 15cm
7cm 0.85 0.46 0.0
10cm 0.15 0.54 0.31
15¢cm 0.0 0.0 0.69
TABLE VI. CM oF RFMR FOR WALL USING 3 OBSERVATIONS
Wall width (w) 7cm 10cm 15cm
7cm 0.87 0.44 0.0
10cm 0.13 0.56 0.16
15cm 0.0 0.0 0.84
TABLE VII. CM oF RFMR FOR WALL USING 4 OBSERVATIONS
Wall width (w) 7cm 10cm 15cm
7cm 0.95 0.08 0.0
10cm 0.05 0.92 0.12
15cm 0.0 0.0 0.88

TABLE VIII. CM oF RFMR FOR ALL OBSTACLES USING 2 OBSERVATIONS

Different Cage Wall Wall Cylinder Cylinder
Obstacle 30cm® 10cm 15cm 10cm 15cm
Cage

30 om? 1 0.0 0.0 0.0 0.0
Wwall 0.0 1 044 | 000 0.0
w=10cm

Wall 0.0 0.0 056 |00 0.0
w=15cm

Cylinder 0.0 0.0 000 | o080 0.0
r=10cm

Cylinder 0.0 0.0 0.0 0.20 1
r=15cm

TABLE Il CM oF RFMR FOR CYLINDER USING 2 OBSERVATIONS
Cylinder radius r 10 cm 15cm 20cm
10cm 1 0.0 0.14
15cm 0.0 1 0.22
20cm 0.0 0.0 0.64

TABLE Ill.  CM oF RFMR FOR CYLINDER USING 3 OBSERVATIONS
Cylinder radius r 10 cm 15cm 20cm
10cm 0.86 0.0 0.0
15cm 0.14 1 0.0
20cm 0.0 0.0 1

C. Examining Walls, Cages and Cylinders Obstacle of
Different Sizes

In the experiment that combines three different size
obstacles, the total measurement vectors used are 825. Four
hundred ninety-five vectors are the training set and the rest for
testing. Tables VIII, IX, and X illustrate the CM of the RFMR
results for all combined obstacles observation vectors where
the predicted class is expressed by CM rows approximated to
the actual class. Table VIII establishes the CM of RFMR
results using the first two segments, and the classification rate
is 87%. When increasing the segment number to three, the
success rate was 89%, as shown in Table IX. Ultimately, the
classification rate increases and reaches 92% as the segments
number increased to four and above, as illustrated in Table X.
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computing a 4-D gradient based on SS to define the strong SS
direction and then communicate with the team [33]. In
summary, algorithm one and the flowchart of PCMA in Fig.
15 illustrate the actual steps to control the mobile robot motion
to preserve communication.

Algorithm 1: Proactive Motion Control Algorithm (PMCA)

TABLE IX. CM OF RFMR ALL OBSTACLES USING 3 OBSERVATIONS
Cage
30 om? 1 0.0 0.0 0.0 0.0
wall 0.0 034 |00 0.00 0.0
w=10cm
wall 0.0 066 | 044 |1 0.0
w=15cm
Cylinder 0.0 0.0 0.56 0.80 0.0
r=10cm
Cylinder 0.0 0.0 0.0 0.20 1
r=15cm
TABLE X. CM OF RFMR FOR ALL OBSTACLES USING 4 OBSERVATIONS
Different Cage Wall Wall Cylinder Cylinder
Obstacle 30 cm® 10cm 15cm 10cm 15cm
Cage
30 om® 1 0.0 0.0 0.0 0.0
Wwall 0.0 1 040 | 000 0.0
w=10cm
wall 0.0 0.0 060 |00 0.0
w=15cm
Cylinder 0.0 0.0 0.0 1 0.0
r=10cm
Cylinder 0.0 0.0 0.0 0.00 1
r=15cm

In conclusion, the results are improved for the HMM
classifier as the number of observation segments increases,
and consequently, the rates of successful classification become
promising and outstanding. Therefore, it proves that the
proposed methods are reliable for the best classification rates,
thus, achieving proactive robot control in the field.

IX. PROACTIVE MOTION CONTROL ALGORITHM (PMCA)
FOR PRESERVING CONNECTIVITY

The developing application of mobile robotics networks
has produced the control motion concept of mobile nodes
communication, so nodes can preserve connectivity while
finishing their tasks in the field [8, 34]. However, the control
motion techniques require deep exploration and the creation of
more reliable algorithms in the robotic field [7]. When the SS
drops down in the field, and a robot loses the collaborating
robots in the swarm, it starts preserving connectivity through
the movement control algorithm, which assists the robot in
reaching a location in the field, where it can gain coverage
communicate with other team members. Depending on the
results of the RFMR method, the proposed PCMA algorithm
decides either to continue the current trajectory or backward
movement until it retains reliable SS. The PCMA control
decision is mainly based on the information learned from the
obstacle shadow recognition.

The proactive control motion algorithm has two choices to
achieve its motion control of mobile robots. As mentioned
earlier, the control choices are based on the information
learned from RFMA results. Firstly, the PMCA can continue
to move robots in the current trajectory across the obstacle
until the robots preserve communication successfully. The
second control choice is moving the robot backward and

1: Input: RFMR result.

2: Output: Maintaining connectivity of mobile rebots.
3: Get RFMRRecognitionResults()

4: if (Obstacle type and size are estimated) then

5:  if Segments length > (estimated size/2) then
6: MoveCurrentPath()

7: GradientDecsentAlgorithm()
8: else

9: MoveBack()

10: GetStrongSignalPos()

11: GradientDecsentAlgorithm()
12:  endif

13: else

14: Moveback()

15: GetStrongsSignalPos()

16: GradientDecsentAlgorithm()
17:end if

18: MaintainConnextivity()

EMF recognition

(HAIM resuliz)

E:ztimate ohstacle
Tvpe and Size

h J
Move back
(Free locomotion)
Get strong signal
strength position

- 7
No _~"Segments length

==

¥

Apply gradient descent | AMorve forward

algorithm

.

Maintain connectivity
with neighbors

{continue current path)

Get out of shadew

Fig. 15. The PMCA Flow Chart.
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X. GRADIENT-BASED ON THE PROACTIVE CONTROL
ALGORITHM

The gradient computation process in the field is based on
measuring SS between to mobile transceivers that are at d
distance apart as in Fig. 20, where the SS is measured at the

receiver side. The signal S,(j)(t) at time t of the Ith trajectory
around an obstacle type j is calculated according to Equation

(2). When mobile robots move and retain LOS, S,(j) (t) is stable
and preserves robots connectivity. In contrast, the SS dropped
as a conductive obstacle blocks the moving robots [34].

Accordingly, the signal measurements, S,(j) (t), collected

through the robot's motion at the position (x”, ), i =1, 2
at time t. Next, the gradient is calculated for a specific robot
trajectory [34]. For the Ith trajectory, the gradient vector can
be expressed as

asP ) asP ) asP ) asP ),y

4
Oxgl) Oyt(l) 0x£2) Oygz) ] ( )

7sP) = |

Robotl Robot2
A3 y V.l
—r —b

@,y ) (@, B)

Fig. 16. The Transmitter and Receiver Robot Stepwise Trajectory.

The SS gradient is calculated following the of Fig. 16, the
initial position at time t for robot one and robot two are
P, y Dy and @, ). As explained in the method below,
we assumed that one robot is moving while the other stays still
to compute the gradient. As pointed out in Fig. 16, during time
t and t+1, robot one moves along trajectory segment 1, so

o _ . n _ @ _ (@2 () (2)
Xepgr =X+ DX, Y00 = Ve Xk = X

4 v Yew1 = Ve
. as @ .
and the gradient element a’—(i)) is computed a.
Xt
sPw s _ sParn-sPw )

3x§1) - axgl) Ax

Throughout time t + 1 and t + 2, robot two moves along

n _ . n _ ., @ _ (@
segment 2, SO Xy, = X¢y1, Verz = Vw1 s Xeyo = Xeyp T Ax,

@ _ @ a5 ()

Yera = Yes1 And the gradient element PO is computed as.
*t

5P _asPern _ sPwr2)-sP et

~ = 6
a xgz) a xgi)l Ax ( )
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Intime t+ 2 and t + 3, robot one moves along segment 3,

o _ @ _ @ _ .@ 2 _ @)
SO Xpy3 = Xiip ,ygl)g = Yg)z TAY Xey3 = Xeio 0 Veyz = Ve o

) asPe) .
and the gradient element O is computed as.
Xt
s _asPer2) _ sPurz)-sPwr2) @)
oy oy by

Intime t + 3 and t + 4, robot two moves along trajectory

o _ . @ _ @ _.,@ 2 _
segment 4, SO X}y = X¢y3 'yg)a{ = yg% 1 Xe43 = Xevz o Vera =
(2) . as(j)(t) .
Y13 + Ay, and the gradient element ﬁ is computed as.
Xt

s _asPw3) _ sPra)-sP +3)

= )

oy vy by

As shown in Fig. 17, arrows indicate the gradient
direction, and yellow grids illustrate reliable SS due to LOS
existence between the communicated transceivers. The
gradient strength and direction depend on the robot's location
concerning the obstacle position in the field. For example, if
one robot is surrounded inside the cage, the gradient drops
down as green boxes indicate. Accordingly, any movement for
the outer robot did not improve the SS for communication.
However, when the robot in the cage changes position, the SS
improves enough for communication, as in Fig. 17.

The scenario of Fig. 18 illustrates an obstacle and two
robots in the simulation field. One robot moves in a stepwise
trajectory, and the other is stays still. Consequently, the
gradient is scattered when no LOS exists and does not contain
useful information due to obstacle shadow. However, the
gradient improved as the LOS became clear.

The scenario of Fig. 19 illustrates an obstacle and two
robots in the simulation field. One robot stays still closer to
the obstacle corner while the robot moves through a stepwise
trajectory. The gradient is scattered when no LOS exists and
does not contain useful information due to obstacle shadow.
However, the gradient improved as the LOS became clear. In
summary, the gradient helps find the right direction of the
partner, as illustrated by Fig. 18 and Fig. 19.
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Fig. 17. One Robot is trapped in the Cage, the other Moves in a Stepwise
Trajectory.
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Fig. 18. One Robot Moves in a Stepwise Trajectory, and the other Stays Still.
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Fig. 19. One Robot Moves in a Stepwise Trajectory, and the other is Close to
the Obstacle.

The scenario of Fig. 20 illustrates an obstacle and two
robots in the simulation field. It shows different trajectories
for one robot moving straight and the other through a stepwise
course. The gradient is scattered when no LOS exists and does
not contain useful information due to obstacle shadow.
However, the gradient improved as the LOS became clear.
The gradient is computed according to Section V's equations
(5) and (7). The gradient helps find the right direction of the
other robot and preserve connectivity.

Ycm

Fig. 20. Different Robots Trajectory around the Cage.
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Fig. 21. Configuration Space of Two Robots.

Xl. THE EXPERIMENTAL RESULTS OF THE GRADIENT
ALGORITHM

Section Il explains that the experimental robot field is
divided into equal grids. Then, two robots move, measure SS
and compute the gradient for any two grids in the area marked
yellow in Fig. 21. Next, we created a database containing the
robot's position, measured SS, and calculated the gradient for
any two grids (robot's location) at time t. The main steps of the
algorithm are illustrated in Fig. 22. For example, at time t = 0,

two robots are placed at xr(,l) = 20; yrfl) = 5 and robot 2 starts

at x? = 40; y¥ = 5 in the field. Fig. 23 depicts the
trajectories of the robots resulting from running the gradient
algorithm, and results confirm that the algorithm helps evade
obstacles’ shadows and preserve communications. Fig. 24
depicts another scenario where the robots are placed in front
of the obstacle at (x{* = 18; y{"= 14) and the other robot at
(xr(,z) = 34; yrfz) = 16). The gradient algorithm exhibits
promising results to preserve communication between mobile
robots.
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Fig. 22. Gradient Algorithm Flowchart.
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Another scenario is depicted in Fig. 25, where one robot
faces the obstacle at x{" = 17; "= 5 and the other at x?) =

38; y,fz): 5 at time t = 0. The results confirm the algorithm's
success in preserving communication.
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XII. THE EXPERIMENTAL RESULTS OF THE PMCA

The HMM results of the RFMR method demonstrate the
detection of obstacles on the robotic path and determine the
type of distance from the robot path and the size of the
approximate obstacle. PMCA uses HMM results to encourage
the robot to continue moving through the current trajectory
based on the length of the segments covered by the robot. If
the segment's length is equal to half or greater than the
estimated obstacle size, then the robot continues forward.
Otherwise, the robot stops and returns to a position with
robust signal strength, as shown in the scene in Fig. 26.
Afterward, the robot runs a gradient algorithm to determine
the strong SS direction. After that the robot moves in the
gradient trend and re-establishes connectivity, as shown in the
scene in Fig. 27. Algorithm 1 and Fig. 15 illustrate the PMCA
mechanism.
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XIIl. CONCLUSION
The article introduces Radio Frequency Mapping

Environment Recognition (RFMR), gradient, and proactive
robot motion control algorithms (PMCA). Thus, we conducted
many simulations and physical experiments to assess the
proposed method's performance. Consequently, this work
presents promising solutions and becomes a competitive
alternative for the routing and maintaining broken links
problems in robot networks. Furthermore, extensive
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simulation and physical experiments will be conducted to
validate the recognition of different RF obstacles. Also,
obstacle parameterization and generalization approaches will
be addressed in future studies.
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Abstract—With recent technology advancements mobility
support is one of the major needed parameters by any wireless or
mobile networks. Continuous mobile movement from one cell to
another or from one network to another requires continuous
mobility support. Previously, tunneling protocols employment
was the technique to support UE’s inter or intra network
mobility. More specifically, GRE, GTP, MIPv6 or PMIPv6 were
employed for mobility support. In tunneling encapsulation of one
protocol over another protocol is performed to deliver IP packet
during inter network or intra network handover. In terms of
usage scenario of each tunneling protocol, tunnel establishment,
data transfer and tunnel release, an overview and comparison of
tunneling protocols is presented in this paper. 3GPP and WLAN
interworking, and GAN based usage scenarios and supported
tunneling mechanisms has been discussed. Some insights
regarding security, multiplexing, multiprotocol and packet
sequencing support are also provided for each tunneling
protocol.

Keywords—Tunneling; mobility; 3GPP; WLAN; interworking

I.  INTRODUCTION

With the recent advancements in wireless and mobile
networks there is need of mechanisms that can support
coexistence of multiple radio access technologies. These
technologies should not also coexist but also provide seamless
mobility between different radio access technologies. Looking
on this thing various developments has been performed from
different researchers. However, basically mechanism that
provides support seamless handover are depends on tunnel that
is created between different radio access technologies for
establishing connectivity to the core network. Generic Routing
Encapsulation (GRE) is one of the pioneering tunneling
protocols that provide support for switching from one radio
access technology to another. This protocol is based on
encapsulation of one protocol over another protocol. Proxy
Mobile IPv6 (PMIPv6) is mostly used for encapsulation. It is
also specified in standard as IP session continuity signaling
being used by Evolved Packet Core (EPC). This protocol
supports mobility of terminals or UEs for various radio access
technologies, e.g., Long Term Evolution (LTE) radio access,
WLAN, 3G radio access, WiMAX and radio standards from
3GPP2. Basically, protocols just like PMIPv6 and MIPv6

manage the path for IP packets destined for different network
or radio access technology. This kind of mobility approaches
not also support seamless handover but also ensures efficient
utilization of network resources, user privacy and network
security.

Another type of tunneling protocol being used for
supporting terminals mobility is GPRS Tunneling protocol
(GTP). This protocol is also being used between different
3GPP core network entities. In which once a tunnel is
established between different network entities then IP packets
can be encapsulated and tunneled between these network
entities. IP Security (IPSec) is another tunneling protocol used
for protecting data integrity of wireless devices being delivered
to the core network entities. This is the security association
mechanism in which mutual authentication between terminal
and access gateway is performed. Negotiation of security keys
for a connection is also performed. Packets in IPSec are
encrypted and encapsulated within a new packet with new
control information and are delivered by IPSec tunnel from
terminal or user equipment to access gateway.

Il. BACKGROUND

In Fig. 1, we have tried to cover architectural elements
needed for supporting different type of technologies. As we
can see in upper part of the figure 2G network components that
will be needed for Voice Call Continuity (VCC) which
provides support for anchoring circuit switched voice call in IP
infrastructure by transferring speech path between these two
domains transparently to end user [1, 2]. Tunnel is needed
when VCC supported UE moves from 3G/4G network to 2G
network then signaling messages between MME and
Interworking solution Function for 3GPP2 1xCS (1xCS IWS)
are transferred using S102 Tunnel. Another tunnel named
IPSec is being used in Generic Access Network (GAN) and
Wireless Local Area Network (WLAN) between UE to GAN
Controller and ePDG network components respectively. GTP,
PMIPv6 and GRE tunnels are used for secure data transfer
between different network components like SGW, PGW,
SGSN MME from 3G or 4G networking technologies,
respectively.
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Fig. 1. Generic Heterogeneous Networks and Interworking Architecture.

However, authors in [3, 4] surveyed various tunneling
protocols for supporting mobility. These tunneling protocols
are IP based tunneling protocols used to support mobility in
IPv6 based networks. Implementation of these protocols
depends on usage scenario, as scenario can be host based,
network based, soft handoff or hard handoff based Micro and
Macro Mobility usage scenarios. Depending on these each
different protocol is discussed for supporting seamless
handover and mobility support in IPv6 networks [5]. However,
some authors discussed these protocols from centralized or
distributed point of view. Implementation of these protocols
can be dependent on centralized or distributed support of these
protocols. Authors suggested that use of protocols like GTP
and PMIPv6 in centralized fashion may be not an effective
solution because of single point of failure and scalability
issues. So, they think that some distributed usage scenarios
should be discussed. However, they mentioned the few by
employing some already defined techniques just like de
coupling control and user plane.

I1l. TUNNELING PROTOCOLS FOR 3GPP

A. Generic Routing Encapsulation (GRE)

Currently, various protocols support encapsulation of one
protocol over another. Generic Routing encapsulation (GRE) is
among one of the encapsulation protocols which provide
support for encapsulation of one protocol over another
protocol. Simple IP packets are encapsulated in GRE header
and transmitted to different intervening routers [6, 7].

1) Usage scenarios: GRE tunnel implementation is based
on GRE encapsulation of data from network entity to another
network entity over some other mobility supported protocol
i.e., PMIPv6. Basically, GRE is used with PMIPv6 that can
support mobility for UE if it is moved from one network to
another. Then data can be transferred by using GRE
encryption and PMIPv6 mobility support option [8].

2) Tunnel establishment and data transfer: Fig. 2
illustrates GRE tunnel establishment procedure. By adopting
PMIPv6 as mobility support protocol and employing GRE as
data encryption technique for security purposes a tunnel can
be established between as Mobility Access Gateway (MAG)
and Local Mobility Anchor (LMA). GRE key option is needed
for establishing a tunnel between MAG and LMA. GRE keys
are exchanged between these two entities by using Proxy
Binding Update (PBU) defined in PMIPv6. MAG and LMA
establish a GRE tunnel by the agreed GRE keys to transmit
uplink and downlink traffic [9].

3) Tunnel release: Once a tunnel is established for data
transfer it can also be removed from network. By following
some steps tunnel between MAG and LMA can removed.
MAG transmits a PBU message to LMA for release of the
LMA binding. LMA completes release of binding by
transmitting an acknowledgment message to MAG. During
tunnel release process all resources just like IPv6 Home
Network Prefix, IPv4 Home Address, Downlink and Uplink
GRE Key, GRE Tunnel Tear-down deletion and de-
assignment is performed [6].
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B. GPRS Tunneling Protocol (GTP)

For transporting IP packets with in network or outside
network GPRS tunnels concept is used. In which a tunnel is
established between different network entities for successful
transmission of IP packets within the network. For this
purpose, a tunnel is established between different end points
for data transmission and a unique identity named Tunnel End
Point Identifier (TEID) is assigned to IP packets. Packets being
received at different end points are forwarded based on their
TEID’s. According to 3GPP technical documents there are two
types of protocols used in GTP one is GTP-U [6] and other is
GTP-C [10]. GTP-U is used for delivering user data to
different network entities. However, GTP-C is used to
exchange control plane messages among different network
entities.

1) Usage scenarios: GPRS  Tunneling protocol
implementation can be observed in various scenarios
depending on type of interfaces being used. As, previously in
[11] enhanced GTP was employed for GSM network which
adopted Packet Data Protocol (PDP) to reduce tunneling
overhead being faced at that time. Basically, one usage
scenario that can be observed in different standard documents
is 3GPP wireless LAN interworking. GTP can be
implemented on different interfaces for providing connectivity
between different network interfaces. GTP implementation
using 3GPP plus trusted Non-3GPP access over S2a interface
or 3GPP plus untrusted Non-3GPP access over S2b are
provided to support usage scenarios. Seamless IP session
continuity is supported between cellular networks and wireless
local networks without the change of the address [12].

2) Tunnel establishment and data transfer: Fig. 3
illustrates GTP tunnel establishment procedure. First of all,
Non-3GPP IP Access specific procedures takes place after that
UE Authentication and authorization is performed by looking
into HSS where subscription information of the
user/subscriber is stored. 3GPP AAA transmits a reply to
trusted non-3GPP network with information on all the
authorized APNs and additional PDN GW selection. Upon
completion of authentication and authorization, L3 attach

Vol. 13, No. 2, 2022

procedure specific to non-3GPP access is initiated. UE
transmits a request for session start from the obtained list of
available APNs. Otherwise, PDN gateway selection procedure
takes place. If UE connection to the particular APN becomes
successful, trusted non-3GPP network transmits a message for
making a connection (IMSI, APN, RAT type, Trusted non-
3GPP IP Access TEID, etc.) message to PGW. After that PDN
GW initiates the IP-CAN Session Establishment Procedure
with the PCRF. PCRF creates IP-CAN session related
information and responds to the PDN GW with PCC rules and
event triggers. Then, the selected PDN GW informs 3GPP
AAA server about PDN GW identity and the APN
corresponding to the UE’s PDN connection and also
information about selected S2a protocol (GTP). PDN GW
replies with a create session response (PDN GW Address for
the user plane, PDN GW TEID of the user plane, PDN GW
TEID of the control plane, PDN Type, PDN Address, EPS
Bearer ldentity, EPS Bearer QoS, APN-AMBR, Protocol
Configuration Options and Cause message to the Trusted non-
3GPP IP Access, with IP address assigned to the UE. Then,
GTP tunnel is set up between trusted Non-3GPP network and
the packet gateway. Once a tunnel is established, data transfer
can take place [12].

3) Tunnel release: To release the tunnel or detach
procedure is accomplished by following a procedure. First of
all, a mobile or Trusted Non-3GPP network starts an access
specific detach procedure from the network. Access
technology specific detach trigger procedure is performed for
tunnel release. Then, active bearers for UE and PDN
connection are deactivated by the trusted non-3GPP IP Access
sending a Delete Session Request to the gateway. Then the
gateway informs AAA of PDN detach. PDN Gateway on
receiving message deletes IP session associated with that
particular UE. PDN Gateway and PCRF perform PCEF-
Initiated IP CAN Session Termination Procedure. Then PDN
Gateway sends a message to acknowledge with delete session
response message. Finally, resources for trusted Non-3GPP
network will be freed [9].
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Fig. 3. An Initial Attachment over GTP and Tunnels Establishment.
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C. Proxy Mobile IPv6

For supporting mobility of end users in different networks a
protocol was introduced named Mobile IPv6. This protocol
allows the users to keep online with mobility within IPv6
network. The basic concept behind this protocol is each node
has a home address when connected to some network.
However, by moving to another network it is associated to
other network based on Care-of—Address (CoA). The address
provides information on UE’s latest point-of-contact. The
protocol supports IPv6 nodes to store information on UE’s
home address and CoA. It also allows to send packets destined
for UE by utilizing UE CoA. Tunneling mechanisms like GTP
or GRE can also be used to support MIPV®6 data transfer [13].

In  network-initiated mobility control, network side
maintains of the location of UE and triggers the necessary
mobility message exchange. A proxy mobility agent is
responsible for performing the mobility signaling with home
agent. UE upon reaching to another network will try to connect
to an access link. MAG over the link will perform
authorization for network-based mobility. After authorization
UE can perform address configuration and can move anywhere
in PMIPv6 domain [14]. Authors in [15] presented some
analytical studies regarding PMIPv6 where LMA is placed far
from current MAG. In that case PMIPv6 will suffer from
significant handover delay. So, based on mechanisms for
supporting mobility whether predictive or reactive the authors
in [15-18] suggested some enhancements to reduce handover
latency, signaling cost and network utilization. Similarly,
authors in [19-22] investigated messaging, data transmission,
and tunneling overhead of different protocols with respect to
PMIPV6.

1) Usage scenarios: Proxy Mobile IPv6 implementation is
basically for supporting for transfer of control information
between different network entities whether it is 3GPP or
WLAN for handling network-based mobility. Basically, GRE
is used with PMIPv6 that can support mobility for UE if it is
moved from one network to another. Then data can be
transferred by using GRE encryption and PMIPv6 mobility
support option.

2) Tunnel establishment and data transfer: Fig. 4
illustrates PMIPv6 tunnel establishment procedure. For
establishing tunnel between different network entities PMIPv6
follows some procedure in order to establish connection.
Entities deployed with PMIPv6 protocol are named as MAG
and LMA. MAG entity acts as SGW in 3GPP or ePDG in
WLAN network environment. MAG initiates the tunnel
establishment procedure for UE attach for the first time. MAG
first transmits a PBU with APN to LMA. This results in LMA
binding for UE's PDN attach. LMA completes binding by
transmitting an acknowledgment to MAG. In the case of
multiple PDN support for a single APN, each PDN connection
ID is included in the acknowledgment. MAG generates a
downlink GRE key distinct from any existing connection.
MAG assigns a Fully Qualified PDN Connection Set
Identifier. This identifies a group of PDN connections
belonging to a group of UEs. MAG Includes LMA User Plane

Vol. 13, No. 2, 2022

Address Mobility Option if the MAG supports the capability
to receive from the LMA an alternate LMA address for user
plan. On PBU reception, LMA selects the PDN based on APN
information delivered in the PBU. LMA allocates an IPv4 or
IPv6 address on receipt of PBU. Also, LMA generates uplink
GRE key distinct from existing PDN connection's uplink
traffic for that UE. After tunnel is established between
different network entities data can be transferred by using any
type of encapsulation, i.e. GRE [6].

3) Tunnel release: MAG initiates the release of PDN
connection to tear down an existing PDN connection with
LMA. MAG first transmits a PBU to LMA to delete the LMA
binding for the UE's PDN connection. LMA completes
deletion of the binding by transmitting a PBA to MAG.
During tunnel release procedure, all resources such as IPv6
prefix, IPv4 address, Downlink and Uplink GRE Key, GRE
Tunnel Tear-down deletion and de-assignment is performed

[6].
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Fig. 4. An Initial Attachment over PMIPv6 and Tunnels Establishment.

D. Dual Stack Mobile 1Pv6

Dual Stack Mobile IPv6 (DSMIPv6) is an extension to
MIPv6 functions. It allows UEs to request their home agent to
forward IP packets addressed to their home address, and to
their 1P care-of address. A dual stack mobile can
simultaneously enable both I1Pv4 and IPv6. Hence, two
different mobility protocols are not needed at the same time
[23, 24].

1) Usage scenarios: Usage scenarios can be based on for
either 3GPP-WLAN interworking or mobility support within
3GPP. Solutions that enable seamless mobility between 3GPP-
WLAN interworking and within 3GGP are needed such that
current 3GPP based packet sessions can be served without
interruption to UE’s received service perception during the
change of access network [25].

2) Tunnel establishment and data transfer: If UE is
already on 3GPP Access and discovers the 3GPP I-WLAN
domain, it may decide to change point-of-contact to
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discovered 3GPP I-WLAN. For that purpose, UE will
establish an IPSec Tunnel with ePDG. After establishing
IPSec tunnel UE sends Binding Update message to HA and
informs HA of its IP address. As a result of BU, DSMIPv6
tunnel is set up between UE and HA. After tunnel
establishment, data plane messages can be transmitted using |-
WLAN [25]. Fig. 5 illustrates DSMIPv6 tunnel establishment
procedure.

UE Discovers 3GPP I-
WLAN Access and
Initiates HO

IPSec Tunnel Establishment

Binding Update/Binding Aclnowledgement

DSMIPv6 Tunnel

Fig. 5. An Initial Attachment over DSMIPv6 and Tunnels Establishment.

E. IP Secure Tunnel (IPSec)

For securing data integrity and for transmission another
form encryption protocol is IPSec. This protocol provides
support to encapsulate original IP packet and assign a new IP
header to deliver the encapsulated data to other side of the
network. Authentication header is also included in together
with ESP when IPSec is being used in tunnel mode [26-28] for
providing security and mobility support.

1) Usage scenarios: UE with connectivity to trusted or
un-trusted non-3GPP access needs some security architecture
to connect to 3GPP EPS. User identity confidentiality and
devices identity confidentiality is needed in 3GPP EPS and
Non-3GPP access for providing connectivity for non-3GPP
access devices to 3GPP EPS [29].

2) Tunnel establishment and data transfer: If connection
of UE is already established with non-3GPP access network
then that UE can also access 3GPP access network by using
this security mechanism, during which a secure tunnel is
established. An example of such tunnel establishment is one
between UE and ePDG. They first exchange some messages
known as IKE_SA_INIT. Then UE sends user identity and
APN information in IKE_AUTH step. It initiates negotiation
of child security associations. ePDG sends Authentication and
Authorization Request message to the 3GPP AAA Server
containing user identity and APN information. Then 3GPP
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AAA server checks authentication vectors from HSS/HLR,
and stores the information like IMSI and EAP-AKA requested
authentication method in HSS. Then, 3GPP AAA server
initiates authentication challenge by transmitting a reply to
ePDG. ePDG then responds with its identity and a certificate.
It sends the AUTH parameter to protect the previous message
it sent to the UE. Message sent by 3GPP AAA server is also
attached in that response message. UE checks the
authentication parameters and responds to the authentication
challenge. Then, the ePDG transmits the EAP-
Response/AKA-Challenge message to the 3GPP AAA. AAA
checks whether the authentication response is correct. If
everything is correct, AAA shall initiate the Subscriber Profile
Retrieval. It registers to the HSS and checks user's
subscription whether it is authorized for non-3GPP access. If
all checks are done, AAA transmits a final answer to ePDG.
Information consists of MSK (EAP-Master-Session-Key-
AVP). ePDG uses the MSK to authenticate IKE_SA_INIT
step signalings. The EAP Success/Failure message is delivered
to the UE over IKEv2. UE shall take its own copy of the MSK
as input to generate the AUTH parameter to authenticate the
first IKE_SA_INIT message. ePDG checks the correctness of
the AUTH sent by the UE. ePDG calculates the AUTH
parameter which authenticates the second IKE_SA_INIT
message. Then, AUTH parameter is sent to the UE together
with the configuration payload, security associations and the
rest of the IKEv2 parameters. Now IKEv2 negotiation ends
[29].

In Table | given below, we have some insights of each
tunneling technique. First of all is security mechanism that
should be supported by each tunneling protocol. Of the above-
mentioned protocols IPSec supports complete security
mechanism. In IPSec, Authentication Header (AH) protocol
provides data origin authentication. Encapsulating Security
Payload (ESP) supports data confidentiality [26]. Similarly,
GRE provides some security by providing a four-byte key field
for the purpose of origin authentication [3]. While regarding
GTP security can be provided by assigning a unique tunnel end
point identifier. Another key feature for each tunneling
protocol is support for multiplexing which means supporting
multiple simultaneous end devices. Separate tunnels may be set
up; however separate tunnels impose processing overhead and
increased delay for tunnel establishment. So, a better option is
to share one tunnel among all end devices. A unique field is
needed in tunneling IPSec provides this by Security parameter
index. However, GRE and GTP provide multiplexing support
by using GRE key field and GTP TEID field, respectively [6,
12]. Multiprotocol support is also needed by each tunneling
protocol. GRE provides multiprotocol support as it was defined
as general encapsulation protocol. However, IPSec fails to
provide support for multiple protocols. Another important
parameter for each protocol is packet sequencing. IPSec has
sequence number such that in-order delivery of packets can be
feasible.
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TABLE I. COMPARISON OF TUNNELING PROTOCOLS
Tunnel Support
. Establishment Tunnel Support for Support for for Standardizin .
Protocol | Security and Management | Multiplexing Multi-protocol | Packets |g Body Overview
Configuration Sequence
Yes - Encapsulation of
?%R?I’El[e’ (four-byte key Netv_vqu No Yes (Using Key Yes No IETF one protocol over
,31] field) Explicit field) another protocol
protoco
Yes
(IPSec ESP with | Network Yes (Create or | Yes (TEID will
?EBZTP 112, encryption and management Delete Session | provide that kind Yes Yes 3GPP IP based Transport
1 ; - e Protocol
integrity Explicit or bearer) of support)
protection)
Yes (PBU and
Yes PBA
(chained-tunnel Network cont_aining
PMIPv6 apprgach Management Upllnk.and Ye§ (GR.E key Y.es (PIMPv6 Yes Localized mobility
[14, 33] provides hop-by- Explicit (PBU & Downlink option will with GRE ) (GRE_ IETF management
' hop based PBA) GRE keys provide support) encapsulation) key field)
security stored in
protection) Binding
Cache)
Yes (PBU Support MN
Yes (IKEv2 Client or Host containing No (Attach needs Yes (I-WLAN roaming over IPV6
DSMIPv | based IPSec initiated tunnel Key to be done for Attach with No IETE or IPv4 networks and
6 [23, 33] | Security establishment Management separate PDNs) mobility transmission of
Association) (PBU & PBA) Mobility service) IPv4/v6 packets over
Option) the tunnel to HA
Yes .
IPSec Yes . . . Security and
. IKE interchange Yes (via Security (sequence ;
£21? 30, i(r::ggzﬂlﬁg)bu"d Implicit No Parameter Index) No ?iz:zl))er IETF ?r]rtc:atgfittl;/]g data

Fig. 6 represents a generic session mobility scenario in
which different tunneling protocols can be employed for
handling mobility and data transfer. Initially Non-3GPP
intrinsic L2 signaling is completed. Then EAP authentication

Non-3GPP specific
Procedures

EAP
Authentication

IPSec Tunnel

L3 Attach completion

Create Sessiol]

G‘I‘P.-'GRE-‘PMI?V
6 Tunnel |

Request ’I‘

In Response

3GPP EPS bearer Release

( Create Sessig

GTP/GRE
Tunnel

Authentication and Authorization

AAA Proxy

PCEF initiated [P-CAN Session Modification
Procedure

3GPP EPS bearer Release

HSS/AAA

Fig. 6. A Simple 3GPP to WLAN Session Mobility Scenario and Tunnels Establishment.

procedure is started between UE Trusted Non-3GPP and AAA.
As authentication reply by AAA, a group of all the authorized
APNSs plus additional PDN gateway selection is returned to the
access gateway. Upon completion of authentication and
authorization, non-3GPP radio specific L3 attach procedure is
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initiated. Then, ePDG transmits a message to establish a data
session to the gateway. PDN gateway initiates the IP CAN
Session Establishment Procedure with the PCRF and the PCRF
provides the APN-AMBR and Default Bearer QoS to the PDN
GW in the response message. In response to the create session
request message PGW sends a create session response message
caching the all required information. After that session is
established successfully and ePDG is also authenticated by the
UE. IP session between UE and P-GW is now established.
Packets from UE to ePDG are tunneled using IPSec Tunnel
and then onward using some other tunneling protocol i.e., GRE
or GTP [34].

IV. TUNNELING PrROTOCOLS FOR 3GPP-WLAN
INTERWORKING

Radius or diameter based 3GPP WLAN interworking is
discussed in [35] which represents some network some
network components WLAN UE, WLAN Access Network
(WLAN AN), 3GPP AAA Server and Home Subscriber Server
(HSS) database. To connect to WLAN, WLAN UE uses a SIM
or USIM (UMTS Subscriber Identity Module) containing the
authentication keys for the mobile subscriber. To connect UE
to 3GPP network, WLAN Access Network (WLAN AN) plays
a role of anchor between them. 3GPP AAA performs
authentication and authorization for UE. When the WLAN AN
receives a WLAN UE connection request, it may perform an
initial access negotiation with the WLAN UE to obtain identity
information and then pass this information to the 3GPP AAA
server as part of an authentication/authorization request.
WLAN AN may be RADIUS or Diameter-based. The 3GPP
AAA Server matches data from the authentication/
authorization request with information in a trusted database,
called a Home Subscriber Server (HSS). If a match is found,
and the subscriber's credentials are correct, the 3GPP AAA
server responds with a reply to WLAN AN. This indicates the
acceptance of the request. Otherwise or if a problem is found
with the subscriber's credentials, 3GPP AAA returns a reject
message. This results in the termination of WLAN UE
connection.

Upon establishment of WLAN UE connection, WLAN AN
may forward accounting information to 3GPP AAA to record
the transaction for future price charging. 3GPP AAA must be
able to translate between RADIUS and Diameter (and vice
versa), to support connection requests from legacy RADIUS
WLAN ANs to the 3GPP network which uses the Diameter
protocol. HSS stores subscriber data like keys to complete
authentication to allow access for user device. It also performs
authorization to enable access to limited service and functions.
Overall for interworking support tunneling is the mechanism
adopted as discussed in [36]. Also, another mechanism that
supports offloading end users from Radio Access Network to
WLAN using IPSec transport mode has been discussed in [37]
to reduce networking security overhead caused by IPSec
Tunnel mode. Fig. 6 illustrates 3GPP to WLAN mobility
procedure and required tunnel establishment.

A. Directly Accessing to the Internet

In this case, the Internet is connected through WLAN AN.
Users access WLAN AN. IMS AAA is responsible for
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authentication of users. It uses either the EAP-SIM or EAP-
AKA protocol that originates from RADIUS and Diameter
WLAN ANs. The SIM-authentication mechanism is used
against the subscriber information stored in the HSS.
Authentication is performed directly from the WLAN AN.
Upon completion of authentication, authorization will return
policy information for session establishment [35, 38].

B. Accessing through 3GPP

In this case, users can access connection service to the
Internet via a secure tunnel to 3GPP IMS. IP packets are
forwarded through tunnel to 3GPP IMS network via WLAN
Access Gateway (WAG) and ePDG. WAG acts as a
dynamically configured firewall. ePDG is a tunnel end-point.
Multiple tunnels are possible to support any number of
simultaneous services. ePDG requests authorization separately
from the authentication request. For example, WLAN UE may
initiate a tunnel towards the ePDG. This is followed by
authentication and tunnel establishment [35].

C. Generic Access Network (GAN)

GAN was developed as an advancement of Unlicensed
Mobile Access. GAN is another type of network that can
coexist with 3GPP core network. User equipment with multiple
radios (WLAN and 3GPP) can access 3GPP through GAN.
GAN is applied usually through IEEE 802.11 WLAN.
Gateway in 3GPP core named as Generic Access Network
Controller (GANC) is responsible for handling traffic coming
from WLAN. Initially, UE starts working on by default 3G
settings when powered on using WLAN. UE connects to
appropriate AP. IP address is configured to perform GAN
discovery. It establishes an IPSec tunnel with Security
Gateway (SeGW). It registers with GANC. If GANC accepts
connection UE GAN mode is enabled [39, 40].

1) GAN Discovery and registration: First of all, for GAN
mode selection is done during Discovery phase. MS transfers
its GAN Mode Support information to GANC. GANC can
assign appropriate port on default GANC based on the GAN
mode support information provided by MS. During discovery
phase, MS obtains the address of default GANC. It also
discovers that of associated SEGW. Then it establishes a
secure IPSec Tunnel. After sending IP address query for both
SEGW and GANC, MS opens a TCP session with GANC.
GANC responses with Discovery accept message. After
discovery phase, MS initiates registration with default GANC,
which can act as the serving GANC after establishment of
connection and registration procedure. GAN registration
procedure confirms adequate registration of a mobile to the
controller. The procedure helps the MS for appropriate GAN
mode selection. After establishing a secure tunnel with SEGW
and IP address has also been obtained. MS can then send a
registration request message to GANC. Information contained
in registration request message is current camped cell of MS
i.e., GERAN/UTRAN/EUTRAN, Last LAI or TAI, IMSI and
information about required GAN services. If GANC accepts
registration request it responds by sending register accept
message to MS.
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Fig. 7 illustrates GAN tunnel establishment procedure
using EAP/SIM(AKA) over IKE. In GAN different tunneling
protocols are being supported on different levels of network.
During establishment of connection to GANC UE establishes
an IPSec tunnel with SEGW. The security association of IPSec
tunnel is established. Another tunnel protocol used between
GANC and GGSN is GPRS Tunneling protocol. This tunnel is
established during data transfer from between UE and the
network i.e., 2G or 3G. GA-RRC Packet Transport Channel is
made for packet switching domain on both sides of network
entities. Connection status of GA-RRC is active or inactive.
Some triggers are used for GA-RRC PTC state activation. First
one is when GANC receives RAB assignment message from
GGSN and second one is when GANC receives relocation
request from SGSN. When these two triggers happen SGSN
includes the information like RAB 1D, IP Address and GTP-U
TEID in RAB Assignment Request or Relocation Request
message sent to GANC. During that time GA-RRC channel on
UE is activated by GANC by forwarding the received message
from GGSN to UE. After channel activation at UE now that
particular UE will be in GA-RRC-Connected PTC-ACTIVE
sub state. RAB Assignment is transmitted to GGSN using the
same information received already. Upon establishment of
PDP context, a mobile may start transmission upward data in
GA-RRC PDU. GANC relays the payload part of PDU to
SGSN in 1u-PS G-PDU message. SGSN transmits downward
user data in lu-PS G-PDU toward GANC. The message
includes MS TEID already received during RAB Assignment
Request or Relocation Request messages [39]. On the other
hand, previously some work also focused on mobility
management. Mechanism for supporting GAN handoff is
presented in [41], in which authors focused on adaptive keep
alive interval messages for allocation of resources and mobility
management and reducing the handoff failure probability.
Similarly, authors in [42] presented a VOLGA based solution.
They suggested to with some software and interface addition
connectivity for VOLGA can be provided.

n GANC GGSN

GA-RRC-
REGISTERED/
Connected PTC
INACTIVE
Signaling Procedure to prepare for PS Handover
RAB Assignment/Relocation Request
GA-RRC Activate Channel /
- Relocation Request
€
GA-RRC Activate Channel /
Relocation Response
RAB Assignment/Relocation Response
GA-RRC-
Connected PTC
ACTIVE
Signaling Procedure to Complete for PS Handover
GA-RRC PDU G-PDU
GA-RRC PDU G-PDU

€ €

Fig. 7. Simple GAN RAB Assignment and Relocation Mechanism and
Tunnel Establishment.
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V. CONCLUSION

In this paper, an in-depth review of various tunneling
protocols employed by various wireless and mobile networks
for supporting mobility is presented. Tunnel establishment,
data transfer, tunnel release and respective usage scenarios for
each tunneling protocol has been considered for systematic and
thorough comparison of existing tunneling protocols. An
insight of each tunneling protocol is provided and discussed.
Specifically, mechanisms like security, multiplexing support,
multiprotocol support and packets sequencing support has been
discussed. Focusing usage scenarios, tunneling mechanism
being used in 3GPP wireless LAN interworking, and Generic
Access, Network (GAN) has been discussed.
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Abstract—Self-driving vehicles and autonomously guided
robots could be very beneficial to today's civilization. However,
the mobile robot's position must be accurately known, which
referred as the localization with the task of tracking the dynamic
position, in order for the robot to be active and useful. This paper
presents a robot localization method with a known starting
location by a real-time reconstructed environment model that
represented as an occupancy grid map. The extended Kalman
filter (EKF) is formulated as a nonlinear model-based estimator
for fuse Odometry and a LIDAR range finder sensor. Because
the occupancy grid map for the area is provided, just the
inaccuracies of the LIDAR range finder will be considered. The
experimental results on the “turtlebot” robot using robot
operating system (ROS) show a significant improvement in the
pose of the robot using the Kalman filter compared with sample
Odometry. This paper also establishes the framework for using a
Kalman filter for state estimation, providing all relevant
mathematical equations for differential drive robot, this
technique can be used to a variety of mobile robots.

Keywords—Autonomous navigation; kalman filter; self-driving
vehicle; simultaneous localization and mapping; occupancy grid
map; ROS

I.  INTRODUCTION

Recently, mobile robots have been used to perform
specialized tasks in a number of industries, including services,
rescue, military, disaster relief, unmanned defense vehicles,
and so on. Localization of mobile robots is a hard problem that
many academics are seeking to address via the development of
innovative techniques. Researchers have added more sources
in order to build a powerful localization approach
[1].0dometry is one of the most important techniques to tackle
the posture tracking problem, it uses encoder data to track the
motion progress from a specified beginning position. This
technique tracks motion from a known beginning position
using encoder data, the encoded data is sent to the central
processor, which uses a geometric equation to update the
robot's position [2, 3]. Due to a variety of factors such as
wheel slippage, ground roughness, and varying wheel
diameters, this approach has accumulative errors. So, under
severe conditions, solely utilizing Odometry for localization
virtually never results in an accurate state, and it becomes
more active when other sources of sensing are used. Stereo,
LIDAR range finder, sonar, compass, gyro, and GPS are the
most often utilized extra sensors [4]. Building a robot from the
scratch is expensive and time consuming, so working in an
environment that guarantees theoretical study and practical
implementation will be quiet helpful. ROS is an open source
meta operating system that provides hardware abstraction,

*Corresponding Author.

control implementation of commonly used functionalities,
tools and libraries for building, writing, and running code for
simulated and real robots after installing necessary drivers.
The significance of this research rests in the framework it
provides for fusing several sensors with a Kalman filter for
robot localization, with the experimental results emphasizing
notable reduction of errors in robot position. The paper is
structured as follow: in section Ill the motion model of two
wheeled robot was derived. Section IV presents Kalman filter
pose tracking design. Section V discusses Kalman filter
implementation results, followed by conclusion in section V1.

Il. LITERATURE REVIEW

Iraj Hassanzadeh and Mehdi Abedinpour implemented an
augmented unscented and extended Kalman filter for position
tracking using a differential drive mobile robot with encoder
readings, assuming real measurements are available. The work
showed an improvement in pose tracking using this technique
with the unscented filter outperforming the extended one [5].
Jaeyong Park and Sukgyu Lee investigated a mobile robot
SLAM (simultaneous localization and mapping) technique
based on EKF extended Kalman filter, with an additional
extended Kalman filter used to enhance robot heading
accuracy, because the robot's kinematic model was unclear
due to the rough surface, its heading was deviated as it drove
across uneven terrain. They proposed a method for correcting
uncertain robot postures utilizing an extra extended Kalman
filter on a simulation-based test [6]. The Kalman filter was
applied on a Pioneer 2DX mobile robot by Edouard lvanjko,
Mario Vasak, and Ivan Petrovic, combining data from wheel
encoders and a sonar sensor. The experimental result indicates
that the kalman filter reduces posture tracking errors when
compared to using Odometry alone [7]. Yusuke Misono and
Yoshitaka Goto have implemented outdoor SLAM using
Kalman filter in an outdoor environment using electric
wheelchair mobile robot provided by LIDAR range finder and
GPS the experimental results reveal a significant improvement
of self-localization vehicle estimate by the SLAM algorithm
compared with dead reckoning [8]. On a laser range finder-
equipped robot platform, Angga Rusdinar, and Sungshin Kim
investigated simultaneous localization and mapping with a
particle filter. The experiment's findings showed that the
suggested particle filter can improve map building
performance and mobile robot localization accuracy inside
indoor buildings [9]. Mohammed Faisal, Mansour Alsulaiman,
and Ramdane Hedjar Hassan developed a localization method
to reduce error accumulation in the dead-reckoning approach,
since dead-reckoning is reliant on encoder information, they
use an additional sensing source, the proposed localization
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system uses the extended Kalman filter in combination with
infrared sensors to enhance the mobility robots' localization,
by rectifying errors in the robot's position and address the
issue of dead-reckoning, with the working area's walls serving
as references (landmarks)[10]. Yi-Xiang Wang and Ching-
Lung Chang investigated SLAM under the robot operating
system (ROS) utilizing a laser range finder (LIDAR), an
Inertial Measurement Unit (IMU), an odometer, and an Ultra-
wideband (UWB), and fused all of the above sensors using
Extended Kalman filter. Experiment findings demonstrate that
the mobile robot's average error distance in the system is
restricted to 10cm [11]. For city navigation, Zanwu Xia and Si
Tang developed a new technique to improve the accuracy of
high definition (HD) maps in order to improve the localization
of self-driving cars. The research focused on extracting the
factors that have a high impact on the global map, such as
feature sufficiency, layout, local similarity, and map
representation quality. The Kalman filter was used to combine
data from LIDAR, IMU, and GNSS systems. The
experimental results show a reduction in accumulative errors
[12].

In this study, we focus on the problem of indoor robot
localization, which involves determining the position of the
robot x, y, and its orientation ©. The idea of the Kalman filter
is to reduce the errors in both the mechanical model of the
robot and the sensor readings. Kalman Filter is designed to
deal with linear systems, but most nontrivial systems are
nonlinear. Therefore, a new modified technique called
extended Kalman filter (EKF) has been developed. This paper
aims to deal with the uncertainties of a mobile robot by fusing
Odometery and LIDAR range finder in the dead-reckoning
method. Three steps are encoded in the method proposed here;
the prediction step depends on the motion equation of the
robot platform. Data acquisition by measurement sensors in
the workspace, which are used to correct the robot position
calculated in the motion prediction step. Update step that
corrects the sum of motion uncertainty and measurement
uncertainty, Fig. 1.

Prior knowledge Py [rediction step

—_ . —» Based on e.g.
‘Df state Xie=1]k=1 physical model
Py

Next timestep

kek+1 Xi|k—1
P Update step Measurements
Xp 1 ~«—Compare prediction -— ¥y
: to measurements .

Output estimate
L] of state

Fig. 1. Kalman Filter Estimator.

I11. MOTION MODEL

Regardless of whether robot position has to be adjusted or
not, a kinematic model of robot motion exists that is
dependent on the degree of freedom available to it. For
example, a wheeled mobile robot without a manipulating arm
(our robot platform) has three degrees of freedom
(displacement along X-axis, displacement along Y-axis, and
the orientation around Z-axis). Fly robot for instance has six
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degree of freedom (beside to displacement along orthogonal
axis’s X Y Z, there is orientation around each axis ©, 6, ©,
).In the experiment, a two-wheeled mobile robot was used.
Each wheel has encoders placed, besides the passive caster
wheel for stability. The driving wheels are individually
controlled. The following relationships define the mobile
robot's kinematic model (Fig. 2).

Xk+1 = Xk + dkcosek (1)
Vi+1 = Vi + disin®y @)
6k+1 = Gk + Aek (3)
dk = vt’k. T (4)
Aek = Wg. T (5)
ek = vl,k‘;'vr,k — Wik R ‘;Wr,k R (6)
wy, = vr.k;vl,k — Wy k .R; Wik -R (7)

Where x, and y, are the center gravity of robot platform ;
d, travel distance between two successive time interval k+1
and k ; v, mobile robot's translational velocity ; T is the
sampling time ; 6, the robot's heading with the X-axis; A6,
rotational angle of robot between k+1 and Kk time steps ; v,
and v, ,, the left and right wheel's respective linear velocities ;
wi, and w, . the left and right wheel's respective angular
velocities ; The two driving wheels have a radius of R ; b axle
length or robot. The radius of both driving wheels, in
sampling, is assumed to be equal. We add three more variables
to (6) and (7) to account for sampling errors caused by not
knowing the exact radius and axle length.

_ vl_k+v,-_k _ Wik R+ Wy k .R
Ty = DLk - Wik R Y ®)
_ Vrk=Vik _ Wrk-R-wik R
Wy, = Lk - kR ©)
LIDAR range finder
Scalable Structure
single Board
Computer
OpenCR
DYNAMIXEL x2
for Wheels
Sprocket Wheels
Li-Po Battery 11.1V 1.800mAh
Y VL
v
wL
@ VR
’ ., L
Y X wR
0k)
e
Xk X
Fig. 2. Real Robot and its Kinematic Model.
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The uncertainty of the exact wheel radius is represented by
k; and k,, while the uncertainty of the exact axle length is
represented by ks. In [13, 14, 15, 16] the systematic error
correction approach is described in depth, as well as how the
parameter values were calculated. Equations (1) to (7)
describe the fundamental concept of Odometry position
tracking.

IV. LOCATION TRACKING WITH KALMAN FILTER

Although there are many specific techniques for estimating
the state of the system from, a set of measurements, most of
these do not explicitly consider the noisy nature of
measurements. This noise is typically described by statistics,
which leads to have to use stochastic methods to tackle the
problem[17, 18]. This section describes the stochastic state
estimation process, initially, the basics of Bayesian filtering
are presented, providing a brief mathematical derivation of
how it is possible to make an estimate of the state. A
mathematical treatment of the Kalman Algorithm for
localization is then presented.

The difficulty in utilizing sensor fusion to localize a
mobile robot is balancing the uncertainty of the state (x, y and
©) with the LIDAR range measurement (robot's output) to
achieve an optimum estimation of the posture. Kalman filter
requires that the state random variables have Gaussian
probability distributions that are adequately characterized by
the mean and covariance [19, 20]. Time Update and
Measurement Update are the two major stages in calculating
the optimum state estimate. The state prediction is generated
using the motion model based on the previous value and the
control input value. The output forecasts are calculated using
the measurement model based on the outcomes of the time
update. The anticipated state mean and covariance are then
adjusted by reducing the state covariance using the difference
between

Expected and measured output.

A. Bayesian Filtering

A Bayesian filter is a mathematical tool that estimates the
development of the system's state given the available data
[21]. This tool necessitates:

The analytical knowledge of the transition function f, and
the stochastic knowledge of the noise of the state v,

e The analytical knowledge of the output function h; and
the stochastic knowledge of the observation noise w;

e The realization of the output of the system z;., at time t.

Having this data, the Bayesian filter is able to estimate the
function probability density. Once the state estimation
problem has been formalized as a Baysian filtering problem,
we have to find a mathematical formulation that allows us to
return to the probability density function p(x,.;|z;.;) using our
system knowledge and observations. First, we have to model
the system's internal evolution as well as how it manifests
itself through its observable outputs. Two conditional
distributions are introduced for this purpose. The first is
observation model p(z.|x;), represents the density of the
measurement z, given the system state x, .The second
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function p(x.|x;_,) is an evolution model that represents how
the system develops over time. Using the Bayes rule and the
Markovian chain assumption, it is possible to obtain an a
posteriori probability density of the state incrementally.
Because data arrives in stages over time, a recursive
formulation of Bayes' rule known as the Bayes Filter is used.
The a posteriori probability of the state is gradually refined in
this formulation as measurements arrive.

P(Xo:t41121:041)

_ P@eaalXo:t+1,22:0P Kot +1121:0) (10)
p(Zt+1121:t)

_ P(Zes1|Xes )P (X041 121:¢)

P(Zt41121.)

_ p@Ze1lxe+1)p (g lxe)
= pCertlzee) p(xo.¢|21.¢) (11)

If we are interested in the iterative distribution the
equation becomes:

pCeinlZies) = P(Zes1Xe4 )P (Kes1121:t) (12)

p(Zt+1l21:t)

_ pZet1lxe+1)p(xegalxe)
p(zt+1lz1:t)

p(xO:tlzl:t) (13)

_ PZe+1lXe+1) [ DCerralxe)p (xelZa.e)dxe (14)
[ p@er1lzieXer )P (Xpr1120:0)dX 11

=1 0(Ze411%e41) f P(Xep1lx)p (Xl 21 ) dx, (15)

Where # is a normalization factor to ensure that equation
(15) represents a probability density function. Usually, the
evaluation of this equation takes place in two steps. In the
prediction phase, the X, . state is calculated starting from the
X, state, through the application of the transition model.
Subsequently, the z; observation is incorporated into the
previously calculated probability density function, through the
updating phase. The relationship between the present state and
the prior state is depicted by the motion model. The location
of the mobile robot in a global coordinate frame is defined as
the state vector; X, =[x, yx, 0x]", Where, k indicates the
sampling moment. The probability distribution is assumed to
be Gaussian so that the state variable is fully described by a 3
* 3 covariance matrix Py and the state expected value X
(Mean estimated value). The control input uy represents the
motion command that moves the mobile robot from step k to
step k + 1, since ux can be expressed as; u, =
[dy , AB;]T denotes translation by distance d, followed by a
rotation angle A©,. The state vector is calculated using the
current state vector and the current control input by the state
transition function f(.); xp41 = f (X, ug, Vi) . Since V, =
[Vy 4 v2]" depicts process noise (also Gaussian with zero
mean) E(V,) = [0,0]7, according to equations (1), (2), and (3)
the state transition function is obtained.

f (e, e, Vie)=
Xy + (dk + 171,k)- cos(0, + A6y, + v, ;)

Vi + (dk + vllk).sin(ek + ABy + vyy) (16)
O + A0, + vy
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Two independent error sources, translational and angular,
were used to model the process noise covariance Qy. The
expression for Qyis:

ka( o 0 ) 17)

0 Ao,
Where o2 and o, are the variances of translation dy and
rotation A©,, respectively.
B. Measurement Model

Measurement function h;(X,p;) determines the distance
between the obstacles and robot’s 1 RPLIDAR (Fig. 3).

J (xL, ¥l)

N,
N,

Fig. 3. Robot Pose from the Landmark.

In the world model, p; = (X;, Vi) represents the point
(occupied cell identified by the LIDAR). The LIDAR model
utilizes distance readings that are linked to the causative
obstacle.

Zix = (X, 1) + Wi (18)

The measurement noise is represented by w; ;. Because all
distance measurements are utilized in parallel for the distance
measurement value, the distance measurements z;, are a
single measurement vector. And ri and @ components of the
measurement form a diagonal matrix Ry.

C. EKF-based Pose Tracking

This paper describes EKF, as sensor fusion-based method
for robot posture tracking. More a thorough discussion of the
EKF localization method can be found in [22]. At time k the
values of the control input vector u ; generated by wheel
encoder are supplied to the equations that will be mentioned in
this section, and the first-time update is performed to get the
prediction estimate, and when fresh LIDAR measurements are
received, these predictions are adjusted. The prior mean X is
calculated by using the nonlinear Odometry function to
propagate the predicted state.

Xie = f(Rio1 Uk, EVie—e}) 19)

The anticipated state covariance P, is calculated by
propagating the state covariance through a linearized system
form.

Pe = VfxPeaVfX +VQVE (20)

Vfx = Vfx(Xeo1 ug—1, E{Vx_,}) denotes the Jacobian of
function f(.) with respect to the state X, which can be
computed as follows.
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1 0 - (dk + Ul_k)Sin(ek + Aek + Uz,k)
VfX = 01 (dk + Ul,k) COS(Gk + Aek + vz’k) (21)
00 1
Vi, = VX1, ug—1, E{Vxk_1 }) is the Jacobian of f(.)
with respect to the control input u. It is important to note that
when (9) and (10) are employed, the mean and covariance are
only true to the first order of the associated Taylor expansion
[23]. If no fresh LIDAR measurements are available at time k,
or if all are discarded, there is no measurement update, and the

estimated mean and covariance are assigned the anticipated
values.

)?szlz
{PkZPk_ (22)

Otherwise, a measurement update occurs, in which the
initial forecasts of the approved LIDAR readings in 27, with
the i-th component are as follows:

ZAiTk = h(XAk_, pl) + E{Wi,k} (23)
In time step k, the state estimate and covariance are
calculated as follows:
{}?k = Xic + Ki(zie — 2;0)
Pk = (1 - KthX)Pk_
Since Z reflects actual LIDAR readings, where Vhy is the

Jacobian matrix and we can obtain by calculating the
derivative of measurement function with respect to state X;:

ori  ori  orf \

(24)

Vhe = Sh; Xk, i) _ 6Xk,x SXk,y 5)?1(,9
X 85Xy Y7 Y Y/ 1
\5Xk,x é‘X;k,y 5Xk,8/
_ pi,x—)?k'x _ pi,y—)?kly 0
_ Vaq Va
- pi,y—)?k,y _ Pix—Xp 1 (25)
q q
Since:
4= Pix-21,)° T Piy-s,,)° (26)

And K, is the Kalman filter which can be computed as
follows:

Ky, = P VhY(VhyP,VhY + R)! (27)

By implementation of previous equations, we can see the
diverges in robot location in case of using Kalman filter (blue
color) compared with sample Odometry (red color), as shown
in Fig. 4.

After we have seen the diverges in robot pose using kalam
filter compared with sample odmetry and deriving the
necessary equations, We will go further, to see the effect of
using kalman filter in reducing estimated error the following
figure (Fig. 5) depicts the implementation of EKF on a
differential drive mobile robot (turtelbot) using ROS.
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Fig. 5. True Robot Trajectory (Left), Estimated Trajectory (Middle) and
Squared Positional Error (Right) using EKF Algorithm.

V. DISCUSSION

In Fig. 5 estimates after the prediction step are shown as
red arrows; estimates after the update step are shown as green
arrows. Blue dots represent (static) landmarks and the red
lines indicate the robot’s field of view. Robot state covariance
increases during the prediction step and decreases during the
update step. The algorithm benefits more from the correction
step when the motion covariance is large, as otherwise the
prediction step already yields fairly precise estimates. A larger
number of landmarks result in a more precise position
estimate. Loop closing, e.g., observing landmarks that have
already been observed at an earlier stage greatly decreases the
covariance of both the robot state and landmark position. This
effect is clearly visible in Fig. 5, where loop closure occurs
twice: first around step 9 and then around step 20. Both times,
the squared estimation error decreased. It's worth noting that
the findings displayed above were obtained using ROS in
simulated settings for obstacles, LIDAR measurements, linear
and angular velocities; hence, with ROS, we can safely utilize
the same software for actual robots, as shown in Fig. 6.

@ ()
Fig. 6. (a) Robot’s Environment in Laboratory (b) Green Squared Dots
Represent LIDAR Measurements Readings. Turtelbot Real EKF
Implementation under ROS Robot Operating System.
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VI. CONCLUSION

Extended Kalman filters are developed and tested as
mobile robot posture monitoring methods. Odometry and
sensor fusion LIDAR-based sensors are shown to significantly
improve mobile robot localization, and the experimental
results reveal substantial differences when utilizing sample
Odometry and the EKF method. The algorithm is tested with
different motion and measurement noise covariance, generated
trajectories and a varying number of landmarks. This
technique produces significant results in a limited
environment and with a small number of Landmarks.
However, it is clear that this approach is insufficient in the
case of a large number of Landmarks, which would definitely
result in an increase in the size of the state space.
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Abstract—The revolution of technology brings many benefits
towards diverse population. Digital game is one of the digital
technologies that has potential to facilitate older adults’ daily
routine. However, some of them faces challenges to adopt the
usage of digital games in their daily lives, one of which is that
most commercial games are not suitable for older people. This
paper discusses the investigation into the challenges associated
with the older adults’ adoption of digital games, their interaction,
and experiences with digital games and specifically explores the
andragogical perspectives, and game design attributes. A set of
questionnaires consisted of open-ended and close-ended questions
were distributed, targeting the older adults across Malaysia,
using online and non-probability sampling technique. 81
respondents were recruited, and 56 respondents (n=56) were
eligible in this study. Four participants were recruited for
informal interview session. The analysis of the results indicates
that the older adults’ perception of digital games and game
design aspects are the major factors influencing their digital
game adoption. Game designs are important to attract many
older adults to experience and interact with digital games.

Keywords—Digital games; Malaysia; older adults; technology

I.  INTRODUCTION

The number of older adults in Malaysia has increased from
3.4 million in 2019 to 3.5 million in 2020, and by 2030, more
than 15% of the Malaysian population will be the older
population [1]. [2] stated that in Malaysia older adults aged 60
and over are categorised based on the United Nations (UN) age
capping. Two main factors that contribute to the increasing
number of the older population in Malaysia are lower birth
rates and the declining Total Fertility Rate (TFR) [3]. Older
adults tend to experience negative ageing effects such as
declining in cognitive abilities and physical abilities. The
advancement of digital technology such as digital games can
help to facilitate the negative ageing. Digital game technology
has benefits beyond the purpose of enjoyment, where it has
increasingly been applied as a tool for psychological, cognitive,
and neuropsychological rehabilitation for older adults [4].
Despite the benefits of digital game technology for the older
population, certain older adults may confront difficulties and
challenges when it comes to experiencing and participating in
it.

The main problem is the game design is not suitable for
older adults and does not consider their incapacity. Most of the
commercialized digital games are design and develop for the
general type of game and aiming for the younger user in mind.

Games specifically designed for older adults are not
commercially available yet [5]. Some of the exergames can be
used as a tool for exercising however, older adults who

experience a decline in physical abilities might not be able to
obtain a complete gaming experience due to limited physical
movements. Some digital games were designed with a complex
interface. Older adults who experience cognitive issues might
have difficulties interacting with these games.

This paper discusses the challenges faces by the older
adults aged 55 to 75 within the Malaysian context, their
gaming experiences and interactions with digital games, and
the associated influencing factors associated with the
andragogical perspectives, and game design attributes. There
are two research questions aimed to be addressed in this study:

Research question 1: What are the challenges related to
older adults’ interaction with digital game technology that
needs to be considered?

Research question 2: How can their gaming experiences
inform design considerations?

Il. LITERATURE REVIEW

Various studies have highlighted challenges associated with
older adults’ experience of digital games. One of the critical
factors that often influence their engagement with digital
technology is the psychological factor. For instance, the fear of
their inability to use technologies correctly often affects their
confidence and level of readiness and acceptance [6]. Blazi¢
and Blazi¢ [7] suggested the root of the problem is the gap in
knowledge on how to use digital devices effectively. Other
factors include the natural ageing characteristics such as the
decline in cognitive and physical abilities, which was not
considered during the design of technologies such as games.

Game designs are classified as mechanics, dynamics, and
aesthetics. Game mechanics and dynamics design refer to the
interaction aspect and how the game operates. Aesthetics, on
the other hand, covers the interface design in the game, the
look and feel as perceived by the player. Garcia et al. [8]
revealed in their study that participants have difficulties
remembering certain features in the game and are confused
with the game interface that presents too many options. It is
essential for digital games designed for older players to have a
user-friendly interface, on easy-to-use platform, and are simple
to learn [9]. The number of researchers that design and develop
games for older adults is still relatively limited. As stipulated
by [10], most games do not consider older adults’ needs and
interests. There is also a lack of research that correlates the
attributes of game technology with andragogical considerations
and challenges faced by the target group.

To overcome the challenges, it is crucial to embed
andragogical perspectives while designing and developing the
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digital game for older adults to help them throughout the
learning process. Andragogy is the art and science helping
adult learners. There are six fundamental principles in
andragogy [11], (1) learner’s need to know, (2) self-concept of
the learner, (3) prior experience of the learner, (4) readiness to
learn, (5) orientation of learning and (6) motivation to learn.
According to [12], the process of learning something new for
older adults would be more accessible when they know the
benefits and relevance of the technology in their daily life.
They have conducted a study with older adults aged 55 and
above in Coventry, United Kingdom. Based on their findings,
the participants learned new knowledge when they engaged
with the digital games, they thought were beneficial. In this
study, the adoption of digital game among older adults in
Malaysia were considered to construct a framework for
designing and developing game for older adults using
andragogical perspectives.

The purchasing power of the elderly consumers is growing
and is expected to rise rapidly in the next decade due to the
ageing population globally. Leisure and entertainment, such as
digital game, form a considerable share of an average senior’s
budget. The findings of this study will inform and help game
designers developing products for this fast-growing market.

1. MATERIALS AND METHODS

This section discusses the materials and methodology used
to conduct this study. The recruitment process of participants
for this study will be discussed in Section A, instruments used
will be explained in Section B and data collection and analysis
procedures will be described in Section C. Fig. 1 depicts the
flow of this study.

RECRUITING
>

ONLINE
PROCESS >

SURVEY

INFORMAL

RESULT
INTERVIEW >

ANALYSIS

Fig. 1. Study Flow.

A. Participants

This study targeted Malaysians between 55 and 75 years
old who resided in Malaysia during the study period, regardless
of their experience in digital games. The recruitment of
participants used convenience and snowball sampling
techniques. An online survey link was distributed and
disseminated using social media platforms (e.g., Whatsapp,
Facebook, Telegram, Instagram, Twitter, Microsoft Outlook).
All eligible participants provided informed consent online
before completing the survey administered via Google Form.

B. Instruments

The study implemented a set of questionnaires that
consisted of open- and close-ended questions categorised under
six key sections: (1) participant background, (2) technology
usage, (3) game experience, (4) game usability, (5) challenges,
and game recommendation, and (6) opinion and suggestion.
The questionnaire was disseminated to the target participants
via an online survey (Google Form). All participants were
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required to complete Sections 1 and 2. Subsequently,
participants who indicated experience in digital games were
given access to Section 3-5 in the questionnaire.

Section 1 Participant background was used to gather the
demographic background of the respondents. Section 2
contains questions on technology use, which were used to
ascertain participants’ computer abilities and familiarity with
digital games. Those who have experience with digital games
then answered Sections 3 and 4, which are used to assess the
game experience and the usability of the game played by the
respondents. The game experience was measured by using
Game Experience Questionnaire (GEQ) [13], and the game
usability was measured by using the System Usability Scale
(SUS) [14]. The GEQ was adopted from [15].

Section 5 asked the participants to discuss their challenges
and recommendations on game design based on their prior
gaming experience. Finally, in Section 6, participants could
give their opinions on the usage of the digital game among
older adults in Malaysia.

C. Data Collection and Analysis Procedure

All data collected via Google Form was stored in Microsoft
Excel. The responses from the participants were analysed
quantitatively. The Statistical Package for the Social Sciences
(SPSS) software (version 22; SPSS Inc., Chicago, IL, USA)
was used to assist the researchers in analysing the data. Two
types of statistical analysis were used in this study. Descriptive
analysis was used to analyse the participants’ background, and
Chi-Square was used to test the association between
participants’ computer skills and their experience playing
digital games. Responses from the open-ended questionnaire
were discussed qualitatively. Informal interview sessions with
four participants were conducted. The sessions were recorded
using audio recorder and data were analysed.

IV. RESULTS

In this section, results obtained from the questionnaire were
discussed. Section A addresses the participants' backgrounds.
Section B discusses the participants' technology use. Section C
explains the participants’ computer abilities and experience
with digital games. Finally, section 4.4 highlights the obstacles
that may affect older people's digital game use.

In this study, 81 responses were recorded, however, due to
the targeted age group of 55 to 75 years old for this study, we
excluded 25 responses as they are not in the age range. Based
on the data obtained, 41 of the participants were between the
age of 55-60 years old, followed by an age range between 61-
65 years old (n=9), 66-70 years old (n=5), and 71-75 years old
(n=1). 33 of the participants were female and 23 were males.
Based on the participants' marital status, 45 of them were
married, 9 were widowed, 1 was single, and 1 was divorced. In
terms of employment status, 20 of the participants were full-
time workers, 20 retired, 13 were unemployed, and 3 were in
part-time employment. All respondents were recruited from
Malaysia, where 24 of them are from Sabah, followed by
Sarawak (n=14), Wilayah Persekutuan (n=4), Selangor (n=4),
Pahang (n=3), Melaka (n=2), Perak (n=1), Johor (n=1), and
Perlis (n=1).
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Informal interview session was involved with four
participants from different districts and state in Malaysia. 2
female participants are from Kota Kinabalu Sabah, while
remaining 2 male participants are from Labuan and Perak
respectively.

A. Technologies usage among Participants

This section of the questionnaire required respondents to
give information on their technology usage. Participants were
required to state their computer skills, type of devices owned,
and their experience using digital games. Based on the result
obtained, 4 participants rated their computer skills as ‘expert’,
17 rated ‘competent’, 24 rated ‘novice’, and 11 of them rated
themselves as none. In response to the question: “What kind of
devices you own”, most of the participants owned at least one
type of digital device. 41 of the participants owned a
smartphone.

The focus of this study is to investigate their game
experience and game consideration. Based on the responses
obtained, only 10 of the respondents had experience in using
digital games. Table | presents the game name and game type
played by the respondents. Most participants who indicated
‘No’ for their experience in using digital game stated that
playing digital games is a waste of time. They mentioned how
they are not interested in playing and thought that playing
digital games is irrelevant for older populations.

B. Relationship between Computer Skills, Employment Status,
and Experience with Digital Games

Table Il shows the crosstabulation between participants’
computer skills, employment status, and their experience in
playing digital games. Based on the result obtained, those with
experience playing digital games were novice and competent
participants from various employment statuses. The skills and
employment status were not influenced the participants’
experience in playing digital games.

Vol. 13, No. 2, 2022

TABLE I1. CROSS TABULATED RESULTS OF SKILLS, EMPLOYMENTS
STATUS, AND RESPONDENTS' EXPERIENCE PLAYING WITH DIGITAL GAMES
Experience
Skills Digital Game Total
Yes No
Employment Full time 0 2 2
Expert Status Retired 0 2 |2
Total 0 4 4
Full time 2 7 9
Employment Part time 0 2 2
Competent | Status :
Retired 2 4 6
Total 4 13 17
Full time 2 6 8
Employment | Part time 0 1 1
Novice Status Retired 1 8 9
Unemployed 3 3 6
Total 6 18 24
Full time 0 1 1
Employment Retired 0 3 3
None Status
Unemployed 0 7 7
Total 0 11 11

A Chi-Square test was conducted to test the association
between participants’ computer skills and their experience
playing the digital game. Table I11 shows the results of the Chi-
Square test between computer skills and participants’
experience playing digital games. Results revealed that there is
no association between computer skills and experience playing
digital games, x2= 4.469a, p=.215. Thus, there is no association
found between computer skills and gameplay experience
among the participants. Based on the findings, the level of
participants’ computer literacy is not a major factor that affects
their engagement with digital games as those who considered
themselves as competent or novice were more engaged with
digital games than those who considered themselves as an
expert.

TABLE Ill.  CHI-SQUARE TESTS
Value df p-value
Pearson Chi-Square 4.469a 3 215
Likelihood Ratio 7.010 3 .072
Linear-by-Linear Association | .372 1 .542
N of Valid Cases 56

a. 5 cells (62.5%) have expected count less than 5. The minimum expected
count is .71.

TABLE 1. GAME NAME AND GAME TYPE PLAYED BY THE RESPONDENTS
Game Name Game Type I(:nr)equency Z’ig/f) t)entag
Candy crush Puzzle 7 70

Word Search Puzzle 3 30
Bubble Puzzle 2 20
Toybear Puzzle 1 10
Bubblesoap Action 1 10

Deer Hunter Simulation 1 10
Galaxy Force ;Ei)g;eg;:]e 1 10

EI:t)tlﬁa r (Lerr;IEr:%wn (Fsi;zgePerson Shooter 1 10
(PUBG)

Mobile Legend (ML) Adventure 1 10

Farm Ville Simulation 1 10

Angry Bird Puzzle 1 10

Mario Adventure 1 10

Word Puzzle Puzzle 1 10

C. Challenges that may Impact Older Adults’ used of Digital
Games
In this section, responses from participants who indicated
have experience with digital games are discussed based on the
questions in Sections 3 to 6 in the questionnaire. There were
two research questions related to these sections.
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Research Question 1: What are the challenges related to the
older adults’ interaction with digital game technology that
needs to be considered?

Based on our findings, the game design played by the
respondents was one of the challenges for them to interact with
digital game technology. Older adults might be affected by
negative ageing impacts, for example, the decline in physical
and cognitive abilities. Participant 18, said, “tulisan kecil”
(small wordings) is one of the challenges for her to adapt to
digital game technology. Apart from that, the screen size of
devices used during the gameplay session was small and it
affected their gameplay session. According to the principles of
andragogy, older adults must have self-concept and experience
with the platform used to play the digital game so that they can
fully control the gaming experience.

Besides game design, the perception of older adults is one
of the challenges to attract them to play the digital game. In
Section 6 of the questionnaire, participants can give their
opinion regarding the usage of digital games among older
adults. Based on the findings, most of the participants find
digital games irrelevant for older populations and perceive
playing games as a waste of time. Also, some of them are not
interested in playing digital games and feel that digital game
interaction is complicated and challenging. One of the
respondents commented, “kurang memberi faedah” (give fewer
benefits) on question asking opinions regarding the usage of
digital games among older adults. Despite the generally
negative views on games, one of the respondents stated that
digital games can be used as a tool to relieve stress, but older
adults need to get proper guidance on how to use them as some
older adults are not familiar with digital games.

Research Question 2: How can their game experiences
inform design consideration?

A reliability test was conducted to identify the internal
consistency and specified measurement’s usability. Cronbach’s
Alpha defines the internal consistency or average correlation of
items in the GEQ. The Cronbach’s Alpha value is 0.820 where
it is acceptable and reliable [16]. GEQ is a well-established
questionnaire used in many previous studies [17, 18, 19, 20].
Santos et al. [17] used GEQ to report their participants’
experience during game play and their sense of social presence.

As mentioned earlier, only 10 out of 56 participants had
experience in engaging with digital games. Game Experience
Questionnaire (GEQ) was used to measure their level of
experience during gameplay sessions [15]. We used the 5-
Likert scale (strongly disagree, disagree, neutral, agree,
strongly agree). GEQ consists of 33 items, and they measure 7
players’ experiences include immersion, flow, competence,
tension, challenge, positive affect, and negative affect during
gameplay sessions.

Table IV presents the results for positive affect items in the
GEQ. Positive items measure players’ emotional experience
(e.g., enjoyment). The results show that most of the
participants agreed that the gaming experience brings a
positive effect on them. Cronbach’s Alpha value for positive
items is 0.957. The questions “I thought it was fun” and “I felt
happy” have the highest mean values (M=3.90). This indicates
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that the respondents’ gaming experience was fun, and they felt
happy during gameplay. The mean for the question “I felt
content” has the lowest mean value (M=3.20) and it might be
influenced by the theme of the games played by the
participants. This question linked to the andragogy principle,
where the participants were not content during the gameplay
session. Based on our findings, we found that the participants
who respond neutrally in this question played puzzle game
type. Each participant played a different type of digital game,
where their emotional feeling towards the gaming experience
might be different from others.

The second item measured in GEQ is competence and the
Cronbach’s Alpha value is 0.833. Based on the findings, most
of the participants’ scores were neutral except for the question
“l felt successful” where they agreed based on their gaming
experience. However, one of the participants strongly
disagreed with the question “I felt successful”. This result
might be influenced by the game type played by participant
which was Word Puzzle. The game requires greater effort to
solve a puzzle than other puzzle games and if the player could
not solve it, they might feel unsuccessful and frustrated. Table
V illustrates the results for competence items. One of the
participants during the interview session suggested to include
the scoreboard elements in the game. He said the element can
gives satisfaction during gameplay session as he can see the
progress score when he plays the game.

TABLE IV. SUMMARY OF POSITIVE ITEMS
. Std.
N Min | Max Mode | Sum | Mean .
Deviation
| felt content | 10 | 2 4 3 32 3.20 .632
Ithoughtit |, | 5 | 4 4 39 | 390 | 316
was fun
| felt happy | 10 | 2 5 4 39 390 | .876
| felt good 10 | 2 4 4 37 3.70 .675
| enjoyed it 10 | 2 5 4 37 3.70 .949
Valid N
(listwise) 10
TABLE V. SUMMARY OF COMPETENCE ITEMS
N Min | Max | Mode | Sum | Mean Std'..
Deviation
| felt
skillful 10 | 2 4 3 31 3.10 .568
| felt 10 | 3 4 3 34 3.40 .516
competent
lwasgood | 4 | 4 5 3 35 | 350 | .707
atit
I felt 10 | 1 5 4 36 3.60 1.075
successful
| was fast at
reaching the | ;| ;| 4 3 31 | 310 |.738
game's
targets
Valid N
(listwise) 10
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TABLE VI.  SUMMARY OF IMMERSION ITEMS

Vol. 13, No. 2, 2022

game, there it gives satisfaction to them during gameplay

st session. However, one of the participants said she preferred an
N | Min | Max | Mode | Sum | Mean | o . .0 easy game where it does not require much effort to play and
TWas control the game and with no complicated instruction to learn
i i and understand.
interested in | 5 1 5 |5 4 34 |340 | 1075
the game's
storyline TABLE VII. SUMMARY OF FLOW ITEMS
It was
aesthetically | 10 | 1 5 3 32 3.20 1.033 N Min | Max | Mode | sum | Mean Std.
pleasing Deviation
ilrgealgt;inative 102 4 3 29 290 138 :J(\:,Zﬁ){:clily
I felt that | with the 1012 5 3 32 3201919
could 10 |1 5 4 33 [330 |1.160 game
ex_plore | forgot
things _ everything 10 | 2 4 4 32 320 | 919
i'r;%‘;ggsi'\t/e 10 |1 5 4 34 | 340 | 1174 fl”l‘)””d mi -
ost track o
[t felt like a time 10 | 2 5 2 31 310 | 1101
rich 10 | 2 4 3 32 320 | .632 I was deeply
experience concentrated | 10 | 1 5 4 37 3.70 1.160
Valid N in the game
listwi 10
(listwise) | lost
. . . connection

Table VI shows the results obtained for the immersion with the 10 |1 5 2 2% 260 | 1174
aspect. There were six questions in the immersion item and the outside
Cronbach’s Alpha value is 0.904. Based on the findings, most world
of the participants were either neutral or agreeable on the Valid N 10
immersion questions on their previous gaming experience. (listwise)

There are five questions related to flow items. Table VII TABLE VIII. SUMMARY OF NEGATIVE ITEMS
depicts the results from preliminary analysis for flow items.

The_: _Cronbachs A_Ip_ha value for flow ‘!tems is 0.823._A N | min | Max | Mode | sum | Mean | St
majority of the participants agreed on the “I forgot everything Deviation
around me” and “lI was deeply concentrated in the game” It gave
items. This indicates the participants were focused during the | me adbad 10 11 5 2 23 | 230 | 1160
gameplay session. moo

) o ) | thought

The results ob_tamed from the prellmmary analysis (_Jf about 10 |1 4 3 30 3.00 816
negative affect during the gameplay experience are shown in other
Table VIII Cronbach’s Alpha value for negative items is 0.821. | ings
Most of the participants disagreed with the negative effect t! foundit | o | 4 3 29 2.90 876
during gameplay, such as giving them a bad mood or feeling :rfeslome
bored. For the aspects related to “I thought about other things” boreeé 10 | 2 3 2 24 2.40 516
and “I found it tiresome”, most of the participants responded -
neutrally; perhaps influenced by the type of game that the validN g

y; perhap y yp g y (listwise)
played.

One of the participants in the interview session said he feels TABLE IX.  SUMMARY OF CHALLENGE ITEMS
frustrated during the gameplay session when he cannot reach or ] Std.
complete the task in game after few times attempt. N | Min | Max | Mode | Sum | Mean | o iation
Furthermore, he said this kind of frustration can lead to Ithought | o [ ; 5 3 30 300 | 1155
decrease the level of desire to proceed with gameplay session. it was hard ' '

. . . . . | felt

There are five items measured in challenges as listed in | jressured | 10 | 2 5 2 29 | 290 | 1287
Table IX. The Cronbach’s Alpha value is 0.844. Based on the I felt
results obtained, most of the respondents disagreed with the | challenged | X0 | 2 5 3 34 1340 | 1075
question “I felt pressured” and “I felt time-pressured”. These | felt time

: 10 | 2 4 2 27 270 | .823
questions reflected the games played by the respondents, where pressure
most of the games played by them do not have a time limit to I had to put
complete the task. a lot of 10 | 2 5 3 322|320 |.919
effort into

During the interview session, participants were asked it
regarding their opinion on digital games and the features they Valid N 10
want in the game. Some of the like challenges, elements in the [ (listwise)
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TABLE X. SUMMARY OF TENSION ITEMS
N Min | Max | Mode | Sum | Mean Std'..
Deviation

| felt 10 | 1 4 2 24 2.40 .843
annoyed
felt 0|1 |4 2 25 | 250 |.972
irritable
| felt
frustrated 10 | 1 4 2 26 2.60 1.075
Valid N
(istwise) | 10

It can be seen from findings shown in Table X that most of
the participants disagreed on the tension items. Digital games
are often known as a tool that can bring enjoyment to the
players. One of the participants in this study agreed that the
gaming experience made him annoyed, irritable, and frustrated.
Based on the game name indicated by the participant, we found
that he played Deer Hunter and Galaxy Force game. Both
games played by the participant required him to achieve the
target in the game. Thus, it might influence his feeling during
the gameplay session. The Cronbach’s Alpha value is 0.957.

The game evaluation used in this study is SUS, and the
Cronbach’s Alpha value is 0.539. The value is unacceptable as
it is below 0.60. The reliability of SUS in this study is
inconsistent as every user experienced a different type of user
interface based on their previous gameplay session. The overall
score for the SUS value is 56.25. This value is acceptable and
falls in the marginal range for the SUS score [21] F-+ig. 2.

1* Quartile 2nd 3rd 4th
Cioes I 7
ACCEPTABILITY NOT ACCEPTABLE MARGINAL ACCEPTABLE
vt ol NN AN N ANRRRERARSRNANRARN (HiGH /AP 2

ADJECTIVE WORST BEST
RATINGS IMAGINABLE POOR OK GOOD EXCELLENT IMAGINABLE

(PR NP T S NN | MNP £ AN NNTN B PO N A PR |
0 10 20 30 40 50 60 70 80 90 100
SUS Score

Fig. 2. SUS Adjective Rating [21].

V. DISCUSSION

From the survey results, only 18% of the total participants
have experience in playing digital games. We found that the
main factor that influences older adults to interact and
experience digital games is their perception of digital games. It
is important to ensure older adults acknowledge the benefits
they gained from playing digital games. Apart from using it as
an entertainment tool, digital games can be used as an
innovative healthcare platform.

Computer skills do not affect the participants’ experience
with the digital game. Older adults who indicated their skills as
competent and novice have had experience with digital games
compared to those who indicated their skills as an expert. The
game design is the main factor that influences the game
experiences for older adults.

Based on the list of games played by the respondents, most
of them were designed with no time pressure to help older
adults focus on gameplay and distract them from feeling time
pressure. The most popular game genre played by the
participants in this study is puzzle, where it was designed with
simple operation and highly achievable goals. Owing to older
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adults’ decline in cognitive capacity, simple games may appeal
to older adults. Apart from that, playing puzzle games does not
require complex computing skills, making it more
straightforward for older adults to play. Furthermore, puzzle
game is a type of game that is familiar to this population, and it
does not require them to learn new things, and the in-game
instruction and rules are not complicated.

In our findings, most of the games played were puzzle
games with a limited storyline for the player to immerse in the
gaming experience and imagination may be limited during
gameplay sessions. The participants played the CandyCrush
game, where it is a part of a puzzle game. The game's
mechanics and dynamics are repetitive, where it does not
change and give the element of surprise to the players. As a
result, they might feel tired and not enjoying the gameplay. It is
important to design game with surprise elements to ensure the
player enjoy throughout the gaming session.

The results for immersion category were influenced by the
game’s storyline, interface, and the mechanics of the game
played by the respondents. It is important for the aesthetics,
dynamics, and mechanics in the game should be designed to
cope with older adults’ cognitive and physical abilities. As
indicated in the principle of andragogy, older adults will feel
motivated to learn something if it can attract their attention and
bring benefits to them.

Older adults will give their attention to the gameplay
session if they understand the game flow, aligning with the key
principle of andragogy, which are the learners' self-concept and
their readiness to learn new things. The results revealed that the
game played by the participants can attract their attention and
make them concentrate during gameplay sessions.

VI. CONCLUSION

The findings in this paper are subject to at least three
limitations. First, the number of participants eligible included
in our study is relatively small. There are 81 responses
recorded; however, only 56 responses are eligible to include in
this study due to the age limitation. Other than the number of
respondents, only ten participants have experience playing the
digital games and the games they played were different. Thus,
the gaming experience of the respondents might differ from
other respondents. The verbal and non-verbal behavior of the
participants during the gameplay session is not observed and
the interview session with target people is not conducted due to
the limitation to meet the respondents face-to-face during
Movement Control Order (MCO) imposed in Malaysia. To
overcome the limitations, it is recommended to conduct a face-
to-face session with older adults to observe their verbal and
non-verbal behaviour during gameplay sessions and use the
same game type to measure their gaming experience. This
paper has shown the data on the adoption of older adults to
interact with digital technology and their opinions on the
relevance of digital games towards the older population in
Malaysia.
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Abstract—Since the early 2000s, the Internet has become
increasingly popular for the development of information
dissemination technology and as a platform for interaction.
Therefore, the penetration rate of Social Networking Services
(SNSs) is also increasing. Using the accounts created on SNSs,
companies can disseminate information and communicate with
users on SNSs for marketing purposes. Moreover, there are
several influencer marketing activities that use influencers who
are highly influential in their surroundings as marketing using
SNSs. In this study, we aim to identify influencers on Twitter and
consumer network structures for six cosmetic brands.
Specifically, create a consumer network for each of the six
cosmetic brands using follower data obtained from Twitter is
created to identify the network structure. Furthermore, brand
influencers were also identified. The consumer network of all six
cosmetic brands was created to identify the influencers in the
cosmetics industry. We compared the influencers of the brands
with the influencers of the entire industry to examine any
differences.

Keywords—Social networking services; community structure;
network analysis; consumer network; influencer marketing

I.  INTRODUCTION

With the development of information technology and the
widespread use of Internet devices such as PCs and
smartphones, the number of users on social networking
services (SNSs) has been increasing yearly. SNSs are a form
of media that allow users to easily share and disseminate
information in real-time. They also allow two-way
communication between the company and the consumer. In
particular, the number of SNSs users in Japan is diverse in age
groups and is expected to grow to approximately 80% of the
population by 2020 [1]. According to a Japanese market
research firm, LINE, Twitter, and Instagram are the most
popular SNSs tools in Japan. LINE is a messaging tool that
serves as a short message service (SMS). In contrast, Twitter
and Instagram are SNSs tools that allow people with similar
interests to communicate with each other anonymously and
closely, and they are popular worldwide. In particular, Twitter
ranks 15th in the global survey, while it ranks 2nd in Japan,
which indicates a high penetration rate in Japan [2].

The spread of SNSs is not only limited to consumers, but
also affects various companies. As shown in Fig. 1, number of
corporate SNSs accounts has increased by approximately 10%
from approximately 30% in a year from 2017 to 2018 [3]. It is

thought that the main reason for the increase in the number of
corporate accounts on SNSs is that the diffusion of
information by general users is expected to improve the
product and brand recognition of companies. Considering the
affinity between SNSs and marketing, we consider that
marketing measures using SNSs are effective in industries
with a large number of brands, such as the wholesale and retail
industries. In addition, there are fashion and cosmetics
industries where competition among brands is fierce, and it is
assumed that these industries are also effective in improving
brand recognition. Therefore, marketing using SNSs has
become mainstream in recent years.

For example, Ferreira et al. [4] investigated the emergence
of communities of co-commenters, that is, groups of users
who often interact by commenting on the same posts and may
be driving the ongoing online discussions. Their research used
Instagram. The reason for this is that in recent years, social
networking sites have been used as a source of information
among young people, and politicians have also started to use
this platform to spread information about political issues. In
addition, Wang et al. [5] identified and tested the main factors
related to SNS brand communities that can predict purchase
intention. Their study suggested that companies should
strategically manage consumers’ SNS brand community
experiences and commitment. Other theoretical implications
and managerial implications were also discussed. This kind of
research on customer behavior using social media is also
conducted in the airline and hotel industries [6,7]. It is
considered that the identification of influencers and consumer
communities is an effective way to utilize SNSs in marketing.
Influencers are people who have a large number of fans,
especially SNSs, and have a large impact on the public. The
identification of consumer communities is effective in
identifying real customers of a brand.

Service Industry

The Telecommunications Industry
Real Estate Business

Finance / Insurance Business
Wholesale / Retail Business
Transportation Industry
Manufacturing Industry
Construction Industry

Overall

0 10 20 30 40 50 60 70 (%)

2018 w2017

Fig. 1. Penetration of SNSs for each Industry.
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In previous research on network communities, Girvan et
al. [8] focused on properties found in many networks, such as
small-world and power-degree distributions. Specifically, they
focused on detecting community structures where nodes are
tightly connected and there are loose connections between
them, which is the case in many networks. As a result, they
proposed a method for finding community boundaries using a
centrality index and detected useful community partitions in
the validation data. Chunaev [9] conducted a survey of social
network analysis. Specifically, they aimed to investigate and
clarify the situation of community detection in social networks
with node attributes. They found that community detection
methods that deal with both network structure and attributes
are effective for social network analysis. Mizuno et al. [10]
classified CtoC (customer to customer) interactions by
digitalization into four types and reviewed the research trends
of each type. In their review, they suggested that the closer the
consumers were to each other, the easier it was for
information to propagate on SNSs. They also suggested that it
is important to know which consumers or targets to reach out
to first in the social graph. Himelboim et al. [11] created a
network of users based on the conversations on Twitter and
discussed the network structure by information flow. Through
their research, they found that the network structure can be
classified into six types. In addition, Pierri et al. [12] focused
on the fact that malicious topics such as fake news are
increasing in social networks. They compared two networks,
one with correct information and the other with false
information. As a result, they found that there was a difference
in the structure between the two networks.

In contrast, as previous research on SNSs, Watanabe et al.
[13] conducted a network analysis on Twitter for two
international cosmetic retail brands. They focused on the
brand’s tweets and obtained the brand’s tweets (tweets
containing the @brand account name) and tweets containing
the brand’s hashtags (tweets containing the brand name).
Then, they created an ‘“ego network” representing the
information propagation of official brand tweets and a
“hashtag network” representing tweets containing brand
hashtags to identify the way information propagates. As a
result of their analysis, they found that brands could send out
messages; however they could not restrict communication on
the network and might not control the spread of information.
Zhao et al. [14] used social network analysis to identify highly
influential hashtags and hashtag communities to restructure
the fashion industry using the development of Internet
technology. Specifically, they extracted hashtags from text
data on SNSs related to specific events and visualized them as
a network to identify hashtags with high junctions. Wang et al.
[15] conducted a study on whether marketing activities on
SNSs are effective in improving market sales. Specifically,
they used price, brand, and relationship customer equity to
examine whether marketing activities on SNSs lead to
customer purchase. As a result of their analysis, they found
that SNSs marketing activities contribute to improving
customer equity. They also found that customer equity
contributes to customer loyalty and future sales. In addition,
Miyake et al. [16] identified community of consumers in SNSs
and analyzed their consumer network. In particular, they
targeted five competing fashion brands in the fashion market

Vol. 13, No. 2, 2022

and clarify the difference in community structure. Han et al.
[17] focused on the influence of social media and created a
network of the top 10k influencers on Twitter. They
demonstrated how to surface influencers related to specific
fashion topics that companies would be interested in. In their
study, they used the follow, retweet (spread function), and
mention (replies) functions all to create the network.

By using the structure of the consumer network, it is
possible to identify the influencers in that brand. These brand-
specific influencers are commonly referred to as micro-
influencers and are attracting a lot of attention. However,
identifying micro-influencers in a brand does not determine
whether the micro-influencers are influential in the whole
industry. We named these industry-wide influencers as “mega-
influencers.” To identify the mega-influencers, it necessary to
clarify the network structure using consumers in the entire
industry. We speculate that micro-influencers and mega-
influencers are not necessarily the same. In addition, few
related studies have identified both micro-influencers and
mega-influencers. In particular, research on SNSs targeting
fashion and cosmetic brands has focused on hashtags, but not
so much on users. In this study, we focused on both micro-
influencers and mega-influencers.

Il. PURPOSE

The purpose of this study is to identify the consumer
network structure of several cosmetic brands and to compare
the differences in network structure among brands. In
addition, it is compared whether there is a difference between
micro-influencers and mega-influencers. The data of specific
cosmetic brand accounts were collected from Twitter (one of
the SNSs). Following, a consumer network for each brand and
compared the consumer network structure for each brand was
created, also identified the micro-influencers for each brand.
Subsequently, the consumer networks of each brand were used
to combine followers to create a consumer network for the
entire cosmetics industry. Then, we identify and compare the
mega-influencers that influence the entire industry.

I11. DATASET AND DATA PROCESSING

In this study, consumer networks were constructed using
data from Twitter, one of the SNSs. We used the Twitter API
to obtain data. Then, we processed the data to create a
network.

A. Hypothesis for Influencers on Twitter

In this study, we defined the network structure of arbitrary
followers on Twitter, as shown in Fig. 2. The area in Fig. 2
represents the number of users in the cosmetics industry. First,
we define general consumers as Twitter users. Among these
general consumers, micro-influencers influence each brand.
Similarly, there are mega-influencers in the industry as a
whole among general consumers. Based on this hypothesis,
we extracted data from Twitter API.

B. Dataset

The targeted official accounts of the six cosmetic brands
are in Table I. The year of establishment in Table | is the
establishment of a cosmetic line. The following three criteria
were used to select target brands:
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e Have a store in a department store.
e Have an official account on Twitter.
e Have more than 100,000 followers on Twitter.

The approximate number of followers and brand lineages
of the six target brands are shown in Table Il (as of January 8,
2022).

C. Data Processing

Next, we explain how to obtain data for each brand
introduced in Section B. To clarify the network structure of
consumers and influencers in this study, the following data are
obtained as Fig. 3.

To explain the data structure, a brand A is picked up. First,
we obtain a list of followers for a given brand. In Fig. 3, f; to
fr represent the followers of brand A. Next, the list of users
who follow the followers of brand A is obtained. In Fig. 3, the
followers of brand A’s follower f; are from ff; to ff,,. Then,
we created a network using the data of the followers and users
who follow the followers.

Mega - Influencers

Micro - Influencers

General Consumers

Fig. 2. Definition of Follower Hierarchy.

TABLE I. SUMMARY OF THE SIX BRANDS SELECTED

Vol. 13, No. 2, 2022

Follower of Brand A } r -{ Follower's follower (of brand A) ]- 3
1
Number of target users - //' ,,,,,7——7/7@
/ T - o 77@ Followers of fy

\\\\\ . Followers of f»
>

Fig. 3. Data Acquisition Flow.

In this study, it is difficult to obtain all of the users who
follow Brand A’s followers, and it is impossible to obtain
information on accounts that are not public. Therefore, among
the followers, we focus on the followers of 1,000 accounts that
are public accounts (blue box in Fig. 3). We used the first
1,000 accounts that were followed in a short period of time,
rather than randomly selecting accounts. In addition, we
excluded sweepstakes-only accounts that include the words
“sweepstakes, winning” in the description from the scope of
this study. To create a consumer network on Twitter, we used
the brand’s followers (double-lined box in Fig. 3) as the nodes
of the network among the acquired data. For the edges, we
used users who followed the brand’s followers (dotted boxes
in Fig. 3).

Moreover, we weighted the edges in the following manner.
As shown in Fig. 4, the followers of brand A are f; and f,.
From Fig. 4, the followers of f; are ffi, ff., ffs, and the
followers of £, are ffi, ffs, ffa- f1 @nd f, have two common
followers, ff; and ff;. We used the number of common
followers as the weights of the edges.

Brand Names Twitter ID Trademark Founded Number of followers in common
=2
ADDICTION @StyleADDICTON | KOSE 2009
Shu Uemura @shuuemurajp L’Oreal 1968
Paul & Joe @PaulJoeBeauteJP KOSE 2002
ETVOS @etvos_jp LVHM 2007 Fig. 4. Edge Weighting Method.
CLINIQUE @Cliniquelp ESTEE LAUDER. | 1968
LANCOME @Lancome_Jp L*Oreal 1935 IV. VISUALIZATION OF FOLLOWER NETWORKS AND
Ancome... real IDENTIFICATION OF MICRO-INFLUENCERS AND MEGA-
INFLUENCERS
TABLE II. NUMBER OF FOLLOWERS OF THE TARGET BRANDS B i
In this study, we first created a follower network for each

No. Brand Names | Followers (10 thousand) | Fashion Line brand and identified the network structure. In addition, we
1 ADDICTION 12.1 Trendy identified influential micro-influencers and communities

within the brand. Next, we created a network for the entire
2 Shu Uemura 22.6 Trendy .

cosmetic brand. For the overall network, we used the nodes
3 Paul & Joe 114 Cute that were ultimately used in each brand’s network. For the
4 ETVOS 10.2 Natural structure of the network, we used the Fruchterman-Reingold
5 CLINIQUE 115 Natural model [18] which is a dyr_1am|cal_ m0(_'jel. It is also used

PageRank [19] as a metric to identify the influencers.
6 LANCOME 16.2 Ellegance Modularity [20] was used to identify the user community. For

node reduction, we used the magnitude of the edge weights
described in Section 3B.
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A. Follower Network Structure and Influencers of Each
Cosmetic Brand

In this study, we first visualized the follower network of
each cosmetic brand. The number of nodes used is listed in
Table 1. To create the network, we used node reduction for
accounts with more than one degree node. Edge weights were
used to reduce the number of nodes. The number of nodes
used in the network was set to approximately 30% of the
initial number of nodes for each brand.

1) Network structure of “4ADDICTION” and identifing of
micro-influencers: Fig. 5 shows the visualization of the
follower network of ADDICTION using all nodes with a
degree greater than 1. From the degree distribution and Fig. 5,
it was confirmed that the follower network of ADDICTION
was scale-free. Fig. 6 shows a visualization of the addiction
follower network after branch cutting. The color of the nodes
indicates the community based on modularity. The size of the
nodes is proportional to the size of the PageRank.

The average degree was 53.0. The number of communities
detected by the modularity was three. For each community,
Community 1 is brown, Community 2 is light blue, and
Community 3 is beige. The density of the network was 0.226.
The top five users with the highest PageRank are listed in
Table 1V. The highest degree in the ADDICTION network
was 142 and the lowest degree was 12. From Table 1V, it was
confirmed that micro-influencers with high PageRank in the
ADDICTION network also tend to have high degree.

Vol. 13, No. 2, 2022

Fig. 6. ADDICTION Follower Network.

TABLE IV.  Top5 USERS WITH HIGH PAGERANK (ADDICTION)
Rank Users PageRank Degree Community
1 A 0.0352 106 3
2 B 0.0316 111 2
3 C 0.0312 91 3
4 D 0.0296 109 2
5 E 0.0264 75 2

Based on the users’ tweeting tendencies, each community

TABLE Ill.  NUMBER OF NODES USED FOR EACH BRAND
No. Brand Names 'I\ln(:'gzsl Number of Ei:;;sNumber of
1 ADDICTION 767 236
2 Shu Uemura 753 222
3 Paul & Joe 709 210
4 ETVOS 761 229
5 CLINIQUE 809 241
6 LANCOME 791 237

Fig. 5. Whole Consumer Network of ADDICTION.

is characterized as, community 1 as a community of cosmetic
lovers, community 2 as a community of interested in beauty
and cosmetics, and community 3 as a daily tweet community.
In addition, the density of communities 2 and 3 is higher than
that of community 1, and there is also a difference in the
degree, so we determined that the network structure of the
addiction is a “Centralized Network.”

2) Network structure of “shu uemura” and identifing of
micro-influencer: Fig. 7 shows the visualization of the
follower network of Shu Uemura using all nodes with a degree
greater than 1. From the degree distribution and Fig. 7, it was
also confirmed that the follower network of Shu Uemura was
scale-free.

Fig. 7. Whole Consumer Network of Shu Uemura.
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Fig. 8 visualizes the Shu Uemura follower network after
branch cutting. The average degree was 49.1. The number of
communities detected by the modularity was four. For each
community, Community 1 is light purple, Community 2 is
brown, Community 3 is pink, and Community 4 is light blue.
The average network density was 0.222.

gx

Fig. 8. Shu Uemura Follower Network.

TABLE V. Top 5 USERS WITH HIGH PAGERANK (SHU UEMURA)
Rank Users PageRank Degree Community
1 F 0.0563 120 1
2 G 0.0299 49 2
3 H 0.0288 101 2
4 I 0.0223 22 2
5 J 0.0216 118 4

Table V lists the top five users with the highest PageRank.
The highest degree in the Shu Uemura network was 132 and
the lowest degree was 17. From Table V, it was confirmed
that the degree of micro-influencers varied in the Shu Uemura
network.

Based on the users’ tweeting tendencies, we determined
that community 1 is the cosplayer community (cosplayers are
people who dress like anime and manga characters),
community 2 is the homemaker community, community 3 is
the community that likes cosmetics, and community 4 is the
anime fan community. In addition, because the communities
had many followers who were related to each other and the
average degree was smaller than the others, we named them to
be “Omnidirectional Network.”

3) Network structure of “paul & joe” and identifing of
micro-influencers: Fig. 9 shows the visualization of the
follower network of Paul & Joe using all nodes with a degree
greater than 1. From the degree distribution and Fig. 9, it was
confirmed that the follower network of Paul & Joe was scale-
free. Fig. 10 shows a visualization of the Paul & Joe follower
network after branch cutting. The average degree was 48.9%.
The number of communities detected by the modularity was
four. For each community, Community 1 is light purple,
Community 2 is brown, Community 3 is light blue, and
Community 4 is pink. The average network density was 0.234.

Vol. 13, No. 2, 2022

Table VI lists the top five users with the highest
PageRank. The highest degree in the Paul & Joe network was
134 and the lowest degree was 14. From Table VI, it was
confirmed that the Paul & Joe network tends to have a high
degree of micro-influencers, except for user N.

Based on the users’ tweet tendencies, we determined that
community 1 was a daily tweet community, community 2 was
the cosmetic lovers’ community, community 3 was the color
analysis community, and community 4 was communities
derived from communities 1, 2, and 3. As shown in Fig. 7,
communities 1 and 4 were formed by deriving from a larger
community consisting of communities 2 and 3. In addition, the
average degree is not high. We declared Paul & Joe network
to be the “Centralized Network.”

Fig. 9.  Whole Consumer Network of Paul & Joe.

Fig. 10. Paul & Joe Follower Network.

TABLE VI.  Top5 USERS WITH HIGH PAGERANK (PAUL & JOE)
Rank Users PageRank Degree Community
1 K 0.0390 106 4
2 L 0.0387 126 2
3 M 0.0366 119 2
4 N 0.0353 54 4
5 o 0.0290 105 2
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4) Network structure of “ETVOS” and identifing of
micro-influencers: Fig. 11 shows the visualization of the
follower network of the ETVOS using all nodes with a degree
greater than 1. From the degree distribution and Fig. 11, it was
confirmed that the follower network of the ETVVOS was scale-
free. Fig. 12 shows a visualization of the ETVOS follower
network after branch cutting. The average degree was 51.1.
The number of communities detected by the modularity was
five. For each community, Community 1 is light purple,
Community 2 is light blue, Community 3 is pink, Community
4 is brown, and Community 5 is brown. The average density
of the ETVOS network is 0.224.

Fig. 11. Whole Consumer Network of ETVOS.

Fig. 12. ETVOS Follower Network.

TABLE VII. Top5 USERS WITH HIGH PAGERANK (ETVOS)
Rank Users PageRank Degree Community
1 P 0.0459 115 2
2 Q 0.0455 99 2
3 R 0.0383 76 2
4 S 0.0314 112 2
5 T 0.0296 38 2

Vol. 13, No. 2, 2022

Table VII lists the top five users with the highest
PageRank. The highest degree in the ETVOS network was
170 and the lowest degree was 12. From Table VII, it was
confirmed that the degree of micro-influencers varied in the
ETVOS network. In particular, user T had a low degree but a
high PageRank. In addition, we found that all the micro-
influencers belonged to the same community. Based on users’
tweet tendencies, community 1 was a daily tweet community,
community 2 was a homemaker community, community 3
was an imprisoned community, community 4 was a cosmetic
lovers’ community, and community 5 was a lot of interest
community. As the density of the ETVOS network tended to
be low compared to the average degree of the ETVOS
network, and as Fig. 8 shows, there was a connection between
the communities. We named the network structure of ETVOS
the “Omnidirectional Network.”

5) Network structure of “CLINIQUE” and identifing of
micro-influencers: Fig. 13 shows the visualization of the
follower network of CLINIQUE using all nodes with a degree
greater than 1.

From the degree distribution and Fig. 13, the follower
network of CLINIQUE was scale-free. Fig. 14 shows a
visualization of the CLINIQUE follower network after branch
cutting. The average degree was 68.3. The number of
communities detected by the modularity was three. For each
community, Community 1 is light blue, Community 2 is beige,
and Community 3 is brown. The average density of the
CLINIQUE network is 0.284.

Fig. 13. Whole Consumer Network of CLINIQUE.

Fig. 14. CLINIQUE Follower Network.
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TABLE VIII. Top 5 USerS WITH HIGH PAGERANK (CLINIQUE)

Rank Users PageRank Degree Community
1 U 0.0508 158 2
2 \Y 0.0377 131 2
3 w 0.0300 123 2
4 X 0.0289 98 2
5 Y 0.0254 126 3

Table VIII lists the top five users with the highest
PageRank. The highest degree in the CLINIQUE network was
185 and the lowest degree was 22. From Table VIII, it was
confirmed that micro-influencers of the CLINIQUE network
tended to be high degree, although their PageRank varied.
Based on users’ tweet tendencies, we determined that
community 1 had many hobbies community, community 2
was a homemaker community, and community 3 was a
cosmetic lovers’ community. From Fig. 9, it seems that
communities 1, 2, and 3 are divided into two groups. We
determined that the connections between users in these two
communities were high, based on the average degree of the
network. Therefore, we named CLINIQUE network to be
“Dual Network.”

6) Network structure of “LANCOME” and identifing of
micro-influencers: Fig. 15 shows the visualization of the
follower network of the LANCOME using all nodes with a
degree greater than 1. From the degree distribution and
Fig. 15, the follower network of the LANCOME was scale-
free. Fig. 16 shows a visualization of the LANCOME follower
network after branch cutting. The average degree was 58.0.
The number of communities detected by the modularity was
four. For each community, Community 1 is brown,
Community 2 is pink, Community 3 is light blue, and
Community 4 is light purple. The average density of the
LANCOME network is 0.246.

Table IX lists the top five users with the highest
PageRank. The highest degree in the LANCOME network
was 165 and the lowest degree was 22. From Table 1X, it was
confirmed that the degree was proportionally high to the
PageRank of micro-influencers in the LANCOME network.
Based on users’ tweet tendencies, we determined community
1 as a cosmetic lovers’ community, community 2 had a lot of
hobbies community, community 3 was a cosmetic lovers and
sweepstakes community, and community 4 was a talent
lovers” community. From Fig. 16, we found that there are two
large communities, one by Community 1, 2, and 3 and the
other by Community 4.

Although the average degree of the network is not high,
there are connections between the two large communities.
Therefore, we named the network structure of LANCOME as
a “Dual Network.”

B. Visualization of Follower Networks across the Cosmetics
Industry and Identify Mega-influencers
Next, in order to find mega-influencers, we created a
follower network for all six brands using the follower users
used in Section A. We reduced the number of nodes by using

Vol. 13, No. 2, 2022

the edge weights calculated in Section 3-B. We used 357
nodes for the final visualization of the 1,277 nodes remaining
in Section A. Table X shows the breakdown of the number of
nodes for each brand used in the final network visualization.

Fig. 15. Whole Consumer Network of LANCOME

Fig. 16. LANCOME Follower Network.

TABLE IX.  Top5 USERS WITH HIGH PAGERANK (LANCOME)
Rank Users PageRank Degree Community
1 z 0.0330 125 1
2 AA 0.0265 115 2
3 AB 0.0234 165 2
4 AC 0.0232 101 1
5 AD 0.0209 132 2

TABLE X.  NODE COLOR AND NUMBER OF NODES FOR EACH BRAND
Brand Names Colors Number of Nodes
ADDICTION Pink 47
Shu Uemura Yellow 39
Paul & Joe Light green 42
ETVOS Light blue 36
CLINIQUE Light purple 58
LANCOME Orange 106
Multiple Brown 29
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Fig. 17 shows the results of visualizing the network using
the nodes listed in Table X. Some users followed more than
one brand in Fig. 17 (29 nodes as shown in Table X). The
network average degree was 47.3.

As a result of using modularity for the entire brand
network, we detected five communities (Fig. 18). Community
1, light blue; Community 2, light green; Community 3, pink;
Community 4, orange; Community 5, purple; and Community
6, brown. From Fig. 17 and 18, we found that the upper-right
community (community 6) follows LANCOME. In addition,
we found that the lower left community (community 3)
followed the Shu Uemura. So, there are communities in the
whole network where only the followers of a particular brand
stick together.

Table XI lists the top ten users with the highest PageRank.
“Brand” in Table XI represents the brands that each user is
following. Comparing Table XI with the micro-influencers for
each brand, it was confirmed that half of the mega-influencers
were not included in the micro-influencers for each brand.
Comparing the percentage of communities, we found that the
percentage of communities in Community 1 (the orange
community in Fig. 18) was high, indicating that it was the
central community in the overall network.

Fig. 17. Network of Coloration by Brand.

Fig. 18. Network Diagram of the Entire Brand.
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TABLE XI.  Top 10 USERS WITH HIGH PAGERANK
Rank | Users PageRank Community Brand
1 z 0.0227 1 LANCOME
2 AE 0.0177 1 ADDICTION
3 AF 0.0129 1 CLINIQUE
4 Y 0.0125 1 CLINIQUE
5 AG 0.0114 1 ETVOS
6 F 0.0107 3 Shu Uemura
7 AH 0.0104 1 LANCOME
8 U 0.0104 5 CLINIQUE
9 Al 0.0102 1 CLINIQUE
10 A 0.0090 2 ADDICTION

V. DISCUSSION

First, it is confirmed that all brand consumer networks
were scale-free networks, as shown in Fig. 5, 7, 9, 11, 13, and
15. Therefore, we considered that some micro-influencers
mainly spread the information to other users who follow each
micro-influencer.

Fig. 19 summarizes the results of classifying the follower
network of the six brands into three network structures. The
“Omnidirectional Network” refers to a network in which the
entire  community is universally connected. The “Dual
Network” is a network in which the entire network is divided
into two major communities. In these network structures, it is
obtained those characteristics similar to those of the small-
world in the degree distribution after node reduction. The
“Centralized Network” is a network in which nodes are
distributed to derive from one central community. From
Tables V and VII, we confirmed that the micro-influencers of
Shu Uemura and ETVOS, which are “Omnidirectional
Network,” varied degree. On the other hand, we confirmed
that degrees of the micro-influencers of the four brands with
“Dual Network” and “Centralized Network” tended to be high
in proportion to PageRank from Tables IV, VI, VIII, and IX.
In the omnidirectional network, there are various
communities, and the communities are all related with each
other. For this reason, we speculated that information tends to
be transmitted easily even if the degree is not high, and
PageRank may become high. On the other hand, “Dual
Network” and “Centralized Network™ are locally divided into
one or two communities. Therefore, we considered that the
value of PageRank was proportional to the value of degree.

Shu Uemura ETVOS
Omnidirectional Network !

CLINIQUE
Dual Network

LANCOME

< % .

Paul & Joe ADDICTION
Centralized Network

Fig. 19. Classifying Network Structures.
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From the results of this classification and the comparison
of the brand lineages in Table Il, we inferred that the brand
lines were not proportional to the network structure. As for the
communities of each brand, it is observed a community of
tweets about sweepstake entries in all networks, which was
not directly related to cosmetics. These communities were
unique to Twitter and considered the effect of a campaign to
increase followers and product recognition. As a characteristic
community, Shu Uemura had a community that liked
animation and comic, and LANCOME had a community that
liked celebrities. Shu Uemura sells cosmetics with tie-ups with
manga and anime characters every winter, and LANCOME
has Japanese celebrities as ambassadors, actively appearing in
commercials and advertisements. Therefore, we consider that
there is a good possibility that users, who prefer the tie-up
side, but not the cosmetics themselves, are interested in the
products and become fans. In contrast, Paul & Joe and
ADDICTION specialize in communities of users who are
interested in cosmetics and beauty. Paul & Joe’s cosmetics
with cat motifs are popular, and ADDICTION’s single
eyeshadow colors are abundant and popular. Therefore, we
considered that they might be more likely to attract collectors
than other brands.

Based on the tweeting tendencies of users belonging to
each community, we roughly classified them into communities
with similarities by community detection. However, some of
the derived communities were inconsistent in their tweet
content and self-introductions. It is assumed that this was due
to the modularity of the community detection.

Table XII summarizes the results of the micro-influencers
for each brand. As shown in Fig. 17, some users followed
more than one brand. However, Table XII shows that there
were no overlapping users among the six brands. Therefore,
we inferred that user who are influential on one brand do not
necessarily influence other brands. In addition, comparing
Tables XI and XIlI, which show the mega-influencers, only
five users (A, F, U, Y, and Z) were included in both tables.
Therefore, we inferred mega-influencers were not necessarily
micro-influencers for each brand. In contrast, Table XI shows
that all mega-influencers followed only one brand. Given
these facts, we considered whether a person following
multiple brands was not a criterion for being a mega-
influencer.

TABLE XIl. Top 5 MICRO-INFLUENCERS FOR EACH BRAND
Shu
ADDICT Uemu Paul&J | ETVO | CLINIQ LANCO
ION oe S UE ME
ra
1 A F K P U Z
2 B G L Q \Y AA
3 C H M R " AB
4 D | N S X AC
5 E J 0 T Y AD

Furthermore, none of the users following Paul & Joe are
included in Table XI. From the node breakdown in Table X,
the number of nodes was not extremely low, and the density of
brand consumer networks was not extremely small. One of the
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reasons for this was that the users who followed Paul & Joe
were biased toward accounts that specialized in cosmetics.
Contrarily, although Shu Uemura had the smallest number of
nodes in the overall network, users who followed Shu Uemura
were included in the top ten mega-influencers. Considering
the fact that Shu Uemura’s followers come from various lines
of users, we considered that even in the cosmetics industry,
users who were connected to various lines of users were more
likely to become mega influencers who influence the whole
network. However, as shown in section 4-B, even in the entire
brand network, there were communities that consisted only of
followers of a particular brand. We thought that users who
belonged to such communities were not necessarily influential
to the entire industry. Therefore, to identify mega-influencers,
we considered it necessary to take into account their
community affiliation even if their PageRank was high.

VI. CONCLUSION AND FUTURE WORK

In this study, we identified and compared the consumer
network structures of six cosmetic brands. We also identified
and compare the micro-influencers for each brand with the
mega-influencers for the brands as a whole. We used network
analysis. The consumer network was visualized using the
Fruchterman-Reingold model, PageRank, and modularity to
reveal the community.

As a result of the analysis, we classified the six cosmetic
brands into three network structures. We named the three
networks “Omnidirectional Network,” “Centralized Network,”
and “Dual Network.” It was also found that the micro-
influencers with high PageRank and high degree for each
brand were different. After visualizing the entire network, we
classified the network into six communities. Of the six brands,
only Paul & Joe’s followers were not included in the top 10
mega-influencers with high PageRank. Comparing micro-
influencers and mega-influencers, it was found that micro-
influencers are not always mega-influencers.

In future work, we believe that a generalization of
consumer networks in the cosmetics industry will be possible
by conducting the same analysis for cosmetic brands that
match the same conditions as in this study and comparing the
results. In particular, the recent outbreak of COVID-19 has led
to a decline in sales in the cosmetics industry in Japan, so we
consider this to be an effective marketing strategy. In addition,
although we used modularity for community detection in this
study, some communities could not be judged well based on
users’ tweeting tendencies. Therefore, we believe that network
analysis using metrics other than modularity will allow us to
evaluate networks from different perspectives.
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Abstract—Seismic  exploration involves estimating the
properties of the Earth's subsurface from reflected seismic waves
then visualizing the resulting seismic data and its attributes.
These data and derived seismic attributes provide
complementary information and reduce the amount of time and
effort for the geoscientist. Multiple conventional methods to
combine various seismic attributes exist, but the number of
attributes is always limited, and the quality of the resulting image
varies. This paper proposes a method that can be used to
overcome these limitations. In this paper, we propose using Deep
Learning-based image fusion models to combine seismic
attributes. By wusing convolutional neural network (CNN)
capabilities in feature extraction, the resulting image quality is
better than that obtained with conventional methods. This work
implemented two models and conducted a number of
experiments using them. Several techniques have been used to
evaluate the results, such as visual inspection, and using image
fusion metrics. The experiments show that the Image-fusion
Framework, using the Image Fusion Framework Based on CNN
(IFCNN) approach, outperformed all other models in both
guantitative and visual analysis. Its Qasr and MS-SSIM scores
are 50% and 10%, respectively, higher than all other models.
Also, IFCNN was evaluated against the current state-of-the-art
solution, Octree, in a comparative study. IFCNN overcomes the
limitation of the Octree method and succeeds in combining nine
seismic attributes with a better-combining quality, with Qas/rFand
Nas/F scores being 40% higher.

Keywords—CNNSs; neural networks; seismic attributes; seismic
images; image fusion

I.  INTRODUCTION

Seismic data is a major source of information for Earth
subsurface exploration and visualization. To gather seismic
data, seismic waves are sent into the Earth’s subsurface, and
the resulting reflection is recorded. Using these reflections, the
underlaying structural information is obtained and the earth
subsurface can be modeled and visualized [1]. The data that
are obtained from the seismic data, to supplement and enhance
the geological/geophysical information, are referred to as
seismic attributes [2]. They help to make the process of
visualization more informative.

The current process used by engineers, archeologists,
geologists, and other scientific scholars to develop accurate
representations of the Earth's subsurface involves looking at
the seismic images and their related seismic attributes, which

is followed by the interpretation of huge volumes of data. The
process is, however, bulky and makes it difficult to combine
the various views into one comprehensive view that can
efficiently exploit all the data included in each individual view
and reduce the time taken in the process.

Various scholars have made major contributions to address
the challenge of combining seismic attributes, including
Octree, principal component analysis (PCA), cross-plotting,
and volume blending [3], [4]. The most recent work by Al-
Dossari et al. [4], show how the Octree color quantization
algorithm can be extended to enhance the combined seismic
attributes. However, the method has some limitations. For
instance, the number of attributes is limited to a maximum of
eight, the structural disposition of the attributes can affect the
results, and the result of the combined image includes
artifacts.

Image fusion can be described as the process of combining
more than one input image that contains complementary
information from related scenes, thus producing a composite
image [5]. The input images are obtained from matching
imaging devices, including various types of imaging devices,
or from various other parameters such as infrared cameras and
satellites. The resultant composite image is more useful in
terms of the included information as compared to the
individual images [6]. The techniques used in image fusion
offer many benefits in different image processing tasks that
rely on viewing more than one image of the same scene, such
as object recognition and detection, as well as areas like
digital photography and remote sensing, among others.
Merging the key information of various input images into one
fused image can be helpful in reducing the challenge of
wasted time and enhancing the final results of the work [5].
The data enrichment offered by seismic attributes of seismic
images is the same as in various other image fusion tasks, like
remote sensing and medical imaging.

The recent development of deep learning (DL) has led to
various experts in the field developing different image fusion
techniques using the new technology. In this field, Machine
Learning algorithms, afforded by deep learning, along with
neural networks, are used to extract data and image
representations. The use of Convolutional Neural Networks
(CNN) is important in solving the conventional, manual
method challenge of designing fusion techniques and choosing
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activity-level metrics and fusion rules as it has the capability
of learning features indirectly via data training. Because the
tasks involved in image fusion are closely related to the
classification challenges that CNNs excel in, they provide
superior results [7], [8].

To create a DL method capable of combining any number
of seismic attributes, this paper proposes using general image
fusion models. The method involves extracting features of an
image and then fusing them into a single image. It first obtains
three-dimensional (3D) image information, with each piece of
the three-dimensional information representing either the
seismic attributes or the seismic (raw data) image. Based on
this method, 3D data is sliced, and the resulting two-
dimensional (2D) images are forwarded to the fusion model as
inputs. The key data is then extracted from the input images
by use of the convolutional layer to produce maps of the
features. These maps are then fused to generate the output
image and, lastly, the process outputs the data in form of a 3D
image.

This paper includes experiments that compared the
proposed technique by implementing two fusion models with
other fusion models used previously by Alotaibi et al. [9], and
then compares their results. It also compares the model’s
results against the results of Octree. The models used are a
new kind of image fusion model developed to fuse all types of
images and are not limited to any specific types of images.
The reason for using pre-trained models is the lack of
available datasets for seismic images with ground-truth fusion
images, which hinders the training process. The pretraining
helps solve the problem of training the CNN.

Our paper is structured as follows: In Section I1, we briefly
provide background information; in Section Ill, the proposed
fusion method is introduced in detail; in Section IV, the
experimental results are shown; in Section V the conclusion of
our paper and discussion are presented.

Il. BACKGROUND

A. Image Fusion Review

In its simplest terms, image fusion can be described as a
technique used in image processing that involves merging
more than one input image, obtained from multiple sensors, to
produce a single superior image [5]. The process is used to
reduce the volume of data, as well as to provide images that
are more ideal and understandable by computers and humans.
Image fusion also facilitates the collection of data from
images derived from multiple sources to create high-quality
fused images including all the spectral and spatial information

[6].

The fused image must observe the following conditions:
first, it must contain all of the relevant information; second, it
must have clarity regarding every artifact and anomaly; and
third, all errors and noise are eliminated. Some of the primary
applications of image fusion are multi-focus image fusion,
medical image fusion, and remote sensing image fusion [5].

The common approach used in image fusion includes
acquiring multiple input images, registering the images, and
then fusing them. The registration of the images includes
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detecting features, setting and comparing them, estimating the
transformation models, and converting and re-sampling the
image. The process includes fusion rules which are applied
either as part of the image transformation models or as direct
mathematical applications, such as choosing or averaging the
maximum pixel value [10].

Image fusion can be classified into different categories
according to the task(s) performed [11]. These are:

e Multi-exposure image fusion - combines images with
various exposures to different lighting to produce
superior images.

e Medical image fusion — combines images used in
medical fields, like computed tomography (CT) and
magnetic resonance imaging (MRI) to produce more
informative images.

o Infrared/Visible light image fusion that combines
images obtained using infrared radiation with visible
light to produce images that are more informative.

e Multi-focus image - it combines images that include
diverse focus depths to produce greater depth of visual
field.

The deep learning-based image fusion approach has
demonstrated huge potential in terms of enhancing the
techniques used for image fusion due to the application of
CNNs. The basic architecture of CNNs includes two main
parts, the classifier and the feature extractor. The latter utilizes
pooling and convolutional layers to obtain the relevant
features of the inputs and signify them via activation maps,
which support the step of image registration in the image
fusion process. The former is used to execute fusion rules on
the map, which supports the fusion part in the image fusing
process. CNNs are also able to apply more than one fusion
rule since they are trained on big datasets, thus avoiding one
of the classical limitations of the fusion techniques. Fig. 1
presents the CNN’s basic architecture.

B. General Image Fusion

Within the last few years, a new trend of image fusion
research has emerged in which DL models are created to
perform image fusion on all types of image fusion tasks. So
far, two of such general image fusion models have been
developed.

Convolution and
Poaling Layers

Fuly-Connected  Class

Final Features Maps Liyers Seores

—p  ——p Loss Function
Inputs

Y Y
Feature Extractor Classifier

Fig. 1. Overview of CNNs Architecture.
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One of these includes a Zero-learning image fusion model
proposed by Lahoud and Susstrunk [12] to solve problems of
image fusion using CNNs, such as the need to create a large
dataset to train the network. The training process is time-
consuming and expensive, requiring a lot of resources such as
processing power, and a large amount of memory, energy, and
time, which prevents the network from being able to perform
other tasks. As a solution, the study proposes a novel image
fusion model using earth CNNs. The pre-trained network is a
network that has been trained on a large dataset and has saved
the network’s weights and biases to use on another task. Using
a pre-trained network solves all the aforementioned problems
by removing the need to create a dataset, saving time, and
reducing cost. It also eliminates the training process to work
on various image fusion tasks. The model operates as a two-
scale decomposition image fusion model. Fig. 2, presents a
schematic diagram of the proposed method. It follows specific
steps, which include: (1) dividing the images into base and
detail layers by applying a filter; (2) performing base layer
fusion on saliency maps; (3) performing detail layer fusion on
CNN feature maps using the Very Deep Convolutional
Networks (VGG19) model trained with ImageNet [13]; and
(4) fusing base and detail layers to acquire the final fused
image.

The proposed model was tested against state-of-the-art
models for medical image fusion, Infrared-Visible image
fusion, and Multi-focus image fusion. The experimental
results showed that the fusion model being developed was
robust, and that it exceeded the current state-of-the-art image
fusion models for specific tasks.

Zhang et al.[14] propose a general image-fusion
framework using CNN (IFCNN) that takes full advantage of
the convolutional layer capabilities as a feature extractor, as
well as generating output images using a weighted average.
The proposed framework is a novel solution to the problem of
general-purpose image fusion to achieve state-of-the-art
results with a fully convolutional neural network without the
need for other techniques to complement it. The quality of the
training dataset used in the model is far superior to other
existing models, thus making the proposed framework a
novelty among CNN models used for image fusion. The
IFCNN contains three key modules, including the image
reconstruction module, feature fusion module, and feature
extraction module. Fig. 3 includes an illustration of the model
architecture.

(a) Two-scale decomposition (¢) Detail level fusion

[
-
Source [, Source I

Detail Dy Features 'y

an | D,
(h) Base level fusion

- -@c -ié-—.né

1 Saliency Sy Saliency Sa Weight W”  Weight W’ Fused B ' Fused F

(d) Fusior

Fig. 2. Schematic Diagram of the Method [12].

Vol. 13, No. 2, 2022

Input Feature extraction Feature fusion Feature reconstruction Output

Feature maps Feature maps
224224 64224224

Toput Tmage T
XX

Feature maps
61x224x224

Feature maps Tusion Image I

Liedicighy 61201201 3b

Tiedweights

CONVI [‘E]TEI FUSE —+CONV3IF -F{CO}{\’JE—’

Input Tmage I Feature maps Feature maps
3H24X 24 642242224 645224224

Fig. 3. IFCNN Architecture [14].

The model was also tested against state-of-the-art models
used in multi-focus image fusion, multi-exposure image
fusion, infrared-visible image fusion, and medical image
fusion, and outperformed all of them.

Alotaibi et al. [9] proposed the use of DL models to
combine seismic attributes. The work primarily investigated
the performance of current state-of-the-art models, pre-trained
for specific types of image fusion in combining three seismic
attributes. The results showed that DeepFuse [15] has
successfully combined three seismic attributes. DeepFuse is a
model used for multi-exposure fusion. Prabhakar et al. [15]
proposed DeepFuse, a novel model for multi-exposure fusion
that takes an unsupervised approach in the fusion process. The
authors also created and trained the network on a new
benchmark dataset, improving the model’s learning ability.

I1l. PROPOSED TECHNIQUE

The image fusion technique proposed here helps to support
the seismic data-merging and multiple seismic attributes along
these lines: assume there are X inputs to the model, and X>2,
where X is three-dimensional images with similar sizes that
are either seismic attributes or data, symbolized as la, and Ir
in that order, as lan|n€{1,2, 3,..., N} as shown in Fig. 4. First,
the lan and Ir inputs are transferred to slicing functions to
change the three-dimensional data (X,y,z) into two-
dimensional data (x,y) with Z sum of images. The slicing
function’s outputs are sent to the fusion models as inputs, the
model accept a group of images as inputs, including a single
image from each la, and I, beginning from z =1 up to Z.
After every fused image is generated by the fusion models,
and the calculation of the fusion metrics and image fusing is
done, they are then converted into three-dimensional image
information via the slicing function’s reverse function.

A. Fusion Model

We will compare the performance of IFCNN and Zero-
Learning models on the seismic image combining task.
IFCNN is trained on a NYU-D2[16] dataset and Zero-
Learning, using ImageNet weights for its layers, and pre-
trained implementation to overcome the issue of a lack of
labeled datasets where their ground truths are identified. This
approach also benefits from the use of pre-trained models
because it eliminates the need for model training, which
reduces the time and resources required to implement the
method. Additionally, using pre-trained models to combine
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seismic attributes creates a method that is less complicated
than all other existing methods since the existing methods
require powerful workstations and high computational
resources.

Attributel (la1) Attribute2 (la2) AttributeN(lan)
3D (X*Y*Z) 3D (X*v*2) [ 3D (X*Y*Z)

J" A Y

‘ Slicing Function I

A\ \ J Y
Attribute1(la) Attribute2 (l1a;) AttributeN(lay)
2D Z*(X*Y) 2Dz x*Y) [ [ 2D Z*(X*Y)

A

‘ Fusion Model

\J

‘ Reconstruction Function

\J

Fused Data 3D
(X*Y*2)

Fig. 4. Schematic Diagram of the Proposed Method.

B. Fusion Metrics

The metrics used to assess the performance of image
fusion techniques proposed by Lahoud, Susstrunk, et al.
[12][14] compare the models’ performance. Because the
ground truth images are lacking, different non-referenced
image fusion metrics are used in the evaluation of the
performance of the models. Based on the study by Jagalingam
and Hegde [17], the appropriate metrics to use are:

1) Naesr (Modified Fusion Artifacts): for measuring
artificial artifacts produced by the fusion.

2) EN (Entropy): for measuring the fused image’s
information content.

3) Qasr (Information Transfer): for measuring the overall
information moved from source images to the fused one.

4) FMI (Feature Mutual Information): for measuring the
dependencies existing between the fused image and input
images.

5) MI (Mutual Information): measures the relationship of
image intensity between the reference images and the fused
images.

6) SSIM (Structural Similarity Index Measure): used for
comparing the local patterns of pixel intensities between the
reference images and the fused image.

7) MS-SSIM (Multi-scale structural similarity): used in
measuring the expansion of the SSIM by merging luminance
data at the highest resolution levels, with contrast and
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structural information at various down-sampled resolutions
(scales).

IV. EXPERIMENTS AND RESULTS

After conducting experiments on the models Zero-
Learning and IFCNN, using pre-trained models published by
Lahoud, Sisstrunk, et al. [12][14], the results were compared
with those of DeepFuse and Octree [4][15]. Three key
experiments are presented in this study. The first one
compares the results from three models' results on combining
three seismic attributes to find the best model, and the second
one compares the results of Octree with the best fusion model.

Experiment 1 determined whether the proposed models are
able to combine three different seismic images and then
compared their results with DeepFuse. Experiment 2 showed
the model's ability to combine up to nine attributes.
Experiment 3 was used to compare the model results of
combining eight seismic attributes against the results of
Octree. To analyze the combined results, a visual comparison
was done, along with a quantitative assessment, to check the
visual representation characteristics, like color and quality,
among other aspects of the fused image, together with the
structural data.

A. Comparing Fusion Models

In the first experiment, a section from a marine block from
the North Sea was used. The number of inputs X is 3; one of
the inputs is a seismic image (lg), and another is a
skeletonization algorithm seismic attribute termed skeleton,
produced by (la1) [18]; the third is a seismic attribute called
coherence and is represented by (1a2) [19]. The size of Ir,, lai,
and laz is (876,221,271). The inputs and the combined results
of the three models are presented in Fig. 5. The images are
reduced and cropped to fit within the limits of the space
available. The original images were used for the experiments.

To assess the success of the fusion of multiple seismic
attributes, the fusion result should:

1) Identify unique events that appear in one attribute. In
this experiment, the events are faults that appear in one of the
inputs.

2) Preserve small details.

3) Reveal major common geo-bodies from all inputs. In
our experiment, the geo-bodies are faults [1].

We will refer to each of these points as a Studied Property
(SP).

Zero IFCNN Deep
Learning Fuse

RRRRSSS | 3 ] SN S

Fig. 5. Fusion Results after Combining Experiment 1 Results: The Left Side
of the Line shows the Inputs while the Right Side Presents the Fusion
Outputs.
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For SP 1, described as Identifying unique events that
appear in one attribute, as shown in Fig. 4 and marked in blue,
Zero-Learning, IFCNN, and DeepFuse clearly present the
events from all inputs. For SP 2, described as Preserving small
details after the combining process, as shown in Fig. 4 marked
in red, IFCNN maintained all of the details that other models
could not keep. For SP 3, described as Revealing major
common Geo-bodies in the fused image, Fig. 4 shows an
example of a common geo-body, marked in green. All models
displayed the geo-body but not all details are visible. Only
IFCNN captured all of the details. IFCNN had the best
performance, followed by Zero-Learning, which shows that
general fusion models are capable of extracting and
transferring important information from seismic images better
than DeepFuse.

Experiment 1 fusion metrics results are presented in
Tablel. The figures in bold font represent the best
performance results, while underlined figures indicate the
second-best performance.

TABLE I. EXPERIMENTAL RESULTS
Fusion Metric Model -
Zero Learning IFCNN DeepFuse

EN? 7.185351 7.363646 7.127503
Mt 21.55605 22.09094 21.38251
Qare? 0.35872 0.55716 0.38529
FMIt 0.840996 0.831741 0.840794
SSIM? 0.4322 0.413706 0.428697
MS-SSIM1 0.785514 0.870077 0.806129
Nagrl 0.010318 0.079795 0.000752

The Zero-Learning model’s result included the top values
for FMI, SSIM, and second-best values for EN, MI, and Nag/r.
Scoring high in EN, MI, and FMI, =0.84 values indicate that
the fused images include huge volumes of data and that the
model performs extremely well for extracting features. The
model’s EN and MI values are 2.4% less than the best model
(IFCNN). Scoring high SSIM = 0.43, and MS-SSIM =0.78
values, indicates that the fused images have maintained
structural data and high image resolutions. The model’s SSIM
and MS-SSIM values are 1% and 9.7% respectively, less than
the models with the highest values (IFCNN, DeepFuse).
Scoring a high Qaer, = 0.35 value, shows that the fused
image contains data transferred from the inputs. The model is
ranked third for Qag/r value, and less than the best model by
35.6%. Scoring a low Naer = 0.01 value indicates less
artificial fusion noise. The model is ranked second for Nag/r
values and is more than the best model (DeepFuse) by 1x103
percent.

The IFCNN model’s results included the top values in EN,
MI, Qaer, and MS-SSIM. The model’s high Ml and EN
values indicate that the fused image includes some rich
information. The model has a high FMI = 0.83 value which is
less than that of the model with best values (Zero-Learning)
by 1%. The model has a high SSIM = 0.41 and highest MS-
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SSIM = 0.87 values; SSIM values are 4.2% less than the best
model (Zero-Learning). The model has the highest Qapr =
0.55 value and has a low Nag/r= 0.079 value. It is ranked third
for the Nag/r values, and the value is more than the best model
(DeepFuse) by 1x10° percent. The fused images contain all of
the structural information from the inputs, every edge is clear,
the inputs’ texture and color are available, and no perceptible
fusion noise is present.

For the DeepFuse model, its results included the top values
for Nagsr, and the second-best ones for FMI, Qag/r, SSIM, and
MS-SSIM. The model has high EN and MI values. The EN
and M1 values are 3.3% less than the model with the best EN
and MI values (IFCNN) and the model’s FMI =~ 0.86, and are
less than the model with best values (Zero-Learning) by
0.02%. The model has high SSIM =~ 0.42 and high MS-SSIM
~ 0.80 values. The SSIM and MS-SSIM values are 1% and
7.8% respectively, less than the models with the highest
values (Zero-Learning and IFCNN). The model has a high
Qaer = 0.38 value but is less than the best model (IFCNN) by
%30. The model has the lowest Nagr =~ 0.0004 value. The
fused images contain all of the structural information from the
inputs, every edge is clear, the texture and color from the
inputs are presented clearly, and no perceptible fusion noise is
present.

The Experiment showed that IFCNN is the best out of the
investigated models, as it outperformed every other model and
gave the best result for enhancing fault detection by
combining seismic attributes. Zero-learning and DeepFuse
were competing for second place and had comparable
performance. We only considered IFCNN in the following
experiments.

B. Combining more Attributes

The second experiment tested IFCNN’s ability to combine
multiple seismic attributes. We used a section from the
Parihaka dataset and generated fusion results. In addition to
seismic Detect and Skeleton attributes, six additional attributes
were generated using an edge-preserving algorithm [20].
Fig. 5 presents the results of combining multiple attributes.

The fusion metrics of the results have been calculated and
are presented in Table II.

TABLE Il.  FusioN METRICS’ RESULTS FOR IFCNN FOR UP TO NINE INPUTS

Number of Inputs (Attributes)

Fusion

Metric | 3 4 5 6 7 8 9
EN?t 685 | 686 | 6.89 7.02 7.14 7.06 7.60
Mit 20.9 27.4 34.48 42.13 50.00 56.55 60.87

Qaerr? 0.56 0.48 0.36 0.32 0.31 0.25 0.21

FMIT 0.86 0.84 0.84 0.82 0.82 0.82 0.76

SSIM?t 0.50 0.43 0.41 0.44 0.43 0.38 0.28

MS-

SSIM1 0.85 0.69 0.60 0.73 0.55 0.70 0.67

Nag/rl 0.05 0.05 0.01 0.04 0.13 0.08 0.17
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The metrics values show that IFCNN had maintained good
image quality for the fused images while increasing the
number of attributes. First, the increase in EN and MI values
with the increase of attributes shows that IFCNN combining
results is rich in information. IFCNN maintained high FMI
and MS-SSIM values while increasing the number of
attributes, demonstrating that the fused images did not lose
important information from individual inputs and that the
fused images have a good structure. The Nagr Vvalues
increased while increasing the number of attributes, since
increasing the number of inputs leads to increasing the amount
of resulting fusion noise, but the values remained small.
Finally, IFCNN Qasr and SSIM values decreased while
increasing the number of attributes because, given that the
fused image structural similarity to individual inputs and the
information transfer rate from input to output will decrease
with the increase of inputs, the decrease is to be expected.

Visually inspecting the combining results exhibit [IFCNN’s
ability to increase the number of combined attributes without
generating a large number of unwanted artifacts or
diminishing visual information. After examining the
combining results quantitatively using fusion metrics, and
qualitatively by visual inspection, the combining results
determined IFCNN’s ability to successfully combine up to
nine attributes, with the ability to combine more.

Inputs

Ly Lag Las Las La7 Lag

Fusion Results based on Number of Inputs
Three Four Five Six Seven Eight Nine
—_—— e~ e
E=—=—=° =

Fig. 6. A Sample of Combining Results of Multiple Attributes. Inputs:
Seismic (IR), Detect Attribute (IA1), Skeleton Attribute (IA2), Sobel X
Gradient Attribute (1A3), Prewitt X Gradient Attribute (1A4), Sobel Y
Gradient Attribute (IA5), Prewitt Y Gradient Attribute (IA6), Sobel Z
Gradient Attribute (1A7), Prewitt Z Gradient Attribute (1A8).
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C. Comparing IFCNN and Octree

The third experiment was carried out to compare, in detail,
the quality of combining results between IFCNN and Octree
on fault detection. To fairly compare IFCNN and Octree, we
used sections from a marine block and an F3 block to generate
combining results of three and eight attributes respectively,
Fig. 6 shows the input and output of both IFCNN and Octree
for combining three attributes.

As shown in Fig. 6, IFCNN preserved more structural
information in the resulting image than Octree, its combined
image had less noise, and its results are more suited for the
fault detection task. Then, we generated combining results for
eight attributes and compared the performance of the two
methods as shown in Fig. 8.

From Fig. 7, it can be seen that IFCNN’s structural details
are more vivid and that faults are more easily detectable since
IFCNN uses a large number of filters to extract important
features from individual attributes before combining. This
helped IFCNN maintain high structural information with the
increased number of attributes. The quality of the combining
results can be quantified using the fusion metrics’ values in
Table 111 (better results are in bold).

Inputs
L Iy L,

Output

'__f.__ )

Fig. 7. Inputs: Seismic (IR), Detect Attributes (IA1), and Skeleton Attribute
(1A2). Output: Combining Results of IFCNN and Octree.

Octree IFCNN

Fig. 8. Left Side: Combining Results of Three Attributes. Right Side:
Combining Results of Eight Attributes.
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TABLE Ill. FusioN METRICS’ RESULTS FOR IFCNN AND OCTREE

3 Attributes 8 Attributes
Fusion Metric

IFCNN Octree IFCNN Octree
EN? 7.180216 7.51156 7.60924 7.93288
MIT 21.54065 22.5347 60.8739 63.4630
Qaer? 0.583826 0.27468 0.21114 0.11362
FMIT 0.850726 0.87913 0.76648 0.72074
SSIM1 0.457925 0.25939 0.28056 0.18298
MS-SSIM? 0.878803 0.41374 0.67677 0.26245
Nasirl 0.056377 0.35625 0.17012 0.29739

The higher EN and M1 values of the Octree method can be
attributed to the color quantization algorithm, because Octree
quantizes and inputs pixel values, which guarantees that all
information from all inputs is condensed in the output,
creating an information-rich image with a high amount of
information. The FMI values are also affected by the color
quantization algorithm, as observed in Table Ill. The Octree
method had a higher value of FMI with a small number of
inputs because the total amount of information can be
quantized (condensed) without losing input information, but
when quantizing a large number of inputs, some information
from individual inputs is lost. Because of feature extraction,
IFCNN managed to maintain high values of FMI with the
increase of the number of inputs, because the important
information is extracted from the images, and the fused image
did not lose important information from individual inputs.
Also, for the other metrics, it can be seen that the Octree
method does not maintain high structural similarities between
inputs and output, which is indicated by the low values of
SSIM and MS-SSIM. Fig. 7 shows that the Skeleton attribute
structure is not clearly visible in the Octree results. IFCNN,
SSIM, and MS-SSIM values are 50% more than Octree, and
this can be observed by IFCNN results maintaining a similar
structure as input images. Also, IFCNN, Qagr, and Napr
values are 40% better than Octree, indicating the IFCNN
causes less artificial noise during the combining, and it has a
better information transfer rate than Octree. Thus, results show
that IFCNN overcomes the limitations of the Octree method,
and IFCNN’s seismic attribute combination quality exceeds
that of the Octree method.

V. CONCLUSION

In this paper, a method based on Deep Learning, designed
to solve the problem of combing multiple seismic attributes by
using CNN models is presented. The proposed method uses
pre-trained general image fusion models to fuse and combine
multiple seismic attributes. The approach has shown that it
can:

1) Overcome the issue of lack of labeled datasets where
their ground truths are identified.

2) Reduce the time and resources requirements by the use
of pre-trained models to eliminate the training phase.

3) Provide a refined solution that is capable of producing
better results than using the DeepFuse model.
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The experiments that were conducted led to a number of
findings. They showed that the Image-fusion Framework
using the CNN (IFCNN) model was the best model out of all
of the investigated models for combining seismic attributes.
The Zero-Learning model is a lightweight model, and the
easiest one to modify, and can be extended for future research
to further study these types of fusion models to use for seismic
attribute combining tasks. General image fusion models
exhibited excellent results and showed great potential. The
results showed that IFCNN scored better than other DL
models on multiple metrics. Its Qag/e and MS-SSIM scores are
50% and 10%, respectively, higher than the second-best
model. When IFCNN is compared to the current state-of-the-
art, Octree, IFCNN combining quality was superior to Octree
especially when the number of attributes is high. Metrics
results showed that IFCNN is better the Octree by 40% when
the two are compared by the quality of the image structural
information and the amount of noise.

The work presented in this paper implemented a method
that can combine seismic attributes using pre-trained DL
models. The choice of the pretrained models was based on
their performance in comparison to other models found during
the literature review. With scientific research advancement,
better models can be introduced. The downside to the study
presented is that the work is limited to seismic attributes used
for faults enhancement and detection.
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Abstract—Over the past decade, engineers and scientists
dedicated a significant amount of effort and time to enhance an
indoor system embedded with the state-of-the-art automation.
Through innovative implementation of sensors, 10T and machine
learning algorithm, the designing of indoor lighting control
systems evolved over the period. Our research is based upon the
development of a highly intelligent lighting system that will be
cost effective and at the same time easily accessed in a remote
mode. Devices like Ultra-wide band sensors and Lux sensors
were collected and utilized in the designing of the system to
retrieve information about the user’s location and existing
brightness in the room, respectively. These data were then
preprocessed, scaled and transmitted to various machine
learning algorithms to predict suitable lighting condition. The
application of our proposed lighting system will always keep the
brightness range to a recommended level of 200-400 Lux which is
extremely compatible for its use in homes, offices, schools and
high rage apartments. In addition, the remote access facility
allows users to operate the system anywhere in the world
providing user experience beyond imagination. Lastly, as the
system comprises of low-cost components that are also easily
replaceable and only provide lighting when needed, it can
provide savings in terms of cost and power.

Keywords—Machine learning algorithms; indoor lighting
control system; internet of things (loT); ultra-wide band sensors;
lux sensors; remote access facility

I.  INTRODUCTION

The importance of designing an efficient indoor lighting
system is impeccable in modern times. Interestingly, the
priority of lighting system is not only circumscribed to
exterior work but also light is a pivotal entity in terms of its
significance to human health. From the production of Vitamin
D- an essential ingredient for the bone development to
Vitamin D2 for conversion of ergosterol, light contributes to
such important functions in human health. Nowadays light
even being used as a therapy for numerous diseases ranging
from sleeping disorder to Alzheimer due to the fact that light
always triggers visual cortex of the brain used for vision and
other neural activities.
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Undoubtedly, the admittance for the advantages and
significance of productive lighting is inevitable [4]. This is
why continuously engineers and scientists all around the world
try to develop intelligent indoor lighting system with the
application of machine learning. We know that machine
learning deals with developing algorithms that can gain access
to large amount of data and learn automatically both in the
form of supervised and unsupervised mode. In addition, due to
the extensive application of Internet of Things (IoT) like
wireless technology and sensors, it is extremely viable to
connect devices with the internet and exchange large amount
of data. For example, it has been reported that the combination
of IoT along with machine learning technology will lead to an
increase of worldwide market earnings from $651 million in
2017 to $4.5 billion in 2026 [24].

The implementation of sensors with lighting makes the
overall use of control hardware redundant. Luminaries can
communicate by exchanging data with one another, allowing
seamless change in lighting to suit the immediate environment
with manual intervention. Interestingly, the intervention of
mobile apps without installing any additional cables makes the
indoor lighting system cost effective, secured, sustainable,
user friendly and most importantly desirable to consumers and
flexible for other technologies as well [11]. Generally, when
IoT solutions are incorporated, high expenditure for suitable
infrastructure is incurred, making return on investment
uncertain. However, with intelligent lighting, lesser energy
consumption is certain, reducing power costs. By further
tuning and daylight harvesting, power savings by up to 90%
are possible through LED lighting [12].

In this section, the need for good indoor lighting has been
discussed. In the next section, the existing research on
intelligent lighting has been reviewed. Further, the latest
research on the impact of incorporating intelligent lighting has
been highlighted in proposed methodology section. Finally,
the various intelligent lighting systems that have been built
lately have been examined in the last section.
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Il. LITERATURE REVIEW

The importance of intelligent lighting system is something
that is taken into serious consideration by many and as a
consequence we have seen some prolific work that already
proved to be productive.

Light is an essential aspect for both functional and
physiological facets of human beings. Some of the examples
include its importance in terms of the production of melatonin
which is a hormone that prepares the body for sleep at night
[1]. Importance of sleep to human physiology is beyond
articulation as several vital functions of brain — cognition,
concentration and productivity is directly related to sleep [2].
Needless to mention the significance of light from an
employee’s perspective as inadvertent designing of lighting
can result mishaps, lethargy, annoyances and most unwanted
accidents. ILO Manual states that improved lighting can
increase productivity up to 10% and reduce error by 30%.

When the lighting in an area adapts to changes in its
surroundings to achieve the necessary illumination, intensity,
and user satisfaction, it is called intelligent. It is proven fact
that intelligent lighting can result a sustainable and effective
increase in productivity and performance. Research has shown
that available lighting in the office directly affects employee’s
productivity, performance and probability of causing accidents
[3]. Considering the overall market segment and growing
focus on achieving a healthier and comfortable life, intelligent
lighting is one of the fastest growing areas for research and
commercial and probably it will not be wrong to term it as the
future of lighting. The process of installing intelligent lighting
in every household is much easier now due to an enormous
number of devices around 22.5 to be precise connected to
Internet by the end of the year 2021 based upon the Ericsson’s
latest Mobility Report.

While lighting control has been commercially prevalent
over the last few decades, the ways to achieve lighting control
are constantly evolving. At the very beginning, lights could
only be controlled using switches and dimmers. Users had to
manually change the light settings to suit their preferences. As
sensors and microcontrollers were commercially made
available, they could replace traditional switches by changing
brightness and intensity levels without user intervention [5].
Furthermore, by incorporating memory devices in lighting
systems, personalized lighting control has become possible by
saving user’s preferences [6]. In today’s times, easy
availability of data and data mining technologies has made
intelligent lighting possible. In intelligent lighting, machine
learning algorithms are used to learn from available data or
through their interaction with the environment to achieve
optimal light settings without manual intervention. The
evolution of lighting control over years has been summarized
in the below Table I.
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TABLE I. ADVANCEMENT OF LIGHTING CONTROL ALGORITHMS
Type of Extent of User Behavior Commercial
Lighting Intervention Example
Traditional Greatest One has complete On or Off switches

control over lights

Lights need not be
controlled by users

Controlled by
Sensors

Autonomous Null

Stores user’s Lighting is

Adaptive Least personalized using
preferences .
memory devices
S Intelligence
. - Lighting systems lighting control
Intelligent Minimum learns user -
systems using
preferences

machine learning

There are several intelligent lighting algorithms that have
been proposed in recent times to achieve certain objectives by
changing their behavior. Some of these systems include:

e Indoor Light Automatic Control System (ILACS)
control Algorithm.

e Structure of lighting control system using evolutionary
optimization algorithm.

o Intelligent dimming using PIR sensor and a dimmer
circuit.

¢ Intelligent room using Fuzzy Logic.
e Using power line carrier design.

A. Indoor Light Automatic Control System (ILACS)

Prominent researchers [8] have proposed an Indoor
Lighting Automatic Control Algorithm (ILACS) that controls
lighting according to daylight intensity, occupancy and motion
detection to ensure efficient utilization of energy. This work
focuses on Radial Basis Function Neural Network & Generic
Algorithm [10].

When operating on ILACS, the algorithm works as per the
selection of either of the two control methods- Lighting
control by scheduling and lighting control as per occupancy
detection. The two methods have been illustrated in the Fig. 1.

When the former control method is selected, the algorithm
calculates the daylight illuminance as per the present time
zone. The required light level is then determined based on the
light sensor and daylight calculations. The algorithm then
regulates the lighting groups in the system using light patterns
in accordance with the determined light level.

This system has been implemented using a light and PIR
sensor to detect illuminance and occupancy and a Linux
system to run the ILACS algorithm. The lighting control
information is transmitted wirelessly through ZigBee modules
to the various Lighting groups in the system- consisting of
LED drivers, down light and flat light by following closed
loop control algorithm [7].
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Fig. 1. ILACS Control Flow.

Results of this set up state that using the ILACS algorithm
utilizing external daylight with LED lighting reduces the
power consumption by up to 66.25%.

B. Evolutionary Optimization Algorithm

The researchers in this work elaborated the design and
implementation of a lighting control system that is built on
genetic algorithm optimization (Fig. 2). It emphasizes on
maximum utilization of natural daylight to achieve user
comfort and energy efficiency. The luminaire is either dimmed
or switched on/off as per the measured horizontal and vertical
illuminance values in the room. Using the genetic algorithm,
the illuminance output of all the lighting devices in the
workspace is estimated and the optimum operating schedule of
the electric system is decided.

The proposed system is an easily implementable and
inexpensive solution that offers efficient energy consumption
by reaping the benefits of natural daylight. Lights can be
switched on or off manually, but not dimmed. In the work by
I. Petrinska, V. Georgiev and D. Ivanov [9], the design and
implementation of a lighting control system that is built on
genetic algorithm optimization has been detailed which is
same like our proposed system.
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Fig. 2. Evolutionary Optimization Algorithm Implemented in Lighting.

C. Intelligent Dimming using PIR Sensor and Dimmer Circuit

The researchers implemented a dimmer circuit in the
design that varies the Pulse Width Modulation (PWM) signals
according to user’s position. The whole system can be
remotely operated using LabVIEW software.

When the PIR sensor detects motion, it sends a high value
signal to the Arduino Uno microcontroller. The
microcontroller then generates the PWM signal that is
transmitted to the dimmer circuit to switch on the light with
maximum brightness. Similarly, if no use has been found, the
PIR sensor transmits a low voltage signal to switch the LED
off.

The proposed system (Fig. 3) has applications in many
other fields like street lightings, industries, and homes. While
it is a low cost set up that can potentially save power, it does
not utilize smart algorithm to control output voltage and hence
it is not fully intelligent.

D. Intelligent Room using Fuzzy Logic

The researchers in the designing of intelligent room using
Fuzzy Logic System have simulated a smart lighting room that
takes the room temperature and available lighting into
consideration to produce necessary voltage [13]. This voltage
is then used for LED and blind control by using fuzzy logic.

PIR Microcontroller board Light
sensor || programmed to output intensity
input PWM based Dinuning Control of
signals LED source

/\ Serial Communication

Host
Computer
Internet Connected)
Transmit Dimming
signals nsing
VISA driver in <
LabVIEW
Client
Compurer Front VI Program for
Web Panel Supplying
Al I\
Based - Control @ PV\M CQlluol
Dimming transfer to Dimnming
Control Clent signal to
Microcontroller

Fig. 3. System Block Diagram for Intelligent Dimmer Circuit.
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The set up utilizes occupancy and lux sensors to detect
presence of user and the present illumination levels,
respectively. The sensitivity of the sensors must be such that it
neither produces delay in delivering information nor consumes
excess power. An additional sensor called radar motion sensor
is also used to alert the system to consume less power when
there is no activity in the room beyond a certain duration.
Window blinds with actuators are used in this experiment to
automatically allow maximum outdoor light into the room
while preventing glare.

However, system using fuzzy logic requires complicated
and enhanced computation power. Therefore, replacement of
fuzzy logic by machine learning algorithms has been
suggested.

E. Power Line Carrier Design

The researchers in this proposed system [14] have
introduced an intelligent control wusing power line
communication and a GSM module for remote control. The
system design is illustrated using Fig. 4.

The microcontroller communicates with the GSM module
via an RS232 cable for serial communication. It is also serially
connected to the power line for communication. Effective
transmission between the nodes is carried out by the power
line cattier module. For encoding and decoding purposes,
PT2248 chip is used. The infrared circuit in the chip receives,
detects, modulates and demodulates the infrared signal.
Lighting brightness control is achieved by the lighting
terminal controller.
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Fig.4. System Design.
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I11. PROPOSED METHODOLOGY

A. Proposed Experimental Procedure

The primary criteria of the implementation is to provide
suitable lighting conditions in accordance with the immediate
environment. The various aspects that form the immediate
environment will be the features impacting the project. By
understanding these features better, the data that must be
collected and fed into the algorithms for providing a suitable
output can be determined. These features depend on the
architecture of the area in which the project must be set up.

Therefore, the layout of the room where the project has
been set up comes into consideration. In order to understand
the nature of intelligent lighting, information about the various
factors influencing lighting in the area and the relationship
among these factors are crucial. This information will help
understand the problem statement better that will enable in the
design of a suitable lighting system. Since the primary criteria
of the implementation is to provide suitable lighting
conditions in accordance with the immediate environment, the
various aspects that form the immediate environment will be
the elements (features) impacting the project. By
understanding these features better, the data that must be
collected and fed into the algorithms for providing a suitable
output can be determined. These features depend on the
architecture of the area in which the project must be set up.
Therefore, the layout of the room where the project has been
set up comes into consideration. The layout of the room where
the experiment was set up has been shown in the below Fig. 5.
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Fig. 5. Experiment Set up.

Experiment set up consists of 8 LED luminaires that are
controlled by Mi-Light 40W 0/1 ~ 10V Drivers to switch the
lights on and off or for dimming purpose [15]. To ensure even
distribution of light throughout the room, the room has been
divided into 4 zones accordingly as shown in the above figure.
Therefore, the dimension of each zone is 5.5m x 2m x 2.2m.
Each of the zones is operated by a set of two luminaires,
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controlled by the Mi-Light drivers. Mi-Light 40W 0/1 ~ 10V
Drivers are used to adjust the brightness of the lights from 0 to
100% via PWM signals. The controller uses 2.4 GHz wireless
technology for low power and wireless transmission. Wireless
connection to the driver can be established via the Mi-Light
app in a smartphone or through the Mi-Light iBox2 Wi-Fi
bridge [17]. By linking this bridge to the local Wi-Fi router,
remote access to these lights becomes possible from anywhere
in the world. To detect real time positions of users, 4
DecaWave DWM1001 RTLS units are configured as anchors
and mounted at every corner of the room. Each of these
anchors are placed 1.5 m above floor level to guarantee line of
sight for better performance and seamless operation. Some of
the specifications of Mi-light driver [16] are given in Table II.

Two of the remaining RTLS units are then configured as
tags to record and mimic users’ position in the room.
Furthermore, to provide suitable lighting conditions to users in
each zone, information about the existing lux level in each of
the zones is necessary. For this purpose, EDS OW-ENV-
THPL sensors are mounted at the center of each of the zones.
These sensors also capable of providing temperature, humidity
and barometric pressure reading besides lux levels. However,
to ensure relevancy to the experiment, only lux levels are
recorded at the rate of 1 reading per second. This data can be
acquired via a data aggregator called MeshNet controller from
which data can be stored and viewed at real time. This useful
data from both the anchor tags and lux sensors is then fed to
Raspberry Pi 3 for manipulation by the algorithms. The
algorithm then accordingly predicts a suitable lighting
condition as output based on the data given which is then fed
back to the Mi-Light bridge to adjust the lights in the zone
accordingly.

The MDEK1001 kit is used to create an RTLS (Real time
location system) that provides data about the location of the
user in the room [18]. The RTLS was created by initializing 4
DWMI1001 development boards in the kit as anchor nodes, 1
board as a bridge and 2 boards as tags via the Decawave
DRTLS Manager android application [20]. The anchors were
mounted on the 4 ends of the wall to create a UWB network
and compute the location of the mobile ‘tags’ in the room. To
transmit information from the UWB network to Raspberry
Pi’s IP network (for instance LAN) and vice versa, a separate
board was configured as a bridge. It collects location
information from the anchors in the network and transfers
them to the Linux operating system of Raspberry Pi in the
network. Therefore, by using the bridge, monitoring the UWB
network via an external network was possible [19]. This
configuration is possible either by using the smartphone
DecaWave RTLS Manager application via Bluetooth, or by a
desktop or microprocessor via an SPI or UART connection.
The Tags were powered by rechargeable batteries, the bridge
by the SPI connection to the microprocessor and the anchors
by USB power supplies [20]. The specifications of the
development boards are summarized as follows [20] in the
below Table II1.
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The MDEK1001 kit is used in this project to create an
RTLS (Real time location system) that provides data about the
location of the user in the room. The RTLS was created by
initializing 4 DWM1001 development boards in the kit as
anchor nodes, 1 board as a bridge and 2 boards as tags via the
Decawave DRTLS Manager android application [20]. The
anchors were mounted on the 4 ends of the wall to create a
UWB network and compute the location of the mobile ‘tags’
in the room. To transmit information from the UWB network
to Raspberry Pi’s IP network (for example- LAN) and vice
versa, a separate board was configured as a bridge. It collects
location information from the anchors in the network and
transfers them to the Linux operating system of Raspberry Pi
in the network. Therefore, by using the bridge, monitoring the
UWB network via an external network was possible [19]. This
configuration is possible either by using the smartphone
DecaWave RTLS Manager application via Bluetooth, or by a
desktop or microprocessor via an SPI or UART connection.
The Tags were powered by rechargeable batteries, the bridge
by the SPI connection to the microprocessor and the anchors
by USB power supplies [20]. The specifications of the
development boards are summarized as follows [20] in the
above Table III.

On successful configuration of the RTLS, the position of
the tags in the room with length and breadth as 8 m and 5.45
m bounded by the 4 anchors were visible in the app as shown
in the screenshot (Fig. 6).

TABLE II. MI-LIGHT PL1 40W 0/1~10V DIMMING DRIVER

SPECIFICATIONS

Parameter Specification

Input Voltage AC 180-240V (50/60 Hz)

Output Voltage DC 30-40V

Output Power (Max) 40W

Dimming Range 0-100 %

Remote Control Distance 30m

Output Current (Constant Current) 900mA

TABLE Ill.  TABLE SPECIFICATIONS OF DWM1001 MDEK1001 KiT [20]

Parameter Specification

X-Y Location Accuracy <10 cm by LOS

Normal Update Rate 100 ms /10 Hz

Stationary Update Rate 100 ms /10 Hz
Flash Memory available to user 40 kB
RAM Memory available to user 5kB
- 340 bytes per second (Uplink or

Data throughput from tags to bridge Downlink)

. 34 bytes per 12 sec (Uplink or
Data throughput anchors to bridge Downlink)
System Latency 100 ms

UWB Channel 6.5 GHz (Channel 5)
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Fig. 6. DRTLS Application showing the Location of the 2 Tags in the Room.

In order to provide fitting lighting conditions in each of the
zones, data about the existing lux level in each zone is
necessary. For this purpose, 4 OW-ENV-THPL sensors were
used in the set up to monitor the brightness levels. Each zone
has 1 sensor that was mounted in the center of the desk to
gather information about the available lux at desk level. The
sensor has an inbuilt adapter that uses 1-Wire communication
protocol to read the sensor data and convert it into readable
information [21]. To transmit this information to the outside
world, a MeshNet controller is used. It acts like a gateway that
connects the sensor network with the external network. The
controller also provides a web interface which can be used to
view real-time sensor data for administrative purposes and
also for sensor network configuration.

The Raspberry Pi 3 is an integral part of our research paper
since it is used for a variety of reasons: for collecting data
from sensors, programming and running the algorithms and
transmitting commands representing the output lighting
condition to the Mi-lights. The microprocessor was chosen for
implementation because it offers High processing power, Ease
of portability, Raspbian OS supports Linux commands that are
crucial for exchanging data with the DecaWave sensor, USB
compatible, Wireless LAN and Bluetooth connectivity. Some
important specifications of Raspberry Pi Model 3 are given in
Table IV [22].

To develop a functional lighting control system, all
components must be successfully integrated via a computer
program in Raspberry Pi that enables exchange of data with
one another as Fig. 7. The program must carry out various
actions in the sequence which are- Firstly, read data from the
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UWB sensor bridge iteratively to detect if user is present in
any of zones in the room. Secondly, if occupancy is detected
in any of the 4 zones, retrieve lux information of the occupied
zone(s) from the lux sensor(s). Thirdly, feed this lux data as
input to the trained algorithm to predict output brightness of
the zone(s). Then, send this predicted value as command to the
Mi-light bridge to change the brightness accordingly. Finally,
store the number of occupied zones and the corresponding
predicted output brightness is in the database.

TABLE IV.  RASPBERRY PI MODEL 3 SPECIFICATIONS

Parameter Specification

Quad Core 1.2 GHz
CPU Broadcom BCM 2837

64bit CPU
RAM 1GB
Protocol 100 Base Ethernet, 2.4 GHz 802.11n wireless
USB Ports 2
Power Input 5V/25ADC
Bluetooth 4.2 BLE

Q"'\‘_'.g ) Raspberry Pi . @
— Ka
Lux Sensors @ﬂ’# ,-V\j’l;' i MySQL database
K [@ N
Algorithm * .c ) Milights
— Bridge

UWB Sensors 1 l

-
-
-

Labelled training g :' Milights

dataset

Fig. 7. Lighting Control System.

B. Experiment Execution Procedure

The selection of an algorithm for an application is based
upon the understanding of its nature, features of application
and expected outcome. According to the set up shown in
Fig. 8, the sensor data was retrieved via Python 7 program in
Raspberry Pie. The n it was stored in MySQL database during
office working hours for a week’s duration. Amount of light
that was available at desk level was recorded by the Lux
sensors at every 4 seconds. The available light was variable in
nature as the zones were subjected to different number of
lights at different timings of the day. The stored MySQL data
contained 9455 samples that were imported to a csv file and
then analyzed. The lux values varied from time to time, with
the least value being 0 lux when no light is available and most
being 733 during maximum light.

As per the indoor lighting recommendations in country
like Singapore, the minimum light level to ensure health and
safety for users at any area at the office is 100 lux and average
lighting at desk level is 200 lux [23]. There are severe side
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effects on exposure to high lux levels like headaches and eye
strain. Our research project tried to keep the level of lux
keeping in mind the visual comfort level which ranges from
180-400 lux. Hence to avoid fatigue and comply with the
health and safety requirements set by the lighting standards of
Singapore, the proposed algorithm must provide lighting
conditions that ensure lux levels in the target range. The
output of the algorithm must be either of the 5 brightness
commands- 0%, 25%, 50%, 75% or 100% to the Mi- Light
drivers. The flow of the Python program including the outputs
of the algorithm to be implemented were accordingly
developed as shown in Fig. 8.

Detect User’s position via UWB
5Ns0rs

'
User detected in zone

123112

Obtain existing lux in Output brightness:

the zone 25%
0-1201ux 120-180 lux 180-4001ux |  400-450Iux >450
detected detected detected detected detected
Al A L ]
Output Output Output brightness Output Output
brightness: 100%  brightness: 75% maintained as itis brightness: 50% brightness: 0%

Fig. 8. Program Flow.

The program reads data from UWB sensors iteratively. If
occupancy detected in any of the 4 zones, it collects the lux
data from the occupied zones. If the lux level is less than or
equal to 120 lux, the brightness of the light enhanced by
100%. The system boosts the level of light by 75% when the
lux level is within 120 to 180. When the lux range is within
the range of 180-400, the brightness level will be maintained
as it is. The brightness of the light is reduced by 50% when the
lux level reaches between 400 to 450 lux. However, if the lux
level is more than 450, this means the existing lighting
conditions are sufficient and indoor lightning is not required in
this zone. Therefore, the lights are switched off by the system.
The default brightness vale of 25% will be maintained for
zones where there is no occupancy. The reliability of accurate
data is immense and in order to eradicate flawed data due to
external disturbance like noise, the importance of data
preprocessing is imperative. Our proposed system implements
the process of data preprocessing using Python 3.7. The
collected data first imported in libraries. The programming in
Python 3.7 allowed us to import datasets, look out for missing
values, replacing categorical values, splitting the datasets inti
training sets and performing scaling features.

Our proposed system of indoor lighting system used
machine learning algorithms to establish a correlation between
the situation and the target lighting settings. Basically, there
are three approaches of machine learning-supervised,
unsupervised and reinforcements learning algorithms.

Vol. 13, No. 2, 2022

Supervised learning algorithms map the key features with the
target variables using training data containing examples that
include vectors and their corresponding outputs [25]. For
training data containing input variables without outputs,
unsupervised learning algorithms are beneficial to find the
exact relationship in the data [26]. The model uses feedback
from which it can learn and is comparable to supervised
learning. However, this feedback is usually noisy and includes
delay that can make it difficult for the model to establish a
connection with the inputs and outputs [27]. Once trained, the
algorithm will establish a hypothesis that predicts the output
lighting settings based on the new inputs [8]. In our proposed
system, the output must be either of the 5 output light settings:
0%, 25%, 50%, 75% or 100% brightness. This is why for
successful implementation of the system, application of
classification supervised learning algorithm is necessary.
Some of the widely used supervised learning algorithms
selected for implementation include:

e Logistic Regression.

e K-nearest Neighbors.

e Support Vector Machine.
e Kernel SVM.

o Naive Bayes.

e Decision Tree.

e Random Forest.

1) Logistic regression: Logistic regression is a
classification technique from the field of statistics and
probability that used to categorically describe the relationship
between data. It is an extension of linear regression that can be
applied for classification problems. The prediction for the
output is transformed using a non-linear function called
logistic sigmoid function [29].

2) K-Nearest neighbors: K-Nearest Neighbors is a
straightforward algorithm which stores all training classes in a
graph and classifies the incoming datapoint based on its
similarity with its surrounding neighbors on the graph [31]. In
this application, as k = 5, the datapoint is assigned a class that
is in the majority vote of 5 of its neighbors.

3) Support vector machine: Support Vector Machines
(SVM) are one of the most widely known and used machine
learning algorithms known today. In this algorithm, all input
points in the feature space are separated according to their
class by a line called a hyperplane [30]. The objective is to
discover the best coefficients that result in the most accurate
partition of the points by the hyperplane. The hyperplane is
also called a decision boundary in certain cases.

4) Kernel SVM: Kernel SVM is used in practice to choose
a decision boundary for non-linearly separable data. This is
done by taking nonlinearly separable data set and mapping it
to a higher dimension to get a linearly separable data set [32].
The algorithm works as follows: invoke the support vector
machine algorithm, build a decision boundary for the dataset,
and then project all of that back into original dimensions. One
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of the most popular kernel functions used in SVM is the radial
basis function kernel, or RBF kernel. For feature vectors x and
X' in the input space, RBF kernel is defined as [33]:

hx —xt |I?
Ko, xD) =exp| —————

202

Il x — x® II%is the square of Euclidean distance between x
and x' and o is a free parameter. Other famous Kernel

functions include sigmoid, marten and Polynomial kernel.

5) Naive Bayes: Naive Bayes is a straightforward but
robust predictive modeling algorithm. It consists of two types
of probabilities that are calculated from the training data. Two
types of probabilities are given below:

a) The probability of every class.
b) The conditional probability for each class for each
value.

Once computed, this algorithm can predict outputs for
incoming data by applying Bayes Theorem. For data that is
real-valued, a Gaussian distribution is generally assumed for
easy probability estimation [34]. Naive Bayes is labeled as
‘Naive’ because it assumes that all incoming variables are
independent. However, in reality, this assumption is very
unrealistic due this wrong assumption. Nevertheless, the
algorithm still performs really well for a wide range of
complex applications [28].

6) Decision tree: Decision Trees is another important
model that is commonly used for predictive modelling in
machine learning. This algorithm is essentially represented as
a binary tree. Every node in the tree stands for an incoming
input variable that can also be spit in the future iterations. The
last nodes of the tree are referred to as leaf nodes. These nodes
contain the data that the model finally used to predict an
output. The algorithm runs through the entire tree via splits till
it arrives at the leaf node to predict the output class value.

7) Random forest: Random Forest (also referred to as
Bootstrap Aggregation or bagging) is another popular machine
learning model that is based on ensemble learning. This
algorithm is a robust statistical technique that can estimate a
quantity from the input data using metrics like mean. The
algorithm works as follows- collect many samples of input
data and find the mean of each input value. Once done, find
the average of all mean values to get the true mean value. In
this way, models are built for every training data sample.
When a new input data arrives, each of the models predicts an
output value. Then, all these predictions are then averaged to
find the true output for the input data.

IVV. RESULT AND DISCUSSION

The collected dataset is pre-processed and then used to
train the 7 supervised algorithms. The dataset contains 4996
samples that have been split in the ratio 75:25 for training and
testing purpose. In order to evaluate each algorithm, a graph
representing the actual versus the predicted values was
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plotted. To gather further insight about each algorithm, metrics
such as confusion matrix (visualized with the help of a
heatmap) and accuracy score were also generated. Accuracy
score is a function in python that calculates the percentage of
predicted values that accurately match the actual values of a
particular label in the dataset. The higher the accuracy score,
the better. Similarly, a confusion matrix is a similar metric that
is used to measure model accuracy. It is a summarized matrix
containing the number of correct and incorrect predictions that
are broken down by each class. The rows and columns of the
confusion matrix describe the true positives, true negatives,
false positives, and false negatives of each class in an
algorithm.

A result is false positive when the algorithm incorrectly
predicts the presence of a certain class for an input value when
it actually is not the case. Similarly, a false negative result
occurs when the algorithm incorrectly rejects the presence of a
class. On the contrary, correctly identified predictions are
called true positives and righty rejected prediction are defined
as true negatives. The results of each machine algorithm are as
follows (Fig. 9 to 22):

1) Logistic regression

Output lighting conditions: Actual vs. Predicted (Logistic Regression)
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Fig. 9. Graph Comparing the Actual and the Predicted Output Values of
Logistic Regression.
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Fig. 10. Confusion Matrix of Logistic Regression.

Accuracy Score for Logistic Regression: 86.7812%.
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2) K- Nearest neighbors
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Fig. 14. Confusion Matrix of Support Vector Machine.
Fig. 11. Graph Comparing the Actual and the Predicted Output Values of K-
Nearest Neighbors. Accuracy Score for Support Vector Machine: 88.0704%.
4) Kernel SVM (Kernel Support Vector Machine)
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Fig. 12. Confusion Matrix of K-Nearest Neighbors. Input lux (Lux)
Accuracy Score for K-Nearest Neighbors: 88.3106%. Fig. 15. Graph Comparing the Actual and the Predicted Output Values of

Kernel Support Vector Machine.

3) Support vector machine
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Fig. 13. Graph Comparing the Actual and the Predicted Output VValues of Fig. 16. Confusion Matrix of Kernel Support Vector Machine.

Support Vector Machine.

Accuracy Score of Kernel Support Vector Machine:
88.6309%.
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5) Naive Bayes

Output lighting conditions: Actual vs. Predicted (Naive Bayes)
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Fig. 17. Graph Comparing the Actual and the Predicted Output Values of
Naive Bayes.
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Fig. 18. Confusion Matrix of Naive Bayes.

Accuracy Score of Naive Bayes: 86.8694%.

6) Decision tree

Output lighting conditions: Actual vs. Predicted (Decision Tree)
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Fig. 19. Graph Comparing the Actual and the Predicted Output Values of
Decision Tree.
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Fig. 20. Confusion Matrix of Decision Tree.

Accuracy Score of Decision Tree: 89.0312%.

7) Random forest

Qutput lighting conditions: Actual vs. Predicted (Random Forest)
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Fig. 21. Graph Comparing the Actual and the Predicted Output Values of

Random Forest.
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Fig. 22. Confusion Matrix of Random Forest.
Accuracy Score of Random Forest: 89.2714%.
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V. EVALUATION AND MODIFICATION

It is evident that random forest algorithm has the highest
accuracy score. This result is found from the above algorithm.
If the provided dataset contains equal number of samples of
each class, for instance, if it is a balanced dataset, then
accuracy score will be the apt and correct parameter for
evaluating the performance of each algorithm. However, in
reality, the input dataset is imbalanced. It contains an unequal
distribution of samples for each class. Therefore, picking an
algorithm solely on its accuracy score will provide misleading
results on its performance. For this reason, another metric
called as the F i score is used. F; is another important
parameter that can be used to test an algorithm’s performance
especially if it is trained on imbalanced data. Mathematically,
F 1 score depends upon another set of evaluation metrics — an
algorithm’s precision and recall values. Precision is defined as
the percentage of results that are relevant. On the contrary,
recall is the percentage of total relevant results correctly
predicted by the algorithm. The mathematical formulae of
precision, recall and F | score are illustrated in Fig. 23.

C True Positive
Precision = — —
. True Positive and False Positive
b True Positive
£ Recall = — -
True True Positive and False Negative

Negative

Precision * Recall
Fyscore=2% (—)

Actual Precision + Recall

Fig. 23. Precision, Recall and F; score [33].

In this research paper, the dataset is multi-class, the recall
and precision of each class were individually found from the
confusion matrix of each algorithm. Then the average recall
and precision values are calculated. Finally, the average
(macro) F | score was calculated using these average values.
The average values of the three metrics for each algorithm
have been summarized with the help of Table V as shown.

From the Table V, the algorithm with the highest F ; score
is Decision Tree algorithm. Thus, decision tree algorithm has
the highest performance in comparison to the other algorithms
even if the accuracy score suggests otherwise. In Fig. 24, the
lighting control system with the trained decision tree
algorithm has been proposed.

TABLE V.  AVERAGE PRECISION, RECALL AND F; SCORE OF ALGORITHMS
Algorithm Q::;i?:n é;/g;la}ge Macro F, score
Logistic Regression 0.8957 0.8694 0.8823
K- Nearest Neighbors 0.8873 0.8863 0.8868
Support Vector Machine | 0.9017 0.88375 0.8926
Kernel SVM 0.8968 0.87359 0.8850
Naive Bayes 0.8968 0.8735 0.8850
Decision Tress 0.8986 0.9160 0.9072
Random Forest 0.8977 0.8960 0.8969
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Fig. 24. Lighting Control System with the Trained Decision Tree Algorithm.

Hence, as decision tree has the best performance, it was
chosen for final implementation in the lighting control system.
With the help of a python program in Raspberry Pi, the trained
decision tree algorithm received real time information about
users’ occupancy and the existing brightness in each of the
zones in the room. The results were relevant output settings
that were transmitted as commands to the luminaires to
change their brightness accordingly. Both Fig. 25 and Fig. 26
show the change in the brightness of luminaires according to
the user’s position.

Fig. 25. Initial Brightness in the Room without Intelligent Lighting.

Fig. 26. Intelligent Lighting in Accordance with user’s Presence and Existing
Brightness in Zones 1 and 3.

VI. CONCLUSION

In this research paper, Lighting plays a very important role
in the development, productivity, and well-being of
individuals. This work focused on the development of an
intelligent lighting system that can provide suitable lighting
conditions in accordance with its immediate environment. It
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stated the importance of good indoor lighting and also
described the implementation of the system in detail.
Intelligent lighting was via machine learning to suggest
optimal outputs with minimum user intervention and power
consumption. The proposed lighting system can be easily
scaled to a wide number of applications that include lighting
in homes, offices, workspaces, and buildings. As adequate
lighting is always provided, it ensures user comfort, well-
being, and increased security. As these lights can be accessed
from any part of the world, it provides remote monitoring
facility and enhances user experiences. Most importantly, as
the system comprises of low -cost components that are also
easily replaceable and only provide lighting when needed, it
can provide huge cost and power savings.

VII. FUTURE SCoPE

Another aspect that can be integrated with the existing
system to increase its application range is a model that can
predict the power consumption of the system. As many models
to predict power consumption exist, work on the comparison
between these existing models can be explored in future. This
integration can greatly help in the realization of smart
buildings where light and power consumption data collection
methods, constant surveillance, remote monitoring facility and
power savings are essential. Power consumption prediction
was originally supposed to be within the current project’s
scope but was disrupted due to the imposed lockdown
measure to fight the spread of Covid-19 pandemic. Literature
review was carried out on the most extensively used
algorithms for power consumption prediction. They are:

1) Support Vector Regression.
2) Artificial Neural Networks.
3) Bayesian Network.
4) Linear regression.

These algorithms can be integrated with the current system
to provide useful insights on system’s power consumption.
One such possible approach is shown below in Fig. 27.

-8

. f\\ @)
v Predicted energy
consumption stored in

st )
.‘O: ! '
v .
L Database
Machine learning
algorithm to predict the

W energy consumption

o

dataset

Raspberry Pi

O )]
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detection using
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Fig. 27. Proposed System to Predict Energy Consumption.
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Abstract—The assignment of reviewers to papers is one of the
most important and challenging tasks in organizing scientific
events. A major part of it is the correct identification of proper
reviewers. This article presents a series of experiments aiming to
test whether the latent semantic analysis (LSA) could be reliably
used to identify competent reviewers to evaluate submitted
papers. It also compares the performance of the LSA, the vector
space model (VSM) and the method of explicit document
description by a taxonomy of keywords, in computing accurate
similarity factors between papers and reviewers. All the three
methods share the same input datasets, taken from real-life
conferences and the produced paper-reviewer similarities are
evaluated with the same evaluation methods, allowing a fair and
objective comparison between them. Experimental results show
that in most cases LSA outperforms VSM and could even slightly
outperform the explicit document description by a taxonomy of
keywords, if the term-document matrix is composed of TF-IDF
values, rather than the raw number of term occurrences.

Keywords—Latent semantic analysis; vector space model;
automatic assignment of reviewers to papers

I.  INTRODUCTION

The assignment of reviewers to papers is probably the most
important and challenging task in organizing the review
process of scientific publications. Its accuracy has a direct
impact on the conference/journal’s quality and reputation.
Submitted papers should be fairly evaluated by the most
competent, in their subject domains, reviewers. To achieve
that, the Program Committee (PC) chair or the assignment
algorithm needs to know precisely the areas of expertise of all
reviewers and the subject domains of all submitted papers. If
the number of papers and reviewers is low, and all participants
belong to some professional community, then it seems possible
that the PC chair knows everybody, their areas of research and
assigns reviewers to papers manually. However, when the
number of papers and reviewers get higher, the manual
assignment becomes highly inaccurate due to the lack of
enough a-priori information and the many constraints
(expertise, load-balancing, conflict of interests and etc.) that
should be taken into account. In that case, the automatic
assignment is the only accurate option. Its accuracy depends
on both the assignment algorithm and the method of describing
papers and reviewers’ competencies. Assignment algorithms
are studied in details in [1] and will not be discussed here.
Instead, this article focuses on the methods of describing

papers and identifying reviewers’ competencies. Yes, both
terms, describe and identify, are usable since methods could be
explicit (users explicitly describe their papers or competencies)
and implicit (subject domains and competencies are
automatically identified by some piece of software).

Explicit methods usually rely on selection of keywords
from a predefined list or a taxonomy [2]. They do not suffer
from lack of information or sparse information, but could be a
subject of incorrect, or even intentionally misleading, self-
classification. Generally, choosing keywords from a predefined
taxonomy of topics provides quite accurate calculation of
paper-reviewer similarity factors [2].

In contrast, implicit methods do not require any additional
description or actions from authors and reviewers. Instead, they
rely on content analysis of both the submitted papers and the
reviewers’ previous publications. Implicit methods were
somewhat inapplicable in the past, because reviewers whose
publications cannot be found on the Internet will get their
papers assigned to them at random. Currently this is not an
issue anymore since all papers are published online and (at
least) their abstracts are freely accessible. Fortunately, there are
data aggregators such as Google Scholar, DBLP and Semantic
Scholar. The latter provides an API that allows easy access to
all abstracts of papers, published by a specified scientist,
searching by name.

The aim of this paper is to experimentally test whether the
latent semantic analysis (LSA), also known as latent semantic
indexing (LSI), could be used for automatic identification of
reviewers, competent to evaluate specific papers, and compare
the results (in terms of accuracy) to the ones of the much
simpler vector space model (VSM). The analyses are
performed over real datasets taken from the CompSysTech
series of conferences for a period of 5 years - from 2014 to
2018.

The paper is organized as follows: Section 2 discusses
previous work from other researchers. Section 3 provides some
details of how the vector space model could be used to identify
competent reviewers to evaluate papers. Section 4 gives similar
information but related to the use of latent semantic analysis
for identifying reviewers. Section 5 describes the experimental
setup and Section 6 presents the results and performs
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comparative analysis between the VSM and LSA. Finally, the
most important conclusions are outlined in Section 7.

Il. RELATED WORK

Commercially available conference management systems
usually rely on explicit methods of describing papers and
reviewers’ competencies, most commonly selection of
keywords/topics from a predefined list or a taxonomy [2].
However, in the recent years some of them started to
implement more complex IR approaches, performing text
analysis of the submitted papers and the previous reviewers’
publications.

Pesenhofer et al. [3] suggest that paper-reviewer
similarities are calculated as Euclidian distance between the
titles of the submitted papers and the titles of all reviewers’
publications. The authors evaluated their approach with data
from ECDL 2005. They noted that for 10 out of 87 PC
members, no publications have been found and they got their
papers to review at random.

Ferilli et al. [4] use Latent Semantic Indexing (LSI, LSA)
to identify reviewers to evaluate submitted papers. The
document collection consisted of the titles and the abstracts of
the submitted papers and the titles of reviewers’ publications
obtained from DBLP. Results were evaluated by the organizers
of the IEA/AIE 2005 conference. In their opinion the average
accuracy was 79%. According to the reviewers, the accuracy
was 65% [4].

Charlin and Zemel [5],[6] propose a standalone paper
assignment recommender system called “The Toronto Paper
Matching System (TPMS)”. It builds reviewers’ profiles based
on their previous publications obtained from Google Scholar or
uploaded by the reviewers themselves. By using Latent
Dirichlet Allocation (LDA)[1], TPMS extracts reviewers’
research topics from their publications.

Dumais and Nielsen [8] used latent semantic indexing to
automate the assignment of papers to reviewers in
Hypertext’91 conference. Their results show a mean number of
relevant articles in the top-10 of 5.9, and average precision
value of 0.51. They conclude that the simple LSI method is not
as good as the best human experts, but it could perform in the
same general range and achieves the same performance as a
human, who is not a narrow expert in the field, but has broader
view and good knowledge in it [8].

Moldovan et al. [9] compare the performance of latent
semantic analysis to the vector space model (VSM) applied to
US patent documents from 1790 to 2005. Their results show
that LSA almost always matches the VSM and sometimes
slightly outperform it with an average improvement of 5%, and
in a single case it performed worse with an average damage of
3% [9]. It should be noted that they were not using any term
weighting model in the term-document matrix.

Many researchers (Nguyen et al. [10], Liu et al. [11], Conry
et al. [12]) are proposing more complex composite methods to
identify proper reviewers to evaluate papers, that also applies
content analysis and IR approaches (especially LDA) on
multiple data sources, not just publications’ abstracts. Liu et al.
[11] suggest that paper-reviewer similarities are calculated
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based on three aspects of the reviewer, which are lately
integrated by a Random Walk with Restart (RWR) model.
Authors compare their approach to other IR techniques like
“text similarity” (i.e. VSM) and “topic similarity” (derived by
LDA) and more or less surprisingly, their results show that text
similarity actually outperforms topic similarity. So, pure VSM
with proper term-weighing model could sometimes perform
better than topics extraction by LDA followed by a cosine
similarity of the topic vectors.

I1l. USING VECTOR SPACE MODEL (VSM) TO IDENTIFY
COMPETENT REVIEWERS

According to the vector space model, the meaning of a
document is obtained from its words. Thus, the document
could be represented by an array (vector) of words. Not just its
words, but all unique words from the entire document
collection. This provides equal length of all document vectors
and allows easy calculation of similarity between two
documents by using cosine similarity. However, in case of
large document collections, the vectors’ length could get
enormous (with most elements set to 0) that makes calculation
of similarities ineffective. Fortunately, this could be overcome
by using inverted index instead of forming document vectors
with tens of thousands dimensions.

Document vectors do not actually contain the words (terms)
themselves, but their weight instead. There are many ways of
calculating term weight (called term-weighing models), but
they are all based on two main components: term frequency (tf)
- the number of occurrences of a term ti in the document dj;
and document frequency (df) - the number of documents that
contain ti. The presumption is that the more times a term occur
in a document, the more important it is for that document. Bult,
the more documents contain a term, the less informative it is.
As df is an inverse measure of informativeness, we use not df,
but idf — inverse document frequency. The most basic term-
weighting model is the simple multiplication of tf * idf.
However, there are more complex and accurate models that
rely on compositions of different tf normalization functions —
Singhal [13], Rousseau and Vazirgiannis [14], Robertson’s BM
25 [15],[16] and others. Comparison of these models in the
context of reviewer assignment problem could be found in
[17]. Once terms weights are calculated, the similarity between
two documents (or between the query and a document) could
be easily calculated as the cosine of the angle between the two
vectors.

A comprehensive experimental analysis aiming to check if
the VSM could be reliably used for automatic identification of
proper (competent) reviewers to evaluate papers is performed
in my previous work [17]. According to the results, the short
answer is “yes, it could be”. It produces 5-10% less accuracy in
comparison with the explicit selection of keywords from a
taxonomy, but still high enough accuracy that allows the VSM
to be used as a stand-alone method. Results also show that:

e The Robertson’s BM 25 weighing model [15] achieves
highest accuracy.

e Word stemming
accuracy.

further increases identification
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e Using IDF only on query terms, rather than on both —
the query and the documents terms, provides better
results.

e Complex term-weighting models that consist of
composition of different TF normalization functions
provide better results than the plain Inc.ltc scheme.

Experiments were performed on real datasets, taken from
the CompSysTech series of conferences for a 5 years period —
from 2014 to 2018. Experiments in this study are using
absolutely the same input datasets and evaluations methods, so
a fair and objective comparison could be done between the
vector space model and the latent semantic analysis in the
context of reviewer assignment problem.

IV. USING LATENT SEMANTIC ANALYSIS (LSA) TO
IDENTIFY COMPETENT REVIEWERS

The latent semantic analysis (LSA) is a dimension
reduction (or rank lowering) technique applied over the bag-of-
words (BoW) model, that analyzes relationships between
documents, but also relationships between the words they
contain. The latter is very important and a major difference
from the VSM. The assumption is that words which have
similar meanings often occur in the same documents. Thus
LSA is able to “group” semantically-related words into broader
topics. The method is called “latent semantic analysis” because
it discovers a number of latent (hidden) topics that could
describe (separately or in combination) each document within
the collection. These topics are not the exact words but they
have more generalized meaning. Each word/term in the
collection’s dictionary is related or has a specific contribution
to some topic(s). Similarly, each topic has a specific
contribution to some documents. For example, the words:
space, booster, shuttle, rocket, probe form the “space-related”
topic. A document could be related to space if it contains any
of these words. In contrast, if we apply the VSM over BoW,
then each term is treated separately. For example shuttle and
rocket are entirely dissimilar. However for the LSA, these
terms are related. In this sense, LSA can cope with synonyms
and partly with polysemy that is a great advantage in
comparison to VSM. So in theory, word stemming is not
necessary in preprocessing. But it will be tested during the
experiments.

The input of the LSA is the term-document matrix (the
leftmost part of Fig. 1) — a matrix where rows represent terms
and columns represent documents. Generally, it states how
many times each document contain each term, but values could

Term-document matrix Term to topic contribution
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be also the tf-idf weights of the terms in respect to each
document.

Let’s call the term-document matrix A. The row ai contains
the weights of the i-th term in respect to all documents.
Similarly, the row ap represents the p-th term. The dot product
aj a, indicates how related the i-th and the p-th terms are.
Applying cosine normalization of the dot product, we get the
cosine similarity between these two terms.

The matrix product AAT will contain similarity factors
between all terms in the entire document collection. Similarly,
calculation of AT A provides similarities between all documents
for the entire dictionary.

There is a matrix factorization technique in the linear
algebra, called Singular Value Decomposition (SVD).
According to it a matrix could be decomposed in three matrices
such that:

A=UzVT (1)

where U and V are orthogonal matrices, and X is a diagonal
matrix. The values in X are called singular values and they
show the significance of each latent topic. Values are ordered
in the main diagonal in descending order, placing the most
significant topic on top. The values of U are called left singular
values and they indicate the contribution of each term to each
discovered topic. The values of VTare called right singular
values and show the contribution of each topic to each
document. The idea is illustrated with 4 terms, 3 documents
(A4x3) and 2 topics on Fig. 1.

It should be noticed that in general, if A has a dimension of
mxn, then the dimension of U is mxm, the dimension of X is
mxn and dimension of VT is nxn. However, as LSA is a
dimension reduction technique, only the highest k singular
values (the k most significant topics) and their corresponding
singular vectors form U and V are taken into account,
performing a truncated SVD. Then, as in the example above,
the dimension of U is mxk, the dimension of X is kxk and
dimension of VT is kxn.

It could be proven that the columns of U are actually the
eigenvectors of the matrix product AAT, the columns of V (or
rows of VT) are the eigenvectors of ATA, and the singular
ve;lues of T are the square roots of the eigenvalues of AAT or
A"A.

Thus, calculating SVD requires calculation of the
eigenvalues and the eigenvectors of the matrix products AAT
and ATA.

Topic significance Topic to document contribution

docl | doc2 | doc3 topic1 | topic2
term 1 term 1 topic1 | topic2 docl | doc2 | doc3
term 2 = [ term2 topicl 0 x | topicl
term 3 term 3 topic 2 0 topic 2
term 4 term 4

Fig. 1. SVD Decomposition of the Term-Document Matrix into Three Matrices, providing the Significance of each Latent Topic and the Contribution of Terms
to Topics and Topics to Documents.
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From the linear algebra, it is also known that
Av = v 2

where A is a matrix, v is an eigenvector and A is an eigenvalue
of the matrix. Equation (2) is called eigenvalue equation of A.

Equation (2) could be rewritten in the form of
A-ADv=0 (3)
where [ is the identity matrix.

Eg. (3) could have a non-zero solution (eigenvector) v, if
the determinant of the matrix (A — AI) is zero. Thus:

[A—AIl=0 4

So, the eigenvalues are calculated by the characteristic
equation (4). The determinant of it is a polynomial function of
A with degree n, where n is the order of A. Thus the
characteristic equation (4) has up to n solutions for A which are
the eigenvalues of A.

After calculating the eigenvalues of A, the eigenvector that
corresponds to each eigenvalue could be determined by solving
the linear equation system (3). Then the eigenvectors of AAT
form the columns of U and the eigenvectors of ATA form the
columns of VT,

Finally, calculating the similarity between two documents
in the lower dimensional k space, means calculating the cosine
similarity between their corresponding columns of VT,

If the query is missing in VT, the original query vector
should be transformed to the lower dimensional k space first
(eq. 5), then the transformed query gk could be compared (by
cosine similarity) with any document from VT,

ax = 2 'Uiq (5)
V. EXPERIMENTAL SETUP

Testing whether the Latent Semantic Analysis (LSA) could
be successfully and reliably used to identify experts to review
submitted papers is done by using real datasets taken from
already conducted conferences for a period of 5 years —
CompSysTech [18] from 2014 to 2018. The same datasets are
used in the previous study aiming to test if the Vector Space
Model (VSM) and the explicit selection of keywords from a
taxonomy could be used for the same purpose. That allows
completely fair and objective comparison between all these
three methods of reviewer identification. All datasets contain
reference values (the ground truth) for the level of competency
of each reviewer in each paper he/she evaluates. These values
are explicitly stated by the reviewers themselves during the
review submission. So they could be considered as 100%
accurate and used as a reference (benchmarks).

The document collection consists of the titles and the
abstracts of all submitted papers and the titles and the abstracts
of all reviewers’ previous publications. The former are taken
directly from the CompSysTech database, while the latter are
fetched from the joint APl of DBLP and Semantic Scholar. It
allows getting data (full bibliography, including abstracts) from
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Semantic Scholar while searching by name in the DBLP’s
database.

Before applying the latent semantic analysis, the content of
all documents is preprocessed as follows:

1) All punctuation marks (commas, dots, dashes,
exclamation, quotation and question marks and etc.) are
removed since they only cause troubles. If they stick to the
words, that makes term recognition harder (for example “red”
and “red,” will be recognized as two different terms, because
of the comma). If they are separated with spaces, however,
they could be recognized as terms, making document vectors
longer and decreasing the relative weight of meaningful terms.

2) All the text is converted to lowercase. This makes the
analysis case-insensitive.

3) The text is tokenized. This is the process of splitting
the text into an array (vector) of terms.

4) All semantically-insignificant terms (so called “stop
words”) are removed. These are prepositions, conjunctions,
pronouns and etc. They are important from a syntactic point of
view, but they do not represent any semantic, meaning and
subject domain of the documents. Furthermore, as they are
frequently appearing anywhere in the text, they will have
disproportionally high tf wvalue in comparison to the
semantically-meaningful words, i.e. the semantically-
insignificant stop words will highly lower the relative weight
of the semantically-significant ones, which is undesirable.
That’s why stop words should be removed. Stop words are
usually pre-defined as a list or array, and of course, they are
language-dependent.

5) Finally, the Porter’s word stemming algorithm [19] is
applied on all remaining tokens. This is an optional step and
could be skipped. Word stemming is the process of separation
of word endings from the morphological root. The idea is to
keep and process just the roots and skip word endings. In this
way, different forms of a single word (for example: beautiful,
beauty, beautifully) could be recognized as one.

The very same preprocessing is applied in the previous
study [17] of the possibility of using VSM to identify
reviewers. So, again, both methods are tested using the same
preprocessing activities and with the same input data.

The ultimate goal of the LSA is to calculate a similarity
factor between every submitted paper and every registered
reviewer (PC member). It shows how competent the reviewer
is to evaluate the specified paper. However reviewers have
more than one publication in their profiles. Thus, a similarity
factor is calculated between every submitted paper and every
reviewer’s publication. Then the overall similarity between a
paper and a reviewer is summarized as an average of the 10%
highest similarity factors between the paper and the reviewer’s
publications. However, the 10% number of reviewer’s
publications taken into account (in the overall similarity) could
not be less than 3.

When performing the experiments, there are some very
important settings whose value could highly impact the LSA’s
accuracy. These are:
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e The number of latent (hidden) topics.

e The way the term-document matrix is formed. Whether
it contains raw number of term occurrences or tf-idf
normalized values.

e The term-weighing models in case of tf-idf normalized
matrix.

e Whether word stemming is applied or not.

The number of latent topics is probably the most important
setting but there is no theoretically-motivated correct value. It
should be experimentally determined. Using too many topics
may cause the LSA to behave like the vector space model,
treating terms separately. However, choosing too few topics
will cause the LSA to group unrelated terms together, losing
accuracy.

For a raw term-document matrix of collection of about
5000 documents, the experiments started with 100 topics as
previous research by other scientists [8], [9], [20] suggest it is a
good starting point. If the number of documents and unique
terms gets lower (or higher), then the number of latent topics
should be decreased (increased) as well. That assumption is
fully supported by the experiments in this work as well.

In general, the LSA wuses a term-document matrix
containing raw values, i.e. just the number of occurrences of
each term in each document. However, the experiments in this
article show significant increase in accuracy when the term-
document matrix is composed of tf-idf term weights, rather
than just the raw number of occurrences.

Experiments are performed on custom software developed
in php and Matlab. The php part is responsible for extracting
reviewers’ publications from the Internet, building the
document collection and exporting it within a proper structure
in text files. The LSA is implemented in Matlab since it has a
built-in function to perform the SVD decomposition.

VI. EXPERIMENTAL RESULTS

To determine if the paper-reviewer similarity factors,
obtained by LSA, VSM or other method are correctly
calculated, they have to be compared to some reference
evaluation of expertise that we trust it is correct. Since real
datasets are used for experimental evaluation, fortunately, there
is such a reference. During review submission, reviewers are
required to explicitly indicate their level of expertise (High,
Medium or Low) in respect to each paper they evaluate. As the
reviewers themselves explicitly provide these levels, it could
be assumed they are completely accurate and they could be
used as a reference. However, the two data values (paper-
reviewer similarity factors and levels of expertise) are not
directly comparable. Similarity factors are decimals within the
range [0.00, 1.00], while the explicitly stated levels of expertise
are just “labels” — low, medium and high. To overcome this
problem, a special-purpose software has been developed that
converts similarity factors to levels of expertise, and then
performs a correlation analysis between the automatically
determined levels of expertise and the ones explicitly stated by
the reviewers during the review submission. The conversion is
done based on the assumption that if a reviewer ri has declared
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higher level of expertise than another reviewer rj (for the same
paper), then ri should has higher similarity factor with the
paper than rj. Detailed description of the software could be
found in [21]. It is used to evaluate all the three methods — the
latent semantic analysis, the vector space model and the
selection of keywords from the conference taxonomy. So,
again, they are all placed on equal terms (share the same input
data and evaluation method) and thus could be objectively
compared.

Experiments started with the data from the CompSysTech
2018 conference. Initial experiments aimed to test the influence
of the previously mentioned factors — the number of latent
topics, the term-weighting models and word stemming.
Accuracy of the computed similarity factors is evaluated by the
percentage of the correctly calculated similarities and their
correlation with the levels of expertise, explicitly stated by the
reviewers themselves during review submission. A similarity
factor is considered to be correctly calculated, if it complies
with the rules stated in [21].

The CompSysTech 2018 dataset consists of 75 submitted
papers and 73 registered reviewers. After adding the abstracts
of all reviewers’ previous publications, the entire document
collection became 4648 documents, having 21 682 unique
words.

A. Experiment 1: Testing if the Number of Hidden Topics
Influence the Accuracy of the Calculated Similarity
Factors

The term-document matrix contains raw term frequencies,
i.e. the number of occurrences of each term in each document.
No stemming is applied.

As expected, results show that the number of latent topics
indeed influences the accuracy of the calculated paper-reviewer
similarities. Moreover, the experiment also confirm that if the
document collection consists of about 5K documents and the
term-document matrix contains raw tf values, then 100 is the
optimal number of latent topics to start with.

B. Experiment 2: Testing if the Term-Weighting Models
Influence the Accuracy of the Calculated Paper-Reviewer
Similarities
In the vector space model (VSM), composite and more

complex term-weighting schemas usually achieve higher

accuracy than using the raw number of term occurrences. It is
curious to test if this fact is valid for the LSA as well. It should
be. So in this experiment, the term-document matrix does not
contain the raw term frequencies (as in experiment 1), but the

term weights are calculated by the basic TF-IDF model (6).

Two series of experiments were performed, first with IDF

applied on both the document terms and the query terms, and

then with IDF applied only on query terms. TF stands for term
frequency, while IDF for inverse document frequency. For

more information, please refer to [17].

w; = (1+log(tfi))) * log(difi) (6)

Comparing Table | and Table Il, it is clearly noticeable that
the accuracy of paper-reviewer similarities gets significantly
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higher when the term-document matrix is composed of TF-IDF
term weights, rather than the raw number of term appearances.

TABLE I. PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER
SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT
REVIEWERS’ OPINION FOR COMPSYSTECH 2018. TERM-DOCUMENT MATRIX
CONTAINS RAW NUMBER OF TERM OCCURRENCES. NO STEMMING IS APPLIED

Vol. 13, No. 2, 2022

TABLE Ill.  PERCENTAGE OF CORRECTLY CALCULATED SIMILARITIES AND
LEVEL OF THEIR CORRELATION WITH REVIEWERS’ OPINION FOR
COMPSYSTECH 2018 WITH PORTER STEMMER APPLIED BEFORE LSA

Porter Stemmer, weighting model: raw number of term occurrences

# latent topics | 50 100 130 150 170
0,

% correctly 75 75 75.45 75.45 74.55
calculated

Pearson 0.6585 | 0.6625 | 0.6614 | 0.6689 | 0.6564
correlation

# latent topics 50 75 100 125 150

0,

% correctly 7136% | 7227% | 75% | 7455% | 74.00 %
calculated

Pearson 0.6254 0.6423 0.6669 | 0.6610 | 0.6588
correlation

TABLE II. PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT
REVIEWERS’ OPINION FOR COMPSYSTECH 2018 AT DIFFERENT NUMBER OF
LATENT TOPICS AND TERM WEIGHTING MODELS. NO STEMMING

Porter Stemmer, weighting model: TF-IDF (ltc.ltc)

# latent topics [ 10 [ 20 [ 30 | 40 [ 50 | 75

Weighting model: basic TF-IDF (eq. 6),
IDF applied on both document and query terms (ltc.ltc)

# latent topics | 10 20 30 40 50 75
% correctly

calculated 79.09 80.45 | 8182 | 80 80 78.2
Pearson

correlation 0.7192 | 0.7235 | 0.7413 | 0.7151 | 0.7213 | 0.70

% correctly 79.0

calculated 9 79.55 82.73 81.36 80.91 76.82
Pearson 070 | 47100 | 0.7610 | 0.7417 | 0.7332 | 9681
correlation 37 9

Weighting model: basic TF-IDF (eq. 6),
IDF applied only on query terms (Inc.ltc)

0,
% correctly 75 | 7682 | 7727 | 7455 | 7455 | 75

calculated
Pearson 0.67 0.651
correlation 43 0.6841 | 0.6867 | 0.6521 | 0.6521 3

Many researchers have proven that in VSM it is better to
skip IDF for document terms and apply it just on query terms.
This makes a lot of sense since a frequently appearing term in a
document says it (the term) is important for the document
semantics. However if IDF is applied on it, that may
significantly reduce its weight, making it semantically
insignificant (which is not the case). Experimental results in
Table II; however, show this sense is not applicable to LSA
and skipping IDF for document terms does not improve, but
actually worsens accuracy.

Another interesting observation in Table Il is that higher
accuracy is achieved in lower number of hidden topics. This is
also important since lower number of latent topics means lower
dimension of the SVD transformation matrices, thus lower
computational complexity and lower execution time.

C. Experiment 3: Checking if Word Stemming could Increase
Accuracy

Word stemming increases accuracy in the vector space
model since it recognizes different forms of a single word (for
example: beautiful, beauty, beautifully) as one. However, in
case of latent semantic analysis it should have minimal or no
effect, because the basic idea of LSA is to group words with
similar meaning together, making word stemming unnecessary.
The aim of this experiment is to check this assumption.

Word stemming in this experiment is done by Poster’s
stemming algorithm [19] before constructing the term-
document matrix. For more reliability and determination, it is
tested with both the raw number of term occurrences and the
TF-IDF weighting model (Table I11).

A brief look at experiment 1 shows that without word
stemming, 75% of similarity factors are correctly calculated
and the correlation with reviewers’ opinion is 0.6669. With a
word stemming, correctly calculated similarities are 75.45%
and the correlation is 0.6689. So, as expected, word stemming
has an insignificant (negligible) impact on the accuracy. The
combination of word stemming with TF-IDF weighted term-
document matrix even lowers accuracy a little bit.

To summarize experiments 1 to 3, it can be concluded that
highest accuracy (percentage of correctly calculated similarity
factors and correlation with reviewers’ opinion) is achieved
when no word stemming is applied, and the term-document
matrix is composed of TF-IDF weights, rather than raw
number of term occurrences. The number of hidden (latent)
topics greatly affects the accuracy as well, but it is also
depends on the number of documents and unique words
(terms) within the document collection, so an exact number
could not be defined in advanced.

Another assumption is experimentally proven as well - that
lowering the number of latent topics, increases the value of the
calculated similarity factors. This is expected, but higher values
of all computed similarities do not mean they are accurately
calculated and real-life paper-reviewer similarities are high as
well. So, the number of hidden topics should not be lowered
too much or it may highly distort the results. Experiments show
that in case of TF-IDF weighted term-document matrix, going
down to 5 or less topics, produces very high values (>0.9) for
all paper-reviewer similarities, which of course cannot be true.

D. Experiment 4: Testing LSA with other CompSysTech
Datasets

To verify that results for CompSysTech 2018 are not
obtained by a lucky chance, the latent semantic analysis is
applied (without word stemming) on all CompSysTech issues
for a 5 year period of time — from 2014 to 2018.

It should be noted here that when downloading the
abstracts of reviewers’ previous publications, only manuscripts
published before the specific conference year are taken into
account. For example, if the conference is in 2015, then
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reviewers’ publications up to 2014 (including) are considered
for processing. For that reason the document collection of
CompSysTech 2014 will be smaller than the one of 2018,
regardless of the number of actual reviewers.

The percentage of correctly calculated paper-reviewer
similarities and the level of their correlation with the
reviewers’ opinions for the other CompSysTech issues (2017
to 2014) are presented in Tables IV to VII. As expected, the
highest accuracy (marked in green) in all cases is obtained with
TF-IDF weighted term-document matrix. However, it could be
seen that going back in time, it is achieved at lower number of
latent topics — 30 for CompSysTech 2018, and just 15 for
CompSysTech 2014, 2015 and 2016. That is expected and
pretty logical — as we go back in time, the document collection
gets smaller (from 4648 to 2550 documents) due to the lower
number of reviewers’ publications. The smaller the document
collection, the lower is the number of unique words, leading to
lower optimal number of hidden topics.

TABLE IV.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER
SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT
REVIEWERS’ OPINION FOR COMPSYSTECH 2017 AT DIFFERENT NUMBER OF
LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS

Papers: 107, Reviewers: 76
Documents: 4128, Unique words: 19698

Weighting model: raw term frequencies
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TABLE VI.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER
SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT
REVIEWERS’ OPINION FOR COMPSYSTECH 2015 AT DIFFERENT NUMBER OF
LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS

Papers: 103, Reviewers: 74
Documents: 3090, Unique words: 17165

Weighting model: raw term frequencies

# latent topics 40 50 60 80

% correctly calculated | 76.95 % 76.95 % 76.27 % 75.25%
Pearson correlation 0.7280 0.7383 0.7388 0.7213
Weighting model: basic TF-IDF (eg. 6), ltc.Itc

# latent topics 8 10 15 20

% correctly calculated | 81.69 % 82.71% 82.71 % 81.36 %
Pearson correlation 0.7720 0.7842 0.7874 0.7717

TABLE VII. PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER
SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT
REVIEWERS’ OPINION FOR COMPSYSTECH 2014 AT DIFFERENT NUMBER OF
LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS

Papers: 107, Reviewers: 65
Documents: 2550, Unique words: 14810

Weighting model: raw term frequencies

# latent topics 30 40 60 80

% correctly calculated | 74.1 % 74.75 % 73.77 % 71.8 %
Pearson correlation 0.6791 0.6835 0.6756 0.6574
Weighting model: basic TF-IDF (eg. 6), ltc.ltc

# latent topics 8 10 15 20

% correctly calculated | 78.69 % 78.69 % 79.67 % 78.36 %
Pearson correlation 0.7114 0.7074 0.7340 0.7137

# latent topics 80 100 120 140

0,

% correctly 7619 | 7683 | 7746 | 75.56

calculated

Pearson

correlation 0.7482 0.7579 0.7647 0.7460

Weighting model: basic TF-IDF (eg. 6), Itc.ltc

# latent topics 10 20 25 30 40

0,

% correctly 80 81.59 | 819 80.95 | 80.63
calculated

Pearson 0.7867 | 0.8019 | 0.8078 | 0.7980 | 0.7916
correlation

TABLEV.  PERCENTAGE OF CORRECTLY CALCULATED PAPER-REVIEWER

SIMILARITIES AND LEVEL OF THEIR CORRELATION WITH THE EXPLICIT
REVIEWERS’ OPINION FOR COMPSYSTECH 2016 AT DIFFERENT NUMBER OF
LATENT TOPICS AND TERM-DOCUMENT MATRIX’S WEIGHTING MODELS

Papers: 117, Reviewers: 73
Documents: 3926, Unique words: 19787

Weighting model: raw term frequencies

# latent topics 60 80 100 120

% correctly calculated | 73.93 % 74.79 % 745 % 73.93 %
Pearson correlation 0.6956 0.7056 0.6974 0.6876
Weighting model: basic TF-IDF (eq. 6), Itc.ltc

# latent topics 15 20 25 30

% correctly calculated | 80.8 % 80.52 % 79.66 % 78.22 %
Pearson correlation 0.7500 0.7451 0.7414 0.7250

Finally, it is interesting to see a direct performance
comparison between the latent semantic analysis (LSA), the
vector space model (VSM) and the explicit document
description by a taxonomy of keywords in computing paper-
reviewer similarities for all issues of CompSysTech. Such a
comparison is presented in Table VIII. It includes only the
highest accuracies, obtained by the VSM and LSA for every
CompSysTech issue. Data for the VSM and the method of
describing papers/reviewers by taxonomy of keywords are
taken from my previous publication [17]. All methods are
tested by using the same input data (CompSysTech 2014-2018
datasets) and by the same similarity factors’ evaluation tool
[21]. So, comparison is fair and objective.

There are dozens of experiments, testing many popular TF-
IDF weighting models with the VSM in [17]. However,
Table VIII shows only the best performing one — the algebraic
version of Robertson’s BM 25.

Expectedly, LSA outperforms VSM, even for the best
performing term-weighting model for VSM. However, it is a
bit surprising that, in some cases, LSA slightly outperforms the
explicit document description by taxonomy of keywords as
well.
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TABLE VIII. COMPARISON OF LSA, VSM AND THE EXPLICIT DOCUMENT DESCRIPTION BY A TAXONOMY OF KEYWORDS FOR ALL COMPSYSTECH ISSUES FROM
20147102018
CST 2018 CST 2017 CST 2016 CST 2015* CST 2014*
Total assignments 220 315 349 295 305
> °\o. s > °\°. s > °\Q. 5 > °\o. 5 > °\Q. 5
58 = 58 = T8 B ] g T8 B
e = > [<IRT] > [CaR] > [<IR] > [ >
535 £ 535 £ 535 £ 535 £ 535 £
o2 3 2 3 o2 3 o2 3 o2 3
o o o o o
Taxonomy of keywords [2]
| 81.82 0.75 81.90 oo  [s8023 [o74 [ss0s  Jost [ 8066 0.78
Vector Space Model (VSM), Robertson’s BM25 TFy.p, / TFep X IDF
No stemming 73.64 0.67 76.51 0.74 72.78 0.65 75.59 0.70 72.13 0.67
Porter stemmer 74.09 0.66 79.37 0.77 73.64 0.68 76.95 0.72 74.43 0.68
Latent Semantic Analysis (LSA), TF-IDF weighted term-document matrix, eq. (6)
No stemming 82.73 0.76 81.90 ‘ 0.81 ‘ 80.80 0.75 ‘ 82.71 ‘ 0.79 | 79.67 ‘ 0.73

It should be noted here, that 3 PC members of
CompSysTech 2014 and 2015 were not found in DBLP, so the
abstracts of their previous publications were excluded from the
document collection, meaning they get zero similarities with all
papers. Actually, missing data for some reviewers is the
highest threat to LSA and VSM since they calculate similarities
based on content analysis. If there is no content, there is no
similarity, and those reviewers could have their papers
assigned at random.

Results of the LSA to VSM comparison comply with most
of the previous similar research. Although the LSA achieves an
increase of 30% in the average accuracy for the MED
collection, it shows much lower improvement for CISI and
NPL datasets, while performing even worse for TIME and
CACM collections [22]. In real-life applications, improvement
is also moderate. Moldovan et al. [9] applied both LSA and
VSM to analyze US patent documents and their results show
that LSA slightly outperform VSM with an average
improvement of up to 5%. That is fully comparable to the
results obtained in this study, in case the term-document matrix
is composed of raw term frequencies. However, if the term-
document matrix is composed of tf-idf weights, accuracy could
be increased with up to 10% in respect to the VSM.

VII. CONCLUSION

After performing large number of experiments with all the
five CompSysTech datasets, it can be concluded that:

1) The latent semantic analysis (LSA) could be accurately
and reliably used to identify competent reviewers to evaluate
papers.

2) The latent semantic analysis outperforms the vectors
space model in almost all cases, even when VSM implies the
Robertson’s BM 25 as a term-weighting model.

* Three PC members of CompSysTech 2015 and 2014 were not identifiable in DBLP.

3) When the term-document matrix of LSA is composed
of raw number of term occurrences, the LSA slightly
outperforms VSM by 2-3 ppts (percentage points).

4) Composing the term-document matrix of TF-IDF
weights, rather than raw number of term occurrences,
additionally boosts accuracy by further 5 ppts, and allows the
LSA even to slightly outperform the method of explicit
document description by a taxonomy of keywords.

5) In contrast to the vector space model, the LSA achieves
higher accuracy when IDF is applied to both document and
query terms.

6) Word stemming has a little effect on accuracy of
similarities computed by LSA.

7) The optimal number of latent (hidden) topics depends
on the number of unique words (terms) within the document
collection. Higher number of terms results in higher optimal
number of latent topics, and the opposite.

8) Lowering the number of latent topics increases the
values of all calculated paper-reviewer similarities, but not
their accuracy.

9) The highest threat in using LSA to assign reviewers to
papers is to have a PC member who cannot be found in DBLP
and Semantic Scholar. In this case, no publications could be
extracted for him/her and he/she will get zero similarities with
all papers. The latter means that papers will be assigned to
him/her at random.

Both the latent semantic analysis and the vector space
model could be reliably used to identify competent reviewers
to evaluate papers. LSA achieves higher accuracy, but it is
harder to be implemented and has higher time complexity.
Furthermore, in contrast to the VSM, the LSA could not be
computed by using an inverted index, making it much slower
than VSM. Additionally, the accuracy of LSA depends on the
number of latent topics, but the optimal number could not be
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set in advanced. So, although LSA achieves higher accuracy,
the VSM may be a better choice for commercially available
conference management systems due to its simplicity and
better time complexity, allowing real-time computation even
for large scale conferences.

Other IR approaches (most probably composition of several
methods and/or data sources) will be tested in future to check if
they could also be used to identify competent reviewers to
evaluate submitted papers. So far, both the VSM and the LSA,
together with the method of explicit description of papers and
reviewers by choosing keywords from a predefined taxonomy,
turned to be quite reliable option for this task.
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Abstract—During excavation works in downtown, stability
and safety considerations of such excavations and constructions
are crucial for which continuous wall structures with varying
structural components are commonly used. Most of the current
models used for this purpose are often complex, where the
accepted parameters do not have a clear physical meaning.
Moreover, accurate ground movement forecasts are challenging
due to nonlinear and inelastic soil behavior. Therefore, this study
proposes a method to predict the lateral displacement of the
braced wall at each stage of excavation by using all the basic
information necessary for braced wall design, including ground
information of the excavation site, support methods such as the
type of brace, location and stiffness, information about the
neighboring buildings, and the results of numerical analysis.
One-dimensional convolutional neural network and long short-
term memory network are used for estimation and prediction to
develop an optimal prediction model based on well-refined but
limited data. The applicability of the braced wall was confirmed
for safety management by predicting the horizontal displacement
of the braced wall for each stage of excavation. The proposed
model can be used to predict the stability of the horizontal wall
for each excavation step and reduce accident risks, such as
collapse of the retaining wall, which may occur during
construction.

Keywords—Excavation; wall displacement; neural network;
prediction wall deflection; CNN-LSTM

I.  INTRODUCTION

Owing to the increase in high-rise buildings in urban areas,
an increasing number of excavations are being planned. It is
important to consider the potential serviceability issues caused
by the construction of these structures. To maintain the stability
of excavations, continuous wall structures with varying
structural components are commonly used. These components
can help prevent ground movements and reduce the impact on
nearby structures. A reasonable estimate of the lateral wall
deflection profiles caused by braced excavations is critical to
ensure safe and economical construction. Therefore,
measurements during construction are critical for determining
the stability of the braced wall during excavation. In particular,
wall displacement is the primary sign of problems with
stability of the braced wall. To monitor this during
construction, it is periodically measured using an inclinometer
that can measure the lateral displacement of the braced wall,
and thus the risk is determined. In addition, the inclinometer is
the only method for measurement of the lateral displacement of

*Corresponding Author.

the braced wall during excavation throughout the entire
construction stage. Therefore, monitoring the lateral wall
displacement through the inclinometer is indispensable;
however, the measurement cost increases drastically if it is
installed on all braced walls at an excavation site. Currently,
engineers measure the lateral displacement of the braced wall
using an inclinometer at a section that is representative of the
entire structure. Therefore, there are still limits to management
in sections other than the representative section, and accidents
sometimes occur in these sections. As such, the retaining wall
displacement for the unmeasured section can be estimated
using numerical analysis or interpolation of the database.
However, it is difficult to accurately predict ground movement
because soil is a complex material and has inelastic behavior.
Although various numerical models consider various features
of soil, many of these models are often complex, and the
accepted parameters do not have a clear physical meaning.
Factors that affect the behavior of retaining walls at excavation
sites are very diverse, such as the type of ground, the presence
of adjacent buildings, and the support and wall construction
methods. Based on empirical analysis of measured
displacements in a large number of case histories, it is a proven
method [1-4] to identify the main parameters affecting the
deformation behavior during excavation works, as well as to
examine general trends and patterns. This empirical design
method is currently used a lot by engineers, but it is more
inaccurate than a numerical model. However, it requires
enormous computing resources to use a numerical model to
predict the retaining wall. Therefore, an artificial intelligence
(Al) based approach in geotechnical engineering is being used
to analyze the complex behavior of underground structures.

An artificial neural network (ANN) was used in many
research [5-16] to estimate the lateral wall displacement in
excavation works. As some research trend, ANN was also used
by Kung et al. [11] to calculate the deflection of diaphragm
walls caused by excavation in clays. Chern et al. [12] used a
back-propagation neural network (BPNN) model to forecast
lateral wall displacement in top-down excavation. Random
forest (RF) algorithm was utilized by Zhou et al. [13] to
anticipate ground settlements caused by the building of a
shield-driven tunnel. For the inverse analysis of soil and wall
parameters in braced excavation, Zhang et al. [14] used
multivariate adaptive regression splines (MARS). For the
determination of Earth Pressure Balance (EPB) tunnel-related
maximum surface settlement, Goh et al. [15] used the MARS

86|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

model. Xie and Peng [16] tested the prediction power of
Random Forest (RF) modeling for estimating tunnel
Excavation Damaged Zones (EDZs). Despite the widespread
application of supervised learning algorithms in geotechnical
engineering, they have not been frequently applied for lateral
wall displacement prediction in deep braced excavations
considering the anisotropic shear strength.

As such, various artificial intelligence techniques have been
utilized in relation to the stability of the retaining wall at the
excavation site. However, the research so far has been limited
to the study of the prediction of the maximum displacement of
the retaining wall at the time when the excavation work is
completed. In order to determine the stability during
excavation work, it is important to manage the displacement of
the retaining wall during construction, that is, according to the
excavation stage. Most of the accidents related to excavation
work occur during the excavation process, but no attempt has
been made to predict the displacement of the retaining wall
during excavation work. Therefore, predicting not only the
maximum displacement after the excavation work is
completed, but also the displacement of the retaining wall at
each stage of excavation is considered to be helpful in reducing
collapse accidents that occur in actual excavation work and
evaluating the stability of the retaining wall.

This study attempted to predict the lateral displacement of
the braced wall at each stage of excavation by using all the
basic information necessary for braced wall design, including
ground information of the excavation site, support methods
such as the type of brace, location, and stiffhess, information
about the neighboring buildings, and the results of numerical
analysis. Therefore, one-dimensional convolutional neural
network (1D-CNN) and long short-term memory (LSTM)
network were used, and the applicability of the braced wall was
confirmed for safety management by predicting the horizontal
displacement of the braced wall for each stage of excavation.

Il. PREDICTION MODEL AND CONSTRUCTION
METHODOLGY

A. 1-DCNN

Predictions based on existing time series data mainly use
deep learning algorithms [17, 18]. CNN (Convolutional Neural
Network) is a deep learning algorithm and an effective neural
network for identifying patterns in data because it specializes
in processing array data. Therefore, CNN utilizes various filters
that can be used as shared parameters; in the case of two
dimensions, it efficiently extracts and learns features from
adjacent images while maintaining the spatial information of
the image. CNN, which mainly uses two-dimensional data, can
be applied to data feature extraction and data prediction
analysis by utilizing one-dimensional time series data [19-21].
CNN has the advantage of enabling easier training based on
minimal parameters and preprocessing of data. The following
equation (1) describes the output of a CNN corresponding to
one-dimensional input data.

s(t) = (x*w)(t) = Y_x(a)w(t-a) (1)

Vol. 13, No. 2, 2022

where X is the input data, w is the kernel map, and S(t) is

the feature map, which is the output layer. The CNN algorithm
consists of four steps. In the first step, the kernel, which has a
weighted function as the input data, traverses in a certain flow,
and several convolution products are calculated in parallel. In
the second step, the values computed in parallel go through the
activation function, and the features of the input data are
detected and output to the feature map. In the third step, the
pooling function is used in the pooling layer to reduce the
feature data detected in the feature map. As described above,
the CNN algorithm extracts the features of the data through the
iterations of the CNN and pooling layers. In the last step, for
the dataset extracted from the CNN and pooling layers, the data
constructed in an array are transformed into a column vector
array through the fully connected layer, and the features of the
data are classified. Fig. 1 shows the structure of the 1D-CNN
algorithm.

Number of input .
\ Convolution
\ — Fully connected
\ g
I X
o
Input vector Y

Output

Representation
of input data

Convolution layer
with multi filter
widths and feature

Pooling Dense layer with
layer dropout and

activation

maps fuction output

Fig. 1. Structure of 1-D CNN Algorithm.

B. LSTM

LSTM(Long-Short Term Memory) is mainly used for
prediction and classification studies such as genes,
handwriting, voice signals, sensor data, and stock prices [22].
Recently, many studies have been conducted to improve the
prediction performance by modifying the structure of the
LSTM [23, 24]. The LSTM algorithm was developed to solve
the problem that owing to the structure of the recurrent neural
network (RNN) algorithm, the time-series data of the distant
past are not reflected if the data are large. The RNN algorithm
transforms the hidden layer into forget, input gate, and output
gates, which controls the flow of information to reflect time-
series data of the distant past. Fig. 2 shows the structure of the
LSTM algorithm [25], in which X represents the input layer, h
represents the output layer, and a represents the hidden layer
transformed into forget, input, and output gates.
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. Forget Gate Input Gate Output Gate _
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Fig. 2.  Structure of LSTM.
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C. Proposed Model

The 1D CNN-LSTM model proposed in this study is a
retaining wall displacement prediction algorithm to produce an
optimal learning effect with limited iterative learning of time-
series data by combining CNN and LSTM (Fig. 3). The
structure of the 1D CNN-LSTM model is divided into three
stages. The first stage has a three-layer CNN structure and max
pooling. In the first stage, the periodic and non-periodic
features of the time-series data are extracted from the CNN
layer, and a feature map is created using the output values. The
max pooling layer is used to reduce the size of the extracted
feature data. Max pooling selects the maximum value of the
feature map. This process was repeated three times to extract
the periodic and non-periodic features of the time-series data,
and the data size was reduced significantly compared to the
initial data size. The second stage consists of a flattened layer
and a dense layer. The flattened layer converts multi-
dimensional array data into 1D time-series data, and the dense
layer connects both inputs and outputs. In the third stage, deep
iterative learning of the LSTM layer was performed to ensure
that the LSTM layer learns the relationship between the past
and future data through the CNN. Future data were predicted
based on the learned relationship.
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Fig. 3. Structure of Proposed Wall Deflection Prediction Model.

D. Data Collection and Preparation

Data collection is one of the most crucial steps in the
prediction modeling. In this study, we need training data for the
design and measurement over time to predict the horizontal

Vol. 13, No. 2, 2022

displacement of the retaining wall for each excavation step.
Therefore, we used the data obtained from excavation work
sites in South Korea to prepare 30 input datasets by sorting the
soil information, member information of the temporary
retaining wall, numerical analysis results, and measurement
results for each excavation step. The variables of the retaining
wall data included all factors affecting the displacement of the
retaining wall, such as the location, ground layer formation,
soil strength, height of the retaining wall, height of the upper
weak layer, retaining wall type, rigidity of the retaining wall,
support type, and horizontal displacement of the ground. Fig. 4
is an example in which the various variables used as input data
are scaled to a value between 0 and 1 and organized by depth.
We could not collect a large amount of data because it was
difficult to collect relevant information for step-by-step
prediction from actual excavation sites. Therefore, the number
of training data used in this study was relatively small, and we
attempted to find the optimal model through cross-validation
by changing the training and validation data.

—— final_press
rotation_angle
shear_force

= bending_moment

—— excav

= wall_disp
vall
y
ysub
c

— phi

ks

area

lengthl

space

length2

thickness

Scaled value

Depth (m)
Fig. 4. Example of Preprocessed Input Data.

I11. RESULTS AND DISCUSSION

Fig. 5 shows the overall accuracy and loss of the training
and validation datasets. This shows that both the training loss
and the validation loss start to converge above the 100th epoch.
During this time, the overall accuracy of the training and
validation tends to remain stable. Finally, the training was
conducted for 1,000 epochs, and the optimal result was
obtained at the 210th epoch. The performance improvement of
the model cannot be expected through further training.

Because it was difficult to collect all excavation data for
each step of the excavation work, the prediction values through
cross-validation in this study were validated in this study. After
training the model by excluding the design values of certain
excavation site locations, the model by comparing the
prediction values to the design values of those site locations
were validated.
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Fig. 5. Loss per Epoch during the Training of the Predicting Wall Deflection.

Fig. 6(a) and (b) show the predictions of the design values
of excavation sites A and B, respectively, for each of the three
excavation steps. The prediction results show that the changing
trend of the horizontal displacement of the retaining wall is
predicted properly in most cases. However, the horizontal
displacement of the retaining wall was overestimated or
underestimated at certain sites because the soil conditions and
construction methods of the excavation sites were all different.

Fig. 6(a) shows that for site A, the horizontal displacement
trend of the retaining wall is predicted well in every excavation
step. Although there is a tendency to slightly overestimate the
maximum horizontal displacement compared to the design
value (true value), the depth at which the maximum horizontal
displacement occurs matches exactly in each excavation step.
This could help predict the position at which risk occurs before
construction. Furthermore, the prediction values were mostly
similar to the true values, regardless of the excavation depth in
each excavation step.

In Fig. 6(b), site B also shows that the horizontal
displacement trend of the retaining wall is predicted well in
every excavation step. Furthermore, the prediction value
matched the true value for the depth at which the maximum
horizontal displacement occurred. However, in contrast to site
A, the maximum horizontal displacement of the retaining wall
was underestimated. In every case, it was determined that the
accuracy of the prediction increases as the excavation
progresses, and if the amount of training data increases, higher
accuracy can be expected.

Fig. 7(a) and (b) show the predictions of the horizontal
displacement of the retaining wall for certain cross-sections of
sites A and B, respectively, for each excavation step. Here, the
true value refers to the value measured using an inclinometer.
For site A, it can be seen that the inclinometer measurement
value and the prediction value match well in each excavation
step. Furthermore, the predicted maximum horizontal
displacement of the retaining wall is almost the same as the
actual measurement value, and as the excavation progresses
step-by-step, the difference from the actual measurement value
decreases. For site B, few errors appeared to occur at low
depths, but the trend of the displacement profile of the
retaining wall was consistent. In actual measurements, the
traffic on the surrounding roads and the adjacent buildings
affect the ground. However, it is difficult to prepare these
values in detail in the training data. Therefore, errors occurred
at low depths close to the ground surface.
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IVV. DISCUSSION

In this study, a method combining CNN and LSTM was
applied to predict the displacement of the retaining wall
according to the excavation work step by step, and its
applicability was confirmed. Through this study, it was found
that the displacement change of retaining wall can be predicted
as the excavation work progresses. While previous studies
were limited to predicting the maximum displacement of the
retaining wall, this study made it possible to measure the entire
profile of the retaining wall. The ground inclinometer is the
only measurement item that can reflect the entire excavation
process, and the prediction accuracy can be improved by using
this measurement value. In the previous study [9, 10, 14] the
maximum displacement prediction error of the retaining wall
was about 6~23%, but in this study, the prediction error for the
maximum displacement was about 3~18%. In addition, the
prediction error for each stage of excavation was also
confirmed to be about 15%. Since the machine learning
materials used so far may not be able to represent various
environments such as all ground conditions and retaining wall
construction methods, prediction errors may appear differently
depending on the characteristics of the site. However, it is
judged that the signal of accidents can be confirmed in advance
by comparing the predicted results using the model proposed in
this study with the retaining wall management standard
according to the excavation work.

V. CONCLUSION

This study proposes a model that predicts the retaining wall
displacement for each excavation step by combining 1D CNN
and LSTM using the retaining wall measurement data.
Compared to previous studies on the prediction of the
maximum displacement of the retaining wall, this study has the
advantage that the displacement profile of the retaining wall
can be predicted for each excavation step. For highly reliable
predictions, we need a large amount of data; however, we
aimed to propose an optimal prediction model based on well-
refined data by training the model using limited training data
and combining 1D CNN and LSTM. The results predicted by
applying the measurement data of actual sites in the proposed
model showed few differences from the actual measurement
values. In these results, there was a tendency to show errors at
certain sites because each site has different soil conditions and
construction methods. Furthermore, this phenomenon seemed
to be caused by the limited number of data, and this problem is
expected to be solved by inputting additional measurement
data in future.

For the safe management of the retaining wall during
excavation work, predictions are required for not only the
measurements of representative cross-sections but also for the
unmeasured sections. In this regard, the proposed prediction
model of this study can be used to predict the stability of the
retaining wall for each excavation step and reduce accident
risks, such as collapse of the retaining wall, which may occur
during construction. Although the proposed model has some
limitations, if appropriate data for the proposed model are
collected and the database is built upon them, it could
potentially help experts to use the model for designing or
constructing retaining walls. Furthermore, it can help perform a

Vol. 13, No. 2, 2022

more economical and safer
construction.

retaining wall design or
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Abstract—Plants leaves recognition is an important scientific
field that is concerned of recognizing leaves using image
processing techniques. Several methods are presented using
different algorithms to achieve the highest possible accuracy.
This paper provides an analytical survey of various methods used
in image processing for the recognition of plants through their
leaves. These methods help in extracting useful information for
botanists to utilize the medicinal properties of these leaves, or for
any other agricultural and environmental purposes. We also
provide insights and a complete review of different techniques
used by researchers that consider different features and
classifiers. These features and classifiers are studied in term of
their capabilities in enhancing the accuracy ratios of the
classification methods. Our analysis shows that both of the
Support Victor Machines (SVM) and the Convolutional Neural
Network (CNN) are positively dominant among other methods in
term of accuracy.

Keywords—Leaf recognition; feature extraction; leaf features;
classifiers; image processing

I.  INTRODUCTION

An important role introduced by plants to maintain the
ecological balance of the earth by providing us with breathing,
shelter, fuel and medicine. Pattern recognition and image
processing techniques are exploited by using plant images to
build plant lists for the conservation and preservation of
existing classes of the plant [1]. Leaves are considered
convenient for the recognition and classification of different
plant species because they are capable to present flat and two-
dimensional surfaces with various characteristics like texture,
colour, and shape. Many biological and environmental factors
affect leaves to be damaged. So, many characteristics of a
damaged leaf will be not useful to provide identifying signals.
Therefore, a recognition system that depends on such
characteristics may lead to unreliable and inconsistent
outcomes.

Plant species recognition and classification method by
conventional artificial processes are present time consuming,
due to the depending on specific botanical information used
by common persons [1]. Many research topics based on the
automatic classification of the plant species are important.
Some effective algorithms in computer science such as pattern
recognition, image processing and machine learning and some
technologies such, mobile devices and digital cameras, present
the idea of automated classification for plant species by
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extracting different characteristics from the images of a plant
leaf. With the development of machine learning, image
processing, mobile devices, computer software, and hardware
[2], it is possible to present an efficient and quick automated
system to manage, recognize and understand a plant species

13].

In the area of plant taxonomy, leaf analysis has an
essential role used to analyze, recognize and understand plant
recognition and leaf patterns. The automatic plant recognition
based on some features and characteristics, including leaf
texture, leaf shape, leaf colour, and, other geometric features
has been exploited. These characteristics are dependent on the
recognition of the plant species. One of the essential
challenges for plant recognition/classification is the diversity
of leaf shapes [4]. The colour feature is more dependent to
classify and identify plant species because leaf colour is can
be changed according to the environment in different seasons.
The texture features are more based on the information
assured from its vein and venation. Recently, leaf venation
patterns are considered an important factor to identify plant
species with few techniques to extract leaf vein structure.
Many methods depended on automatic or manual leaf
venation extraction from leaf patterns. Furthermore, there
have been few efforts to correlate and evaluate leaf venation
and leaf spectral signatures [5].

In general, texture, shape, and colour features for each
kind of plant leaf utilized to recognize plant species [4].
Therefore, most of the existing systems and methods of plant
species recognition depend on these features of leaf image
with its ability to be valid and reliable for years.

In this paper, different methods used in the plant
recognition and classification field are discussed. The
implementation and performance of various methods of plant
recognition is important for the advancement of these
technologies in supporting environment. Hence these methods
are reviewed and analyzed. The presented methods have
advantages and disadvantages for the recognition and
identification of leaf patterns. The remainder of this paper
organized as follows: Section 2 presents and discusses various
earlier works. Section 3 presents the advanced methods used
in leaf recognition. In Section 4, difficulties and directions
related to the earlier proposed methods of leaf recognition are
discussed. Conclusions are presented in Section 5.
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Il. LITERATURE REVIEW

In general, there is a general step for leaf recognition,
including capturing leaf’s images, applies pre-processing
method on the captured image, extract feature and classify
leaf. Fig. 1 illustrates the flowchart of the major steps carried
out in the process of leaf recognition.

A. Images Capturing

In various studies, a scanner or digital camera is used for
acquiring leaf images. In [6], the authors used a Samsung
camera (DV300F SAMSUNG zoom Lens 5X 16.1
megapixels) to capture images of on-branch green apples,
apricot, nectarine, sour cherry, peach, and amber-coloured
plums. A digital camera (SONY W730) is used in [7] to
capture the green apple targets. The Microsoft Kinect 2.0
camera is chosen in [8] to capture juicy peach images for
colour, depth, and point cloud features. While the authors in
[9] used an MX808 camera to collect green pepper plant
images to create a new dataset. The Canon 660D digital
camera used to collect 8911 images of rice leaf disease as a
dataset used in the paper [10].

To collect 2D images for apple fruit counting and
diameter, the authors in [11] used a thermal camera for
accurate results. Also, a thermal camera is used in [12] to
collect 2D images of oranges for recognition. Because of the
limitation presented with 2D images related to incomplete
information, 3D images are considered in many types of
research. A laser scanner used in [13], [14], [15] to scan 3D
images. Alternatively, an RGB-D camera is used in [16], [17],
[18] to present a complete and significantly 3D scan.

B. Images Pre-Processing Methods

An important concept in the leaf recognition system is the
pre-processing phase. This phase includes the following steps:
image re-orientation, image cropping, convert the image to a
grayscale image than to a binary image, remove noise, stretch
contrast, and threshold inversion [19]. Various preprocessing
techniques are developed based on efficient machine learning
methods. How leaf images’ features are extracted, and the
outcomes of pre-processing phase are important aspect of
visual-based machine learning. The study in [20], suggested
that to extract leaf features, the leaf image is divided into 2/4
parts, instead of the whole leaf extraction. Vein, colour,
Fourier descriptors (FD) exploited in the presented image
processing techniques. To achieve a sufficient rate of
accuracy, Gray-Level Co-occurrence Matrix (GLCM)
methods and the Flavia leaf dataset are used to present 99.1%
accuracy. In [21], presented a study and analysis of different
methods used various image pre-processing techniques.
Simple Linear Iterative Clustering (SLIC) used in one of the
studied methods, which uses on super-pixel for grouping them
with a defined value through many iterations of the closed
neighbour to determine a data vector with a similar value. In
[22], the Guided Active Contour (GAC) method is developed.
In this method, the snake segmentation technique is used to
enhance the polygonal framework for the elongated leaf
shape.

For extraction of segments from the data, a hierarchical
model based on the Kurtz algorithm is proposed [23]. The
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proposed approach suggests extracting the interesting parts
from data. The data is arranged from the lowest to the highest
resolution as clusters as a tree. The first cluster represents the
colour features of coarse image patches. The Binary Partition
Tree (BPT) used to arrange the individual patches in a
hierarchical manner. This method shows that the precision of
the system reached up to 85.1%. In [24], a pre-processing
technique is used in the proposed system for recognition of
soybean and weed leaf. The data used include the images
captured by the 2G-R-B camera where the erosion algorithm
utilized to remove images distortion. Moment invariant is used
to identify scale, invariability, rotation, and translation of
soybean leaf image. The image pre-processing technique used
can improve the classification rate to 90.5%.

C. Feature Extraction Methods

Some important characteristics such as colour, size, and
shape are used for leaf recognition. The segmented image can
be a source of information for feature extraction and could
assist in the proper classification of the anomaly. Some
statistical measures used for textural features extraction such
as Color Co-occurrence Matrix (CCM), Spatial Grey Level
Dependence Matrix (SGLDM), Grey Level Co-occurrence
Matrix (GLCM), Local Binary Patterns (LBP). Various
existing systems and methods of plant recognition depend on
the colour, size, shape, and texture of the leaf image.

The study in [25] leaves in plants have holes or diseases
that could cause reduction of leaves, and thus cause
segmentation. First, point searched by pixel scanning and
arranged as foreground/background. When the pixel is
categorized as foreground, this process cuts off and the next
line is scan. Every individual pixel passed with this process
for identification. The result of this model was provided with
an average error of 3.00 for five leaves. The study in [26]
proposed a system for applying feature extraction by utilizing
a method known as area labelling. The pre-processing phase is
applied for image processing to provide binary image output.
Next, the output binary image is offered to area labelling for
identified region production. In this work, when the pointer
defines a pixel with the value ‘1’ then the eight-connecting
area algorithm is used to acquire more search for the eight-
connecting area by the kernel. The features of the leaf image
are reflected when the pixels are marked and contend for
features extraction.

Capture Image

h J

Apply Pre-processing Methods

v

Extract Features

h

Apply Classification Methods

Fig. 1. The Basic Steps of Leaf Recognition Method.
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In [27], Gopal et al. attended to present the medicinal
images for classification goals depending on the colour
features extraction. First, a digital scanner used for providing
input image attached for the preprocessing phase. Later, for
feature extraction, the image is pushed into the program to
gain the colour feature according to its Fourier descriptor. In
the training phase, 100 leaf images are used and 50 leaf
images are used in the testing phase. The results show that the
efficiency of the method is 92%. Feature extraction represents
an important role in providing accurate precision and accuracy
in leaf recognition/classification system built on utilizing
machine learning mechanism. This belongs to the fact that the
predetermined feature in the network affects the architecture
of machine learning. Different mechanisms used in different
approaches to solving different problems so that there are
various feature extraction methods to be utilized.

I11. LEAF RECOGNITION AND CLASSIFICATION METHODS

Various related researches proposed for leaf plant
recognition and classification is discussed in this section. In
[28], the Local Binary Patterns (LBP) method is used to
propose an alternative method for plant leaves classification.
The proposed method uses the extracted texture features from
plant leaves to recognize plant leaves. LBP, the R and G
colour of images. In addition, the method efficiency against
Gaussian, pepper, and salt are evaluated. Next, the Extreme
Learning Machine (ELM) method is used to classify and test
the acquired features from the proposed system. In this
system, Swedish, Flavia, Foliage, and ICL datasets are used.
The obtained results are compared to prove that the proposed
method can identify noiseless from noisy images. The
accuracy results achieved is claimed to be (98.94%) Flavia,
(99.46%) Swedish, (83.71%) ICL and (92.92%) Foliage
datasets.

An automatic and accurate segmentation method is
proposed in [29]. The authors have used an efficient encoding
method for the feature depth information extraction. Later,
Mask R-CNN is deployed to train the used RGB-D data. For
more efficiency, the features of the data are fused in the
Feature Pyramid Network (FPN) structure. Next, Density-
Based Spatial Clustering of Applications with Noise
(DBSCAN) provided to segment a single leaf from
overlapping leaves in the explored scope using the detected
leaf areas and depth data. The experimental results are
compared to prove that the proposed system automatically
detects leaves with an accuracy of around 89.3%. In [30], the
authors used the dataset of apple leaf image that employed six
apple leaf diseases to provide 2462 images for method
evaluation. The proposed method is compared with the
traditional multi-classification method based on cross-entropy
loss function for results evaluation. The traditional multi-
classification method achieves an accuracy of 92.29%, while
the proposed method in [30] presents better accuracy with
93.51%, 93.31%, and 93.71% on the test set, respectively.

In [31], Jaya Algorithm with the optimized deep neural
network used to propose a system for paddy leaf diseases
identification. The leaves image of the rice plant is taken
normally from the field, brown spot, blast, and sheath rot
diseases. In the pre-processing phase, the RGB images are
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converted into HSV images and binary images are extracted to
split the non-diseased and diseased samples. For the
segmentation of non-diseased portion, diseased portion, and
background a clustering method is utilized. Jaya Optimization
Algorithm (DNN_JOA) with Optimized Deep Neural Network
is used in the Classification of diseases phase. The results of
the work prove that the proposed method achieved an
accuracy of 90.6%.

The authors in [32] presented a classification method of
plant’s leaves based on Multiscale Triangle Descriptor (MTD)
and Local Pattern Histogram Fourier (LBP-HF). The two
methods are employed to characterize shape and texture,
respectively. Based on their experiments, the recognition
accuracy ratio is found to be 99.1%, 98.4%, 95.6% when
applied on Flavia, Swedish and MEW2012 datasets,
respectively. However, the method has some limitations. The
features of the leaves need to be designed manually as no
automated process of learning is applied. In [33], an
alternative recognition method is presented based on
Generalized Procrustes Analysis (GPA). The method uses
contour (shape) features for classification. The core of the
method depends on performing some computation to calculate
the distance between a set of contour points and the center of
the contour upon applying some alignments. The results show
that the recognition accuracy rate is 84.4% and 98.4% on
Leafsnap and Flavia datasets, respectively.

A recognition method based on Multiscale Sliding Chord
Matching (MSCM) is presented in [34]. The method aims to
recognize soybean cultivar by joint leaf patterns. The MSCM
strategy is implemented to extract shape features. The
experiment over 6000 sample images shows that the accuracy
ratio is 72.4%. The analysis shows that such a low ratio results
from several reasons. The leaves of the soybean plan have
different visual cues for soybean cultivar identification. In
addition, the joint leaf pattern is not integrated with the
descriptors of leaves from different parts of soybean plants.
There are many other classification models found in various
researches. These methods include Support Vector Machine,
Acrtificial Neural Network, Convolutional Neural Network, K-
Nearest Neighbors, and Probabilistic Neural Network.

A. Support Vector Machine (SVM)

In SVM is an essential machine-learning technique for
data learning and solving classification and identification
problems. The study in [35] proposed utilizing leaf contour
and centroid for proposing the leaf image recognition systems.
The proposed method aimed to use image processing
techniques as well as SVM utilized as a classifier. Flavia
dataset utilized to take 70 patterns with their shape and
geometrical features. Their results prove that the highest
achievement accuracy of 97.7%. In [36], the authors provide a
comparative analysis for leaf recognition and classification.
SVM used as the classifiers in this system and a shape
detector utilized to extract 14 leaf features. In the training
dataset, the Flavia database used to provide sixteen different
plant species. The results show that the highest accuracy of
90.9% by exploiting SVM.

Araujo et al. [37] used SVM and neural network as
classifiers of leaf image classification. These classifiers used
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for training four different features, the histogram of gradients
(HOG), namely local binary pattern (LBP), Zernike Moments
(ZM), and speed of robust features (SURF). The results show
that using multiple classifiers of the system overcame the
performance of monolithic methodologies and the best results
reported. A significant improvement proved to be effective to
detect plants by using SVM as a classifier for an environment
with heavy overlapping and interferences cases [38]. In this
experiment, the authors exploited 300 leaf images of three
plant species for identification. A marker-controlled watershed
segmentation was used to capture and segment the images.
The system achieves 86.7% accuracy for identification. The
accuracy can be improved by adding more features as well as
the dataset used for the experiments. SVM suffer from
different limitations, such as the complexity of its structure,
and the slowness of training and testing. On the other hand,
SVM is considered robust and has high potentials for
generalization.

B. Artificial Neural Network (ANN)

The proposed system of leaf pattern recognition in [39]
exhibits that using ANN as a classifier is reliable. There was a
study presents 98.6% of accuracy for recognition which can be
increased when more dataset used [39]. In [40], using ANN as
a classifier to recognize and identify the medicinal plant
leaves can improve the results. The ANN classifier was used
to train the extracted colour, shape, and texture of leaf images.
The results show that the system presents an accuracy of
94.4% using 63 leaf images. The accuracy of the extracted leaf
venation improved in [41] by about 10% when selecting the
ANN as classifier combined with thresholding. The results
show that the accuracy improved to 97.3% by combining
ANN with thresholding. ANN can recognize the relationships
between dependent/independent variable, and support
simplistic statistical testing. As for the limitations, ANN
requires a high computational load and a high tendency of data
overfitting.

C. Convolutional Neural Network (CNN)

In [42], CNN is used to establish a cotton growth
recognition algorithm. Confusion matrix and recognition
efficiency exploited for the optimization process where a CNN
model is established, and its precision was proved by
modifying training /test sets based on the concept of the k-fold
test. The results show that this method is suitable for the
recognition task and can achieve good results in the term of
high precision, low cost, and real-time. The method proposed
in [43] presents an automated system for medicinal plant
classification using CNN. A 3-layer CNN is employed to
extract high-level features for classification. The method is
supported by a data augmentation technique for higher
efficiency. The experimental results show that the recognition
accuracy rate of the method is around 71.3%.

To solve the disease similarity problem, an efficient
method is proposed in [44]. Two types of diseases happening
in the same leaf and the influence of external light lead to this
problem. In the beginning, they gained a cucumber leaf
disease dataset, then they build a classification model by using
the EfficientNet method for the above four types. Finally, they
used CNN-based EfficientNet-B4 to demonstrate a two-
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classification model of cucumber similar diseases. The
obtained results prove that their proposed method has a
considerable effect on the similar diseases of cucumber
classification of accuracy around 96%. In [10], the authors
used CNNs to extract the rice leaf disease image features.
Later, for classification and prediction of the specific disease
SVM method is applied. In their work, the cross-validation
method was the optimal parameter of SVM. The results show
that the average accuracy of the proposed recognition model
was 96.8% based on utilizing deep learning and SVM
techniques. The experiment is applied over a dataset prepared
by the authors as per the details stated in Table I.

In [45], a deep convolutional neural network used to build
an automatic classification and recognition framework of
various paddy crop stress as biotic/ abiotic using the field
images. The dataset used includes 12 different stress
categories of healthy/normal with 30,000 field images of five
different paddy crop varieties. The results show that the
proposed model can achieve an average accuracy of 92.89%.
In image recognition tasks, CNNs are used as feature
extractors and classifiers to introduce the better performance.
In CNN's, Multiple features are extracted simultaneously as
well as they are robust to noise. These advantages made CNN
an interesting classifier in many types of research. In [46], the
authors aimed to identify leaf diseases based on the traditional
CNN by integrating of inception structure and a pooling layer.
In this model, the number of parameters reduced and the
identification accuracy improved by up to 91.7%. Similarly,
the model in [47] used CNN classifier for maize leaf disease
detection. This method can classify diseases according to three
types. For plant disease classification and recognition, CNN is
proven to be an effective manner. The method in [48]
integrates deep learning with CNN for classification. The
results show that even reducing the number of parameters,
would not affect the recognition accuracy.

CNN considered a faster recognition process as it extracts
and recognizes the features concurrently. CNN is accurate for
plant classification due to the numerous sets of data trained by
users before it is considered to be capable enough for
application. CNN shows that the accuracy of leaf
classification achieved up to 94% [49]. The integration of
deep learning knowledge with CNN provided an efficient
model for feature extraction to recognize and identify vein
samples from the presented image [50].

D. K-Nearest Neighbors (KNNs)

In the recognition and classification methods, the accuracy
of identification increased when the number of images for
testing is increased. The study in [51] shows that Principal
Component Analysis (PCA) algorithm and Cosine k-Nearest
Neighbors (KNN) classifier is improved compared to SVM
and Patternnet neural network. KNN classifier provides 83.5%
of accuracy [19]. Such low accuracy is relatively weak to be
agreeable even the process of feature extraction is quick and
simple. KNN classifier is not capable to handle samples
distortion and could cause inaccuracy in the classification
process. A method proposed for this classifier with a specific
colour histogram increases the accuracy up to 87.3% [19].
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TABLE I. PREVIOUS LEAF CLASSIFICATION METHODS
Ref. Published Dataset Classifier Extracted Average Accuracy Rates
year Features
Flavia dataset Flavia = 98.94%
Swedish dataset Color Swedish = 99.46%
[28] 2019 ICL dataset LBP Texture ICL =83.71%
Foliage dataset Foliage = 92.92%
[29] 2020 7988 images Mask R-CNN Color 89.03%
[31] 2019 650 images Deep Neural Network Color 90.57%
Texture
Flavia dataset Texture Flavia = 99.10%
[32] 2021 Swedish dataset MTD + LBP-HF Shane Swedish = 98.40%
MEW?2012 dataset P MEW2012 = 95.60%
Leafsnap dataset Leafsnap = 84.40%
[33] 2018 Flavia dataset GPA Shape Flavia = 98.40%
[34] 2020 6000 images MSCM Shape 72.40%
[35] 2017 Flavia dataset SVM Shape 97.70%
[36] 2018 Flavia dataset SVM Shape 90.90%
[38] 2015 300 images SVM Shape 86.70%
ImageCLEF 2011 dataset Texture ImageCLEF 2011 = 86.20%
[37] 2017 ImageCLEF 2012 dataset | SV M * Neural Network™ | o\ o 0 ImageCLEF 2012 = 64.10%
10 2020 8911 images SVM + CNN Shape 96.80%
[ g Color
[45] 2020 6000 images CNN Shape 92.89%
Color
[30] 2020 2462 images CNN Texture 92.29%
Shape
Color
[44] 2020 2816 images CNN Texture 96.00%
Shape
[42] 2020 1443 images CNN Texture 93.27%
) Color 0
[46] 2019 6108 images CNN Texture 91.70%
[47] 2019 54306 images CNN Texture 92.85%
ImageNet dataset o
[48] 2019 PlantVillage dataset CNN Color 97.14%
[49] 2017 Flavia dataset CNN Shape 99.70%
[43] 2020 3570 images CNN \S/Z?ﬁe 71.30%
[39] 2006 180 images ANN o 94.40%
Shape
[40] 2013 63 images ANN Color 94.40%
Texture
[41] 2007 2940 images ANN Sg:ﬁr 97.33%
ImageCLEF 2012 dataset ImageCLEF 2012 = 88.80%
[51] 2019 Leafsnap dataset KNNs Texture Leafsnap = 74.50%
Flavia dataset Flavia = 98.70%
[52] 2016 Flavia dataset KNNs Shape 94.37%
[53] 2010 1200 images PNN Shape 91.41%
[54] 2008 900 images PNN Shape 93.70%
exture
Flavia dataset Flavia = 82.01%
[55] 2014 Swedish dataset PNN Shape Swedish = 80.01%
[56] 2012 2448 images PNN Texture 74.51%.
Color
Texture
[57] 2007 1800 images PNN Color 90.00%
Shape

www.ijacsa.thesai.org

9% |Page




(IJACSA) International Journal of Advanced Computer Science and Applications,

The authors in [52] produced an improvement in leaf
classification based on utilizing KNN classifier with edge and
shape features. Flavia dataset exploited to provide 32 plant
species to be tested. The results show that the presented
method improves the average classification accuracy to
94.4%.

E. Probabilistic Neural Network (PNN)

In the recognition and classification methods, PNN is
utilized as a classifier due to many advantages, including high
resistance of distortion, flexibility to modify data, and the
specimen can be classified into multiple outputs. In this
section, we study the efficiency of PNN in classifying leaves.

The work in [53] presents an algorithm for plant species
classification of leaf image based on PNN. The points of the
leaf’s shape are extracted from the background and a binary
image is produced accordingly. After that, the leaf is aligned
horizontally with its base point on the left of the image.
Several morphological features, such as eccentricity, area,
perimeter, major axis, minor axis, equivalent diameter, convex
area and extent, are extracted. The network was trained with
1200 simple leaves from 30 different plant species with an
accuracy rate of 91.41%. The authors in [54] address the issue
of low recognition rate in plant identification since the objects
broad and the classification features are not synthetic. To
resolve this issue, PNN is presented for a rapid recognition
method that is applied over thirty kinds of broad-leaved trees.
The shape and texture features of broad-leaved trees combine,
composing a synthetic feature vector of broad leaves to realize
the computer automatic classification towards broad-leaved
plants. The use of PNN has achieved an average recognition
rate of 93.70%.

An alternative PNN-based leaf classification method is
proposed in [55]. Upon converting the RGB image to its
binary image representation, the binary image is passed to a
canny operator to recognize the edges of the image. Sampling
is then used to compute the centroid distance of these points
and the distance of sampling points from the axis of the least
inertia line. A probabilistic neural network has been used as a
classifier. The results show that the average accuracy rates of
the method on Flavia and Swedish datasets are 82.1% and
80.1%, respectively. In [56], the researchers present a mobile
application for identifying Indonesian medicinal plants. The
application uses both Fuzzy Local Binary Pattern (FLBP) and
Fuzzy Color Histogram (FCH) methods for extracting leaf
image texture and colour, respectively. For fusion of FLBP
and FCH, the Product Decision Rules (PDR) method is
applied. As for the classifier, PNN is utilized to classify
medicinal plant species. The accuracy of this work is claimed
to be around 74.51%. PNN appear to be an effective classifier
for the automated leaf recognition method proposed in [57].
The method relies on the use of image and data processing
techniques, and applied over 1800 leaf images. The method
managed to extract 12 leaf features organized into 5 basic
variables which compromise the PNN input vector. The PNN
is trained by 1800 leaves to classify 32 kinds of plants. The
accuracy is found to be reasonable around 90%. However,
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aside from the advantages of PNN mentioned above, PNN is
considered as a complicated network layout, and it requires
long time on training. In addition, PNN has a tendency for
overfitting with too many traits. Table | summarizes the key
facts and finding of our analysis.

IV. DISCUSSION AND ANALYSIS

In the early presented plants leaves species recognition
systems, several issues related to providing better
classification results are addressed. Our analysis of existing
classification methods focuses on different issues, including
the commonly used features and classifiers and their impact
on classification accuracy, what datasets are used for testing,
and research trends on leaf classification methods.

Researchers have used several features in their methods,
including (colour (C), shape (S), texture (T) and vein (V)). We
have also found some researches combine multiple features to
enhance the accuracy ratio. Most of the researches (=~ 41% of
existing methods) focus on shapes features in their
classification methods. Analysis of the accuracy ratio of these
methods shows that combining multiple features in the
classification method helps in enhancing the accuracy rations
of leaves classifications. Our analysis also reveals that there is
a lack of studies on methods that use vein as a feature of
classification, as only = 6% of existing studies tickle such
feature in their methods. However, considering the vein
features shows promising results when combined with shape,
colour or texture features. Fig. 2(a) shows the percentage of
studies discuss each type of features, while Fig. 2(b) reflects
the accuracy ratios achieved by these features according to the
existing classification methods.

As for classifiers, various techniques are found in the state
of the art. We found that there is a greater focus on CNN-
based classifiers. Several methods show enhanced
performance when combining CNN with other classifiers,
such as SVM and LBP. Most of the accuracy ratio shows that
CNN-based methods outperform other classifiers. On the other
hand, there is a growing interest in ANN classifiers as it shows
high accuracy ratios. In the three existing studies on ANN
classifiers, results show that the accuracy ratio ranges between
94.4 and 97.3. Such high accuracy should give ANN classifier
more interest for researchers in developing new classification
methods. Fig. 3 presents the accuracy ratio achieved by
different classifiers.

1 1=

Fig. 2. (Left) Appearance Ratio of Features in Existing Methods, (Right)
Accuracy Ratio of different Features.
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In term of testing environments, our analysis shows that
the majority of researchers (= 48%) has developed their
datasets for their testing. Using well-known standard datasets
such as Flavia and Swedish appeared in less than 30% of the
studies. In this regard, researchers should focus on updating
and considering standard datasets to enhance the scientific
judgments on proposed classification methods. Fig. 4 shows
the utilization of different datasets for testing leaves
classification methods.

As for the classification method, we noticed that the
current researches are oriented toward three main areas. These
areas are CNN, SVM and PNN. We found that CNN occupies
~ 31% of existing classification methods, while each of PNN
and SVM found in ~ 16% of methods. Fig. 5 illustrates the
frequencies of different classification methods used in the
state of arts.

100

90

—NN —5VM CNN ANN  ——KNNs =—PNN

Fig. 3. Accuracy Ratios Achieved by different Classifiers.
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Fig. 4. Datasets used for Testing Leaves Classification Methods.
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Fig. 5. Classification Methods used for Leaves Classification and
Recognition.
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V. CONCLUSION

In this research, we have made an effort to study and
analyze the latest researches in the field of leaves
classification and recognition. We have provided helpful
insight on the process of leaves classification using different
features of leaves. These features are discussed and analyzed
thoroughly, and their efficiency in enhancing the recognition
and classification process is presented. In addition, various
classifiers and classification methods are studies. Our unique
analysis has discussed and analyzed different factors that
might affect the accuracy of the classification process. These
factors include features, classifiers, and testing datasets. We
found that combining multiple features have a positive impact
on the classification process. However, greater efforts should
be made by researchers to examine and investigate the best
combination of features. For instance, none of the researches
has combined the vein feature with the colour, shape and
texture in one method. We found that CNN classifiers groups
the attention of researchers, while SVM classifiers are found
more attractive in recent researches. As SVM classifiers look
interesting in recent years, further investigations are needed to
study the relation between accuracy and the best leaves’
features that should be used in SVM-based classification
methods. As for the testing datasets, we found that more
efforts should be made on unifying these datasets for integrity
purposes. The majority of researchers have tested their
methods based on some user-defined datasets, which makes
the comparisons between proposed methods inaccurate.
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Abstract—In this paper, a procedure is described for tracking
moving object trajectories from image sequences acquired from a
microfluidic culture platform. Since particles move along the
axons, curve structures need to be detected first from the input
image sequence. A kymograph analysis technique is applied to
detect axon structures from the consolidated image of the input
sequence. Horizontally and vertically oriented axons are then
detected by applying the process twice to the original and the 90-
degree rotated image. Multiple kymographs are generated along
the detected axons by projecting image intensity variation
through the time-axis. The trajectory detection process is then
applied to each kymograph image. To obtain the particle motion
information from the entire image sequence, an integration
process is applied to each horizontal and vertical kymograph
data set. The proposed technique has been applied to image
sequences in the present application area. It is demonstrated that
practical results can be obtained using time-lapse image sequence
data.

Keywords—Axonal  transports;  kymograph;  trajectory
detection; image sequence analysis; motion parameter extraction

I.  INTRODUCTION

Time-lapse video of cellular motion in microfluidic culture
platform consists of microscopic images acquired at fixed time
intervals [1],[2],[3]. In fluorescence microscopic images, it is
important to trace cellular motions appearing as a collection of
irregular movements of small particles. While most organelles
occupy stationary positions through time, some particles
exhibit motion. The purpose of the analysis of mitochondrial
transports is to identify motion trajectories and to detect the
amounts of motions and speeds of particles. Tracking
mitochondria in neural time-lapse video is a basic processing
step in diverse biological research [4],[5].

For tracing various intracellular objects in cell imaging,
multi-target tracking methods [6],[7] have been exploited
previously. However, in the present application domain,
tracking-based methods have not been successful for tracing
mitochondria for several reasons. First, while all objects are
moving in most other cell image sequences, there are many
stationary objects in our neural image sequences. Over half of
the particles are stationary, and some target objects move at
low speeds. Frequent merging and splitting of stationary and
moving particles, and sudden starting and stopping of moving
targets make it hard to trace individual objects. Second, in the
typical input image, the size of a moving target is very small. A
target occupies only a few pixels in images. In addition, most
particles appear as small dots with similar shapes and

brightness. Thus, it is hard to identify individual particle based
on shape and brightness information only.

An important characteristic of moving targets is that they
are moving only through axons. Thus, once axons are traced
first in images, the motion of the target object can be traced by
locating curvilinear trajectories. While input video is a
collection of images, a kymograph is constructed by combining
temporal variation of image intensities on a selected axon. A
kymograph is a time-space plot illustrating the intensity
changes along an axon as a function of time. It is much easier
to trace the curve on a 2D kymograph than finding and tracking
small dots on 3D image sequences. Thus, many previous
research works on mitochondria tracking have utilized
kymographs for analysis. Techniques using image correlation
[8] and Hough transform [9] were proposed for the analysis of
axonal transports.

An automated kymograph analysis was proposed for
tracking secretory granules [10]. As kymograph analysis
obtains wider acceptance, automated analysis techniques have
been proposed recently [11],[12],[13],[14]. However, since the
performance of automated techniques usually depends on the
characteristics of input images, the application of these
automated techniques to other application domains have been
somewhat limited. Recently neural net-based machine learning
techniques have been applied to biomedical application
domains as well [15],[16],[17],[18]. U-Net architecture has
been successful in this application area [15]. An internet-based
kymograph analysis tool [19] has been proposed using U-Net
architecture.

In this paper, an integrated procedure is described for
tracking moving objects trajectories from image sequences
acquired from a microfluidic culture platform. The proposed
approach is based on a kymograph analysis. Since the particles
move along the axons in this application area, axon structures
need to be detected first from the input image sequence. This
process has been typically performed using curve trace
techniques [20],[10]. In our approach, we apply kymograph
analysis technique to detect axon structures. Kymograph is an
image on 2D time-space domain. While the input is a 2D
image defined on (x,y) plane, by regarding the vertical
direction as the time axis, vertically oriented axons can be
detected by a kymograph analysis process. Similarly,
horizontally oriented axons can be detected by applying the
kymograph analyzer after rotating the image by 90 degree.
Once axons are detected from input image sequences, multiple
kymographs are generated along the detected axons.
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Using multiple kymographs generated from the image
sequence, a trajectory detection process is applied to
kymograph data set. Finally, an integration process is applied
to each horizontal and vertical kymograph data set to obtain the
particle motion information from the image sequence. We have
applied the proposed technique to image sequences in our
application area. Experimental results will be presented using
time-lapse image sequence data.

Il. KYMOGRAPH ANALYSIS

In biomedical image applications, tracking particles on
complex trajectories has been one of the basic processing tasks
[4],[6].[7]. In practical applications, low image quality usually
makes it impractical to track and analyze particle movements
directly in images. While some methodologies have been
proposed to detect particle movements directly on images,
applications to other domains have been limited.

In time-lapse image sequences obtained from microfluidic
culture platforms, particle motions usually arise on axons only,
which remain as stationary curves in images. It is often
unnecessary to track particles on 3D space. A kymograph is a
2D image depicting the temporal variations of image intensities
along an axon curve. Since it is much easier to trace motions of
target objects in kymographs than in video frames, kymographs
have been utilized as intermediate target images for object
tracking. A number of methods have been proposed for
enabling kymograph analysis, and some methods have
provided software packages for public access [12],[13],[14].
Most of previous methods have somewnhat limited applicability,
depending on the application domains and program usability.

As deep learning techniques have become successful in
image recognition and segmentation areas, machine learning
approaches have been adopted to biomedical applications.
Currently, U-Net architecture has been the most successful for
biomedical image analysis [15]. A U-Net based architecture,
KymoButler [19] has been proposed for kymograph analysis.
This architecture has a public-accessible implementation,
providing the analysis results from a kymograph image
supplied through internet.

I1l. METHODS

A. Kymograph Detection

In microfluidic image sequences, object particles appear as
scattered dots on each image frame. Experimental microfluidic
image sequences consist of 100 images, taken at fixed time
intervals. The purpose of the analysis is to identify moving
trajectories and detect lengths and speeds of such motions.

I
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Fig. 1 illustrates the analysis procedure and the intermediate
sample images on each step. Fig. 1-A depicts the first image of
a 100-frame image sequence. At each image, small dark dots
are object particles, and the analysis is performed to locate
trajectories of moving particles. It can be seen that axon
structures are not revealed on the first image. Since a moving
particle occupies different positions at different frames, when
the image sequence is summed through time, trajectories of
moving particles tend to become continuous curves. A
kymograph is constructed by projecting the image sequence to
either (x,t) or (y,t) plane. In order to derive axons, a
consolidated image is composed using the entire image
sequence, by taking the minimum value in all image frames at
each pixel. Here, since moving mitochondria appear on
different locations, axons tend to become apparent. Fig. 1-B
shows the consolidated image for Fig. 1-A, and it can be seen
that each motion trajectory appears as a continuous curve.

Since there are many moving particles on each image
sequence, a kymograph is generated separately for each axon
curve. From the consolidated image in Fig. 1, it can be seen
that several continuous axons have become apparent. After an
axon detection algorithm is applied to the consolidated image,
eleven continuous axons are detected, as shown in Fig. 1-C as
the red or blue curves. A kymograph analysis tool [19] has
been applied for the axon detection. Like other kymograph
analysis tools, this tool tries to detect a continuous curve along
the vertical (time) axis. We apply the tool twice, once to the
original image, and once to the 90° rotated image. In Fig. 1-C,
the red and the blue curves represent the axons detected by the
two trials applied to the original and the rotated images.

In general, there may be many moving particles on each
axon. In order to detect all moving particles on the image
sequence, each axon needs to be examined separately.

Fig. 1-D and E are the two kymographs generated along the
axons marked by small red and blue triangles on Fig. 1-C. Each
kymograph in Fig. 1-D was generated by composing image
intensities along the specified axon. Each horizontal scanline
on the kymograph depicts the image intensity on the axon at
each time step. Since the orientations of the red and the blue
triangle axons are near horizontal or vertical, Fig. 1-D and E
have been obtained by projecting the image sequence to the
horizontal and vertical directions. On kymograph, a vertical,
near-straight line represents the image of a stationary particle,
and a slanted curve shows a trajectory of a moving particle. To
detect the direction and the speed of moving particle, it is
necessary to track slanted curves.
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Two figures in Fig. 1-E show the trajectories obtained from
images in Fig. 1-D, detected by the kymograph analysis. After
applying the kymograph analysis, each trajectory is classified
into stationary and moving curves, as described in Section I11-
C.

B. Analysis Procedure

The analysis procedure is depicted in Fig. 2. After the
consolidated image is constructed from the image sequence,
continuous axons are detected using the kymograph analysis
process. Axons are then classified into horizontal and vertical
groups to decide the direction of the kymograph projection.
Depending on the axon orientation, kymograph projection is
performed either on (x,t) or (y,t) plane. The number of
detected kymographs varies on each axon image. Each
kymograph is then analyzed separately, and consolidated
trajectories are composed by combining trajectories from all
kymographs.

A kymograph image is analyzed using a kymograph
analysis tool [19], which can be accessed by supplying each
kymograph image through the internet. The result of the
analysis is given by a set of points (Sk,i' tk,i), i=1,..,N,k =
1, ..., K, where K and N, denote the number of trajectories and
the number of points on the k-th trajectory, respectively.

C. Detection of Moving Trajectories

As can be seen in Fig. 1-E, detected trajectories consist of
stationary and moving curves. Since the purpose of the
kymograph analysis is to extract motion information of moving
particles, stationary trajectories are not examined and they need
to be removed in a preliminary stage. First, the motion
deviation of a trajectory is defined as the difference between
the maximum and the minimum horizontal positions, i.e. Ax or
Ay. The local speed at each location can be approximated as

V= %, where As denote the difference of positions between

neighboring points. Both the motion deviation and the local
speed can be computed easily using the trajectory values.

Using the motion deviation and the local speed, the
differences of moving and stationary trajectories can be defined
as follows.

e Stationary trajectories have small motion deviations:
|Ax| < tp or |Ay| < Tp, where t, is a small value
(such as 5 pixels)

Vol. 13, No. 2, 2022

e The local speed of a point on stationary trajectories is
small: |v| < T, where 7, is a small speed value.

D. Integration of Multiple Trajectories

Each kymograph depicts particle motions on a single axon.
To find the motion trajectories on the entire image sequence,
the results from all kymographs need to be integrated. For
instance, there have been 11 axons on Fig. 1-C. Since there are
kymographs projected into horizontal and vertical directions,
the trajectory integration is performed twice through the
horizontal and the vertical directions. The integration of the
detected trajectories along two orientations is performed as
follows.

e Perform trajectory analysis for each kymograph.

o Integrate trajectories from kymographs along the
horizontal and the vertical directions separately.

From the integrated trajectory information, it is
straightforward to derive the motion information including the
number of moving particles at each time, the speed of each
particle, the variation of speeds, etc.

IVV. EXPERIMENTAL RESULTS

In this research, experiments have been performed using a
set of real image sequences, acquired from a microfluidic
culture platform wusing a confocal microscopy. Each
experimental video consists of one-hundred 256x256 images,
acquired at fixed time intervals. The purpose of the analysis is
to detect the trajectories of moving particles. From the
trajectories, motion parameters can be computed including the
number of moving particles, the length of motion, the widths of
motions, and so on.

Each video was analyzed through the procedure depicted in
Fig. 2. A consolidated image was composed from the video to
reveal the mitochondria trajectories. Since axons have
structures similar to kymographs, we have applied the
kymograph analysis software available through the internet, to
detect axon structures. An example of detected axon structures
is illustrated in Fig. 1-C. Since several axons are usually
present in a single consolidated image, it is necessary to
generate a separate kymograph for each axon. Moving
trajectories are detected from each kymograph. The whole
motion information is obtained by combining the motion
information obtained from the kymograph analysis applied to
each separate axon.

Horizontallvertical

———’ conL?I?S:tion de?:?t?on 4@ kydr:g;::):hs
Kymograph generation
Kymograph analysis '
Trajectory | Moving trajectory Q_ Kymograph
information integration detection trajectory data analysis
Fig. 2. Proposed Kymograph Analysis Procedure.
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A. Accuracy Evaluation of the Trajectory Detection

In order to measure the accuracy of the kymograph analysis
technique in this application area, a set of test images were
analyzed manually, and ground truth trajectory data were
prepared. The performance of the trajectory detection was
quantified using the ground truth particle position data
prepared manually by tracing the trajectory lines on each
kymograph. The detected particle locations were compared
with the ground truth positions. A detected point was classified
as a true positive match, if there is a corresponding point on the
ground data. Since a small amount of deviation may arise in
point location, a point on the same time position located within

3-pixel horizontal distance was classified as a matched

correspondence. A  detected point with no ground
correspondence is classified as a false match.

Ground truth data were prepared for four representative
kymographs obtained from four different image sequences.
Since the complexity of the input image sequences tend to be
similar on different image sequences, similar levels of the
analysis performance have been observed on other sequence
images.

Ground truth and detected trajectories are shown in Fig. 3.
Since only motion information is utilized in this research, only
moving trajectories are denoted in the ground truth images.
expressed as time-position pair. Notice that each trajectory
curve looks like a collection of discrete points rather than a
continuous curve, since the trajectory consists of a separate
point representing each time-position location. The detected
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Recall and Precision for the test kymographs are shown on
Table 1. Since Recall is approximately above 85%, it can be
seen that most moving particles are detected correctly.

The results of the kymograph analysis are a sequence of
time-position data pair. In Fig. 3, the stationary and the moving
trajectories are denoted using different colors. This
classification was carried out using the motion detection rules
described in Section 111-C, that motion trajectories have narrow
widths in stationary curves. It can be seen that Precision is
lower than Recall. The reason for this phenomenon can be
observed by comparing ground truths and detection results in
Fig. 3, where it can be seen that some segments are mixtures of
stationary and moving parts, while only moving parts are
marked in the ground truth data. Since the purpose of the
analysis is to detect the moving parts, the value of Recall is
more important than that of Precision.

B. Integration of the Detected Kymograph Trajectories

To find the motion trajectories from the entire image
sequence, the results from all kymographs detected from
multiple axons are integrated. There have been 11 axons on
Fig. 1-C. Fig. 4 and 5 depict the detected trajectories from the
horizontally (red) and the vertically oriented (blue) axons in
Fig. 1-C. Here, moving and stationary trajectories are denoted
using the red and the green colors, respectively. It can be seen
that moving trajectories have been detected correctly. From the
detected trajectories, motion parameters including the amount
of movement and the speed can be computed.

. - TABLE I. DETECTION RATES
points can be seen at the bottom row of Fig. 3.
. . . . K h K 1 K 2 K K 4
The accuracy of the trajectory detection is measured using ymograp ymo ymo ymo3 | Kymo
two parameters, Recall and Precision, defined as follows. # Detected points on
p ground truth (A) 378 283 445 129
_ Number of detected points on ground truth -
Recall = Number of ground truth trajectory points @ ?B?round truth points 405 331 447 142
.. _ Number of detected points on ground truth N
Precision = = e etected trajectory polnts (@) | # Detected points (C) 481 389 593 222
Recall (A/B) 0.933 0.855 0.996 0.908
Precision (A/C) 0.786 0.728 0.750 0.581
Kymograph 1 Kymograph 2 Kymograph 3 Kymograph 4
Original
kymograph

3 & o JHT
Ground truth T I '
trajectories ; r,l" ([ . % k P
< g il
Detected = Y J\ \ /ﬁ E R
trajectories / ( { = \] ) 3
1% \ = 1 1

Fig. 3. Comparison of the Detected Trajectories and Ground Truth Data. The Vertical Axis of each Image Denotes the Time Axis.
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Fig. 4. Results for the Horizontally Oriented Kymographs Generated from the Axons in Fig. 1.

Vertical kymographs

Detected trajectories

N

— . -

Fig. 5. Results for the Vertically Oriented Kymographs Generated from the
Axons in Fig. 1.

V. CONCLUSION

An integrated procedure has been described for tracking
moving object trajectories from image sequences acquired
from a microfluidic culture platform. The proposed approach is
based on the kymograph analysis. Since particles move along
the axons in this application, the axon structures need to be
detected first from the input image sequence. We apply a
kymograph analysis technique to detect axon structures from
the consolidated image of the input image sequence. While the
input is a 2D planar image, by regarding the vertical direction
as the time axis, vertically oriented axons can be detected by a
kymograph analysis process. Similarly, horizontally oriented
axons can be detected by applying the kymograph analyzer
after rotating the image by 90 degree. Once axons are found
from input image sequences, multiple kymographs are
generated along the detected axons.

A trajectory detection process is then applied to each
kymograph data set. To obtain the particle motion information
from the entire image sequence, the integration process is
applied to each horizontal and vertical kymograph data set. The
proposed technique is applied to image sequences in our
application area. It has been demonstrated that practical results
can be obtained using time-lapse image sequence data, where
the detection accuracy is comparable to other kymographic
analysis.
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Abstract—Novelty Detection is a task of recognition of
abnormal data points within a given system. Recently, this task
has been performed using Deep Learning Autoencoders, but they
face several drawbacks which include the problem of identity
mapping, adversarial perturbations and optimization algorithms.
In this paper, we have proposed a novel approach LPRNet, a
Denoising Autoencoder which uses algorithms such as Least
Trimmed Square, Projected Gradient Descent and Robust
Principal Component Analysis, to solve the above-mentioned
problems. LRPNet is then trained and tested on NSL-KDD
dataset, and experiments have been performed using Accuracy as
performance metric for comparing the existing models with the
proposed model. The results show that LRPNet has the
maximum accuracy of 95.9% and performed better than all the
previous state-of-the-art algorithms.

Keywords—Novelty detection; deep learning; autoencoders;
unsupervised learning

I.  INTRODUCTION

Novelty detection is classification of points whose
characteristics are different from that of normal data [1].
These points which are not like the normal data are called
anomalies. The process of anomaly detection is also known as
outlier detection or out of distribution detection. Automatic
anomaly detection is a task that is of high demand in the areas
of fraud detection, network intrusion detection and several
other fields.

Earlier the task of anomaly detection was a binary
classification problem, where they used to train machine
learning algorithms on the normal data as one class, and all the
other data was treated as other class. Data which was
categorized in this other class was taken as an anomaly point.
Classic machine learning algorithms such as Support Vector
Machines, Isolation Forest (also known as iForest), and many
more algorithms have been used for the task of binary
classification. Novelty detection approaches can be classified
into 3 types, Density based classification algorithms, distance-
based classification algorithms (also referred as clustering
algorithms), and deep learning algorithms. The drawback of
classical anomaly detection models was that they were
inconsiderate about the temporal nature of data, that is, they
classified points based on its value and not on the value of
previous data fed to it. Due to this their results were not up-to
the mark.

In recent years, there has been many advances in deep
learning which has led to models which have performed
significantly well in anomaly detection as compared to

classical anomaly detection models. Algorithms and models
which have shown significant results [2][3] are:

e Deep learning models: Autoencoders, Recurrent Neural
Networks (RNNs) along with Long Short-Term
Memory (LSTM)

e Dimensionality reduction techniques such as Self-
Organized Maps (SOM), Randomized Principal
Component Analysis (RPCA)

o State space models

This paper discusses the drawbacks of existing deep
learning models used for anomaly detection. Also, this work
proposes a methodology which overcomes some of those
drawbacks. Deep neural networks follow two learning
approaches: supervised or unsupervised. The problem with
supervised learning, is that they require enough anomaly data
along with the normal data, which is very hard to find, as
anomalies do not happen every now and then. So due to this,
the model is not trained well and does not give promising
results. Therefore, most of the models follow an unsupervised
approach.

Few drawbacks faced by existing methods [5] are:
e Problem of identity mapping

e Adversarial perturbations

e Optimization algorithms

e Appropriate data.

In this paper, we propose a denoising autoencoder model
following an active learning approach, which incorporates
projected gradient descent to overcome the drawback of
adversarial perturbations and optimization. Robust estimation
using Least Trimmed Squares (LTS) is used to prevent the
model from adverse effects of outliers on the reconstruction
error. After going through a lot of existing literature we found
out that 2D-CNN architecture of autoencoder is well suited for
this problem, as it has enough layers and uses nonlinear
activation functions, which solves our problem of identity

mapping.

The paper is organized as follows. Section Il comprises a
brief working information about the different Autoencoders.
In Section 11l we have provided the issues involved with the
currently used Autoencoder methodologies. Section IV
comprises the brief description of relevant papers on Novelty
Detection. In Section V a description of the dataset being used
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is given. Section VI mentions the model development for
LRPNet and Section VII comprises proposed methodology.
Experiments and results have been given in Section VIII.
Finally, in Section IX we conclude the paper along with future
scope.

Il. BACKGROUND THEORY

In this section we will see about autoencoders and have a
brief description of different types of autoencoders.

A. Concept of Autoencoders

In  Convolutional Neural Network (CNN), after a
convolution layer, the size of input decreases. This decreased
output is the features which are useful for solving the problem
at hand. But it should be noted that the model learns those
features in an unsupervised manner. After the loss of
information, we want that information left at hand should be
the one crucial for problem solving. From this idea emerged
the concept of Autoencoders. Autoencoders is a feed-forward
type of artificial neural network, which uses the concept of
compression, that is, first the original data is reduced to data
of low dimensional space. This job is done by one half of the
network called as encoder. The other half does the exact
opposite job, it tries to reconstruct the input from this latent
space representation, generated by encoder. This part is known
as a decoder.

Some of the important properties of Autoencoders are:

e Data-specific: Autoencoders are good at finding coding
of only those kinds of data for which it is trained on,
i.e.,, we cannot use autoencoders to compress a
geospatial image which is trained on NSL-KDD
dataset.

e Lossy: The output of autoencoders may not be exactly
the same as the input provided to it. This property is
also good for some reasons that it is not just
performing  identity = mapping.  Therefore, a
reconstruction error is calculated to check how much
different is the output from the input.

e Unsupervised: Autoencoders follow an unsupervised
learning method, as we do not provide them with the
labels, we just provide it with raw data.

Autoencoders are used for many purposes except for just
dimensionality reduction, there are many applications where
autoencoders were used for classification and generative
purposes too. In Fig. 1, the working of an autoencoder is
shown.

Encoder Decoder

Fig. 1. Working of Autoencoders.
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Encoder and decoder part of autoencoders are generally
fully connected artificial neural networks and exact mirror
images of each other.

B. Briefs of different Types of Autoencoders

Different varieties of autoencoders are used for novelty
detection based on the type of input and application. They are
as follows:

e Denoising Autoencoder: In these autoencoders, noise
(using anomaly data or making some of our inputs as
0) is purposely introduced to prevent the model from
simply copying the input to output without learning
important features about the data.

e Sparse Autoencoder: Sparsity constraint is known to be
a method which leads to good feature extraction. It is
done by introducing an extra term to the cost function,
which forces the optimization algorithm to reduce the
weights of some neurons to almost zero. Due to these
reduction in weights, neurons represent their output as
a summation of very small values, which ensures the
latent space representation to showcase important
features (usually the number of neurons in the hidden
layer are greater than the number of neurons in the
input layer).

e Variational Autoencoder: These are also known as
probabilistic autoencoders since their output is
sometimes determined by chance even after the
training phase is over. They are also known as
generative autoencoders, this is because they have
capability to generate new outputs that seem to have
been taken from training dataset. They are preferred
over the Restricted Boltzmann Machine (RBM) as they
are easier to train and do faster computation.

Apart from these, there are many other autoencoders such
as WTA autoencoders and adversarial autoencoders (but these
are not much used in real life application). Amongst all,
Denoising autoencoders are the most preferred for novelty
detection.

I11. ISSUES INVOLVED IN NOVELTY DETECTION

There are many challenges related to the input data when
given to artificial neural networks (ANN) for training and
testing. A combination of numeric and continuous data in the
dataset needs to be separated (as a neural network only works
with numeric data). Even after separating the different types of
data, it is still not ready to give it as an input to the ANN.
Some pre-processing steps such as data normalization must be
performed so that later when the optimization algorithm
changes the weights of the links, it does not change it in a way
so that less importance is given to an important feature.

Another important task is to select an appropriate
autoencoder. As described in Section Il, there are various
autoencoders that are used for the job of novelty detection. For
novelty detection of cyber-attacks, many autoencoder
algorithms such as denoising autoencoder, adversarial
autoencoder, convolutional autoencoder and conventional
autoencoders have been used. There have been many research
papers that review the existing autoencoder architecture based

108|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

on the cyber-attack novelty detection, but for different datasets
different kinds of autoencoder works fine and others do not.

Issue that arises after deciding on an appropriate
autoencoder and doing all the preprocessing steps for the input
data is, what will be the architecture of this artificial feed-
forward neural network. In architecture of neural network
there are many factors involved such as:

e Number of layers for compression (or reconstruction)
and respective number of nodes: The number of nodes
for the hidden layers should be chosen carefully; it
should be in a proper decreasing order (increasing
order for decoder), example 128:64:16. We cannot
have too few layers as it would make our model
underfitting and neither should we have too many as it
will make it overfitting. In accordance with the input
size, we have used 3 layers for compression (and 3
layers for decompression from the latent space). We
have used a brute force method for deciding the
number of layers and the number of neurons to be in
each layer (shown in Fig. 6). Also, while designing the
model we aimed to keep the model as simple as
possible, so that it has less computational cost and
provides a good accuracy at the same time.

o Different activation functions (or same) for the hidden
layers: We can have different activation functions for
different layers, but we should keep in mind that the
result of these activation functions does not lead us to
identity mapping, which is one the most discussed
problem of autoencoders. To overcome this problem,
in this work, we have used the non-linear activation
function Rectified Linear Unit (ReLU), which makes
sure there is no instance of identity mapping.

e Optimization algorithm: There are many optimization
algorithms that work well, such as Projected Gradient
Descent, Adam optimization algorithm, RMSProp,
Gradient Descent with momentum and many more. In
this work, we have used the Projected Gradient
Descent algorithm for the optimization purpose and to
prevent  adversarial  perturbations.  Adversarial
perturbations are the situation where the autoencoder
usually ignores the important data or features that it
should learn during compression, and learns the
common characteristics that are usually also shared
between the normal data and the anomaly data. This
mainly leads to the low reconstruction error for normal
as well as anomaly data.

e We have used Least Trimmed Squares for the task of
Robust Estimation. As Denoising Autoencoders only
take the normal data as input, we have to separate out
the Outliers from the dataset. In our dataset, when the
data points are plotted on a two-dimensional graph,
there are some normal data points that are far away
from others, and those are removed from the training
dataset using LTS.

¢ Regularization method (to prevent from overfitting):
Artificial neural networks often tend to overfit on the
training set, to prevent from that as well as for faster
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convergence we use the concept of regularization.
Algorithms such as dropout, L1 and L, regularization,
batch norm regularization and many more can be used
for regularization. Sometimes one single method is not
enough to implement regularization. Therefore, a
combination of two methods can also be used. If
dropout is not performing well for regularization, we
can add batch normalization layers in between the
network, and it often tends to solve the problem. In this
work, we have used this above-mentioned method for
regularization.

e Value of the hyperparameter learning rate is crucial so
that the model doesn’t have jumps that make it go
away from the minimum error point. In this work, we
have used 0.01 as the value of learning rate.

e To prevent the model from overfitting, we have used
early stopping, which will stop the training phase as
soon as the accuracy reaches 95%.

IV. LITERATURE SURVEY

The problem of novelty detection can be solved using
three approaches, as described earlier, that is, density-based
approach, distance or clustering based approach and the deep
learning-based approach. Density-based approach includes
algorithms like GMM, etc. for classifying the anomaly data
from the normal data. They use the concept of density of
normal data, and make a Gaussian distribution out of it, data
which lied in the maximum variance region was classified as
anomaly data. OC-SVM, OC-KNN are algorithms which use
distance-based approaches for novelty detection. The calculate
the distance between A review of all the existing approaches
have been given in. In all the experiments, the deep learning
approach has performed significantly better than the other two
approaches.

Novelty detection is an important task for learning systems
in which a subset of the dataset does not fit well on the trained
model [1]. Paper concluded that if this data is not in
accordance with the data which was used to train the model,
then its performance will be affected. In the review, it was
mentioned that it is better if we train the model without giving
any anomaly data as input and use a statistical approach for
classifying the anomaly data. Review of some most used
novelty detection techniques was conducted by Dubravko
Miljkovi¢ et al. [2] also concluded the same. After detailing
about some important algorithms from each of the 4
approaches (classification-based approach, nearest neighbor-
based approach, clustering based approach, statistical based
approach) taken for novelty detection, it was concluded that
factors such as labelled or n-labeled data, continuous or
symbolic features (type of data), and many other factors
related to data helps us to decide which will be the most
appropriate algorithm for our novelty detection.

A survey of existing outlier techniques, where all different
approaches including statistical models (further classified),
neural network algorithms, machine learning algorithms and
hybrid systems were taken for comparison and conclusion was
that models should always be selected based on the dataset.
The distribution of dataset, attribute types, and other factors
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decide the speed and the accuracy of the model.[3]. It also
mentioned that based on whether the data is labelled or not,
we decide whether to go for distance-based approach, density-
based approach, or novelty approach.

A comparison of different unsupervised anomaly-based
approaches used for novelty detection in spatio-temporal data
was conducted [4]. They proposed an algorithm that showed
better results when the data used for training is scarce as well
as having more than 5% of anomaly data. They proposed a
hybrid autoencoder based approach which uses convolutional
encoder (CAE) along with convolutional Long Short-Term
Memory. After testing this model proved to be far better than
all the considered methods including iForest, LSTM
autoencoder and Convolutional autoencoder.

There are many different possible architectures of
autoencoders which can be used for novelty detection. [5]
compared some of the best architectures based on
computational complexity and accuracy. After experimenting
with architectures and other algorithms such as 1D-CNN,2D-
CNN, MSCRED, OC-SVM, they concluded that for solving
real-time problems, 2D-CNN is the best architecture (showed
100% accuracy in both tests and took minimum time for
computation).

Emanuele Principi and Damiano Rossetti et. al [6]
evaluated different autoencoder algorithms such as Multi-
Layered Perceptron (MLP) autoencoder, Convolutional Neural
Network Autoencoder and LSTM for detection of failure of
the motor of an electric car. AUC (area under the curve) was
the performance metrics, and these methods were trained on
1178 signals (1170 non defective signals and 8 defective
signals that were considered as anomaly) and tested on 22
signals (8 normal signals and 14 anomaly signals).
Experiments showed that MLP Autoencoder was the best and
showed 99.11% accuracy.

Zhiwei Zhnag and Lei Sun [7] proposed an algorithm
which uses the concept of along Progressive Knowledge
Distillation with Generative Adversarial Networks (GANS),
where two different GAN models were combined using the
distillation loss. They compared this novel approach with OC-
SVM (One Class- Support Vector Machine), Kernel Density
Estimation (KDE) and Variational Autoencoder (VAE).
Accuracy achieved by the proposed algorithm was 97.8%
whereas VAE, KDE and OC-SVM were 96.96%, 81.43% and
95.13% respectively.

Tangqing Li et al. [8] came up with an approach using the
concept of re-evaluation of examples after every epoch of
training phase has been completed in an autoencoder. They
tested this approach on datasets such as MNIST, KDDCUP,
and many more, and compared their approach with many
baseline models such as OC-SVM and Deep autoencoding
Gaussian mixture model (DAGMM). Except for MNIST
dataset, where OC-SVM performed better than the proposed
algorithm (OC-SVM had an accuracy of 90.2%, Proposed
algorithm had an accuracy of 84.2%), for rest all datasets, the
proposed algorithm had a better accuracy when compared to
all the baseline models.

Vol. 13, No. 2, 2022

Stainslav Pidhorskyi and Ranya Almohsen et al. [9] used
an adversarial autoencoder with a probabilistic approach for
solving the novelty detection problem. They first pre-
processed the data by “linearizing the parameterized
manifold”, which helps to understand deeply about the normal
data (inliers) and then feed it to an adversarial autoencoder.
Performance metrics used during experimentations were Area
under ROC curve, F1-measure, Area under precision-recall
curve and the FPR at 95% TPR (it is the chance that a normal
data will be misclassified as anomaly data). The experiment
was conducted on MNIST, CIFAR-10, Coil-100 datasets and
showed results which were comparable to that of state-of-art
algorithms.

The author in [10] explains why autoencoders are a better
option for novelty detection than GANs (Generative
Adversarial Networks). They stated that GANSs during training
can face a problem known as mode-collapse, that is, it may
map more than 1 input image to a single output image. A full
mode collapse situation is rarely encountered, but partial mode
collapse can be frequent. Not only mode collapse, GANs are
very sensitive to the choice of hyperparameters, non-
convergence problems, and many more are the reasons that
they are not preferred for novelty detection. Learning of non-
semantic features was stated as a problem of autoencoder, that
is, it may learn features that share common characteristics
between normal and anomaly data, which leads to
classification of anomaly data as normal data.

Jorge Meira et al. [11] did a comparative study on the
unsupervised anomaly detection techniques used for cyber-
attacks. They tested and checked the performance of
algorithms such as Autoencoders, Isolation Forest (iForest),
One Class-K-means and One Class- Nearest Neighbor on
datasets ISCX and NSL-KDD. F1-score, Recall and Accuracy
were taken into consideration for comparing the performances
of the algorithms. It was noticed that Autoencoder when
applied with pre-processing steps such as Z-score and Equal
Frequency (EF) showed the best results for both the datasets.

Vishal M. Patel and Pramuditha Perera et al. [12] uses the
concept of membership loss function in addition to the mostly
used cross entropy error during the training phase of their
neural network. For training they also used the knowledge
gathered from data apart from what we have in our training
dataset to make it learn generic feature filters. When tested
and compared performance with VGG16 model on
Caltech256 dataset, their proposed model showed superior
performance. Accuracy of the proposed model was 93.9%
whereas that of VGG16 model was 90.8%.

Autoencoder have shown to perform better when
combined with other clustering techniques [13][14]. In [13],
autoencoders were combined with. It was experimented on
UCSD dataset along with algorithms such as ConvLSTM-AE,
Conv2D-AE, Conv-3D AE, and many more. The results
clearly showed the supremacy of the proposed algorithms over
the others. AUC of the proposed algorithm was 96.5%,
whereas the maximum other autoencoders reached was 91.2%.
The author [14] used autoencoders with density-based
clustering. The latent space encoding and the reconstruction
error is sent to a density-based cluster. Points which exceed a
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certain error threshold limit are categorized as anomalies.
Taking AUC as performance metrics, the model was tested on
a range of 20 datasets along with OC-SVM, PCA Based
methods and combinations of these methods with density-
based clustering. Out of 20 data sets, the proposed method
performed better than all in 9 datasets and had the highest
average AUC score of 78.29%.

Erik Marchi et al. [15] used Denoising autoencoders with
bidirectional LSTM (BLSTM) for acoustic novelty detection.
Experiments were conducted on PASCAL CHime speech
separation and recognition challenge dataset along with
algorithms such as LSTM-CAE (LSTM Convolutional
Autoencoder), BLSTM-CAE, Gaussian Mixture Models
(GMM) and Hidden Markov Models (HMM). The
performances were compared on the basis of precision, recall
and Fl-measure. BLSTM-DAE (proposed algorithm)
performed the best amongst all, having a precision of 94.7%,
recall of 92.0% and F1-measure of 93.4%.

Yoshinao Ishii and Masaki Takanashi et al. [16]
introduced the concept of robust estimation, which not only
reduced the computational cost, but also guarantees robustness
as its thresholds/restricts the capability of reconstruction of the
autoencoder. Group of 15 datasets was used for comparing the
performance of the proposed method with normal
autoencoder, OC-SVM, iForest and Local outlier factor
(LOF). Qut of 15, in 7 datasets the AUC score of proposed
algorithms was the highest. Proposed algorithm has the
highest average AUC score of 85.15.

Chong Zhou and Randy C. Paffenroth et al. [17] stated that
Denoising autoencoders are better to use than Maximum
correntropy autoencoders, as denoising autoencoders purely
trains on the noise free data, due to which its hidden layers are
not corrupted (unlike Maximum correntropy autoencoder).
They use the concept of RPCA which divides the dataset into
two parts (noise free and noise data). Now this noise free data
is used for the training of denoising autoencoders. During
training they also used Li and L. regularization techniques as
anomaly regularization penalties. The result showed that “the
optimal F1-score achieved by iForest was approximately 73%
worse than the score achieved by RDA. (Robust Deep
Autoencoder)”

Zhaomin Chen and Chai Kiat Yeo et al. [18] evaluated
Convolutional Autoencoder, Conventional Autoencoders and
Dimensionality based reduction methods on NSL-KDD
dataset. It stated that autoencoders are better as, along with
performing dimensionality reduction, they also learn the non-
linear relationship between the features of the training dataset.
The performance metrics was AUC score. For network traffic
type UDP, conventional autoencoder performed best, and for
rest 3, convolutional autoencoder performed best (not much
difference with AUC score of conventional autoencoder).

V. DATA COLLECTION

Kaggle is an open-source website, which is used by many
machine learning learners and experts for different datasets
and participating in various competitions. We are using the
NSL-KDD dataset [19] which was provided in the Kaggle
Dataset repository for the purpose of novelty detection. NSL-
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KDD dataset has 2 CSV files, one is used for training
purposes and the other for testing purposes. NSL-KDD is a
dataset that has 42 features which are shown in Fig. 2.

F# Feature name F# Feature name F# Feature name

F1 Duration F15 Su attempted F29 Same srv rate
2 Protocol type F16 Num root F30 Diff srv rate
E3 Service F17  Num file creations  F31 Srv diff host rate
F4 Flag F18 Num s E F32 Dst host count
F5 Source bytes F19 Num access files F33
F6  Destinationbytes  F20 Numoutbound cmds ~ F34

Dst host srv count
Dst host s ¢ rate

F7 Land F21 Is host login F35
F8 Wrong fragment  F22 Is guest login F36

F9 Urgent F23 Count F37

F10 Hot F24 Srv count F38

F11  Number failed logins F25 Serror rate F39

F12 I,uggrd in F26 Srv serror rate F40

F13  Num compromised ~ F27 Rerror rate Fdl Dst host srv rerror rate
Fl14 Root shell F28 Srv rerror rate Fa2 Class label

Fig. 2. Features in the Dataset.

Training file is composed of 125973 tuples and the testing
file is composed of 22544 tuples. Out of these 148517, 78588
tuples have their label value as ‘normal’, and the rest all are
anomaly packets as shown in Table I. There are a total of 36
other label values that are being treated as anomaly packets.

Our focus is to reject or drop any packet which has even a
slight chance of being a malicious packet. Therefore, we are
categorizing all 37 labels (types of packets) into broadly two
categories; normal and malicious. The traffic proportions of
these packets in our dataset are given in Fig. 3.

TABLE I. FREQUENCY OF EACH LABEL WITHIN THE DATASET
normal 78588
neptune 47868
satan 4331
ipsweep 4078
portsweep 3302
smurf 3186
nmap 1699
back 1183
warezclient 997
teardrop 996
guess_passwd 464
mscan 310
warezmaster 299
pod 236
apache2 228
processtable 211
snmpguess 99
mailbomb 94
saint 93

buffer_overflow 47

snmpgetattack 43

httptunnel 41
land 20
multihop 16
rootkit 14
loadmodule 13
imap 13
ftp_write 10
ps 9
sendmail 8
phf 5
perl 4
xlock 4
xterm 3
named 2
spy 2
Xsnoop 1
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normal

traffic proportions

47.08%

malicious

Fig. 3. Traffic Proportions of Dataset.

VI. THEORETICAL BACKGROUND ON MODEL
DEVELOPMENT

In this work, we have used Denoising Autoencoder, Z-
score normalization and RPCA. In this section we have
provided a brief explanation about these algorithms.

1) Denoising autoencoders: An autoencoder is a special
type of deep neural network which is used for the purpose of
dimensionality reduction. dimensionality reduction is a
process of features selection as well as extraction from a n-
featured dataset. Autoencoders are symmetrical in nature, and
are basically composed of three components: Encoder, latent
space encoding and decoder. The number of layers and the
nodes within each layer in encoder and decoder are the same.

Denoising autoencoder is an autoencoder which purposely
takes input which has some noise in it, or by making the input
corrupt and then do the reconstruction or denoising part. One
of the parameters that denoising autoencoder takes is the
amount of noise that we want to introduce in the input. The
most optimal value used for this parameter is 0.2 provided we
have sufficient data. If data is limited then we can also go for
higher values. Various applications of denoising autoencoder
are feature imputation, anomaly detection, feature extraction
and category embedding.

2) Z-score normalization: Z-score is also known as
Standard score and it is a technique used to know how far the
data point is from the mean of the attribute. More specifically
it measures the standard deviation of the data point from the
mean of the attribute. It is given by Eq. 1

z; = ~— 1)

where X; is the value of a data point, x bar is the calculated
mean of the attribute and s is the standard deviation of the
attribute. So, one of the prerequisites to use the z-score is to
calculate the mean and standard deviation of the attribute first.

Z-score is used to standardize our dataset to a common range
of values so that the autoencoder does not give more
importance to a feature which has a high range of values as
compared to others. It is one of the most used pre-processing
steps for numerical data.

3) Robust principal component analysis: Robust Principal
Component analysis is an extension to the most used
dimensionality reduction technique Principal Component
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Analysis (PCA). RPCA is used when we are handling
corrupted data or noise data. RPCA returns a low-ranking
matrix L, from a corrupted matrix composed of Lo+S,. S, here
is a sparse matrix. This decomposition into low-rank matrix
and sparse matrix can be achieved by using any of the
following techniques: Quantized Principal Component Pursuit
method (PCP), Local PCP or Stable PCP. Working of RPCA

is shown in Fig. 4.

— +

L S

Fig. 4. Working of RPCA [20].

RPCA is used in anomaly detection, face detection, video
surveillance and many more applications.

4) Projected gradient descent: It can be considered as a
stricter version of Gradient Descent algorithm. In the Gradient
Descent algorithm, we use Equation 2 for changing the value
of weights and bias of a Neural Network

min f(0) 6(new) = 6(old) — adj(O) 2)

Where, a is the learning rate, AJ(©) is the error (difference
between the predicted outcome and the actual outcome) and ©
is the weight of neurons.

We can see that the error is being minimized by moving in
a negative gradient direction. In Projected Gradient descent
there is a constraint in this equation. It minimizes the error by
moving in a negative gradient direction and then project that
value onto a valid meaningful set, say C. By doing this we
make the algorithm more general [21][22].

VII.PROPOSED METHODOLOGY

The steps in the proposed method are explained in this
section.

Step 1. Load the dataset D and convert it into a binary
dataset, one class being ‘normal’ and combining all other
classes into ‘malicious’ class.

Step 2: Split the dataset into numerical and categorical
column lists based on the datatype (do not include labels in the
categorical columns).

Step 3: Remove column ‘num_outbound cmds’ from the
numerical column list.

Step 4: Encode the labels using Label Encoder. (1- normal
and 0-malicious).

Step 5: Normalize the values in all the numerical columns
using z-normalization.

Step 6: Form 2 datasets Dnormal and Dattack based on the
label values. Use LTS for transferring some data points from
Dnormal to Dattac that are far away from other normal data
points in a 2-D graph representation.
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Step 7: Convert the categorical data into numeric type
using get dummies function of Pandas library (does one hot
encoding) and combine them with the numerical data.

Step 8: After appending these numerical data 